# A Novel Approach to Robot Vision using a Hexagonal Grid and Spiking Neural Networks 

\author{
D. Kerr, S.A. Coleman, T.M. McGinnity, Q. Wu <br> Intelligent Systems Research Centre <br> University of Ulster, Magee <br> Londonderry, Northern Ireland, U.K. <br> (d.kerr, sa.coleman, tm.mcginnity, q.wu\}@ulster.ac.uk

}

M. Clogenson<br>CPE Lyon<br>Domaine Scientifique de la Doua<br>BP 82077-69616 Villeurbanne, France.<br>marine.clogenson@cpe.fr


#### Abstract

Many robots use range data to obtain an almost 3dimensional description of their environment. Feature driven segmentation of range images has been primarily used for 3D object recognition, and hence the accuracy of the detected features is a prominent issue. Inspired by the structure and behaviour of the human visual system, we present an approach to feature extraction in range data using spiking neural networks and a biologically plausible hexagonal pixel arrangement. Standard digital images are converted into a hexagonal pixel representation and then processed using a spiking neural network with hexagonal shaped receptive fields; this approach is a step towards developing a robotic eye that closely mimics the human eye. The performance is compared with receptive fields implemented on standard rectangular images. Results illustrate that, using hexagonally shaped receptive fields, performance is improved over standard rectangular shaped receptive fields.
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## I. Introduction

In recent years many robotics and computer vision applications have been developed using range image data instead of, or in conjunction with, intensity image data [1]. This is largely because range imagery can be used to obtain reliable descriptions of 3-D scenes; a range image contains distance measurements from a selected reference point or plane to surface points of objects within a scene [2], allowing more information about the scene to be recovered [3]. However, a range image contains information about only the visible surfaces of the objects, and not their hidden surfaces, and hence is often referred to as $21 / 2-\mathrm{D}$ information [2]. Range images are acquired with range sensors and in an ideal situation, like intensity images, range data are uniformly distributed in the $x$ - and $y$-directions; however this is seldom the case. A number of range image sensors are available [2], [4], and not all can sample the surface at equidistant x - and y - intervals; often the coordinates of the data points are dependent on the measured range of the point [5], as, for example, in the case of the commonly used ABW, K2T and Perceptron sensors [6], [7] and hence the data are irregularly distributed. Typically range data are interpolated onto a regular grid prior to any further processing. There is no requirement that this regular grid is a rectangular grid and in this paper we propose
to use a hexagonal grid that closely mimics the structure of images captured by the human visual system (HVS) rather than the conventional regular square grid. Curved structures are not well represented on a rectangular lattice and this leads us to question why we use them when nature has chosen a hexagonal lattice for human photoreceptors? Using an artificial hexagonal sampling lattice, both spatial and spectral advantages may be derived: namely, equidistance of all pixel neighbours and improved spatial isotropy of spectral response [8].

Cone photoreceptors found in a biological vision system, such as the human retina, are typically arranged in a hexagonal lattice, (as shown in Figure 1) and research has also shown that curved structures are more accurately represented by hexagonal pixels than by rectangular pixels [9]. Recent work that uses the hexagonal structure includes biologically inspired fovea modelling with neural networks [10], and the development of silicon retinas for robot vision [11], [12].


Figure 1. Cross section of human retina showing the hexagonal structure of the photoreceptor cones densely packed within the fovea [13].

Taking additional inspiration from the HVS, research has tried to overcome the failings and computational overhead associated with traditional real-time image processing techniques, typically via the use of neural networks [14]. Spiking neural networks (SNNs) are a class of neural networks that mimic more accurately the biological information processing in the visual cortex, increasing computational power and speed when compared with traditional neural networks and therefore enabling real-time processing [15] which is essential for robotics applications. SNNs use simple neuronal models and communicate using spikes in a manner similar to action
potentials found in biological neurons. There has been some research investigating the application of SNNs to visual processing; a spiking neural network model that performs segmentation and edge detection is proposed in [16]; in [17] a spiking neural network is proposed to detect contours in images through the synchronisation of integrate and fire neurons using simple synthetic images; in [18] a spiking neural network is proposed for real-time edge detection. Additionally, spiking neural networks have been previously used as controllers in evolutionary robotics to perform vision based obstacle avoidance [19], [20], and for laser-based retinal model robot vision [21]. In [22], [23] a robot's sensory information is converted into spikes and a spiking neural network is used to process the information and control the robot. A biologically inspired flying robot is developed in [24] that uses a spiking neural network to convert visual information into motor commands and in [25] a spiking neural network is used to control a mobile robot using sonar sensors. However, none of these algorithms have been developed for range data or can readily be applied to hexagonal image structures.

In this paper we present an approach to biologically inspired feature detection by using spiking neural networks in combination with a hexagonal pixel structure to develop a robotic vision system that reflects a stronger correlation with the human visual system than current systems and has improved performance over the standard use of rectangular pixel images.

## II. Creating The Hexagonal Image

There is currently no commercially available hardware to capture or display hexagonal images and therefore a resampling technique must be applied to generate hexagonal pixel based range images. Many resampling techniques exist for this purpose; here we use is the approach proposed in [26] in which Middleton enhances Wuthrich's [27] method of creating a pseudo hexagonal pixel. In this approach each pixel is represented by a pixel block in order to create a sub-pixel effect, which enables the sub-pixel clustering; this limits the loss of image resolution whilst complying with the main hexagonal properties. In [27], two possible choices of hexagonal pixel representations are presented: in one case the hexagonal pixel is comprised of 30 sub-pixels, in the other case it is comprised of 56 sub-pixels; we have chosen to use the 56 sub-pixel approach as illustrated in Fig. 1. The image resizing also enables the display of sub pixels, and therefore the display of hexagonal pixels. With this structure now in place, a cluster of sub pixels in the new image, closely representing the shape of a hexagon, can be created that represents a single hexagonal pixel in the resized image.

## III. Spiking Neuron Model

A widely used spiking neuron model is that of Hodgkin and Huxley [28] based on experimental recordings obtained from experiments on the giant squid axon using a voltage clamp method. However, even though this model is biologically


Figure 1. 56 sub-pixel cluster.
plausible, the complexity in simulating the model is very high due to the number of differential equations. Thus, most computer simulations of neuron models choose to use a simplified neuron model such as the integrate-and-fire model (I\&F), leaky I\&F model, conductance-based I\&F or Izhikevich's model. A full review of the biological behaviour of single neurons can be found in [29] and a comparison of different neuron models can be found in [30]. For implementation purposes the conductance-based I\&F model has been selected to model the network neurons in this work. This model offers similar neuron behaviour to the Hodgkin-Huxley whilst providing a reduction in computational complexity. In the conductance-based I\&F model the membrane potential $v(t)$ is governed by the following equation:

$$
\begin{align*}
c_{m} \frac{d v(t)}{d t} & =g_{l}\left(E_{l}-v(t)\right)+\frac{w_{e x} g_{e x}(t)}{A_{e x}}\left(E_{e x}-v(t)\right) \\
& +\frac{w_{i h} g_{i h}(t)}{A_{i h}}\left(E_{i h}-v(t)\right) \tag{1}
\end{align*}
$$

where $c_{m}$ is the membrane capacitance, $E_{l}$ is the membrane reversal potential, $g_{l}$ is the conductance of the membrane, $E_{e x}$ and $E_{i h}$ are the reversal potential of the excitatory and inhibitory synapses respectively, $w_{e x}$ and $w_{i h}$ are weights for excitatory and inhibitory synapses respectively, and $A_{e x}$ and $A_{i h}$ are the membrane surface areas connected to the excitatory and inhibitory synapses respectively. If the membrane potential $v(t)$ exceeds the threshold voltage $v_{t h}$, an action potential is generated. Then $v(t)$ is then reset to $v_{\text {reset }}$ for a time $\tau_{\text {ref }}$ which is called the refractory duration. For simplicity $\tau_{\text {ref }}$ is set to 0 in this paper. The variables $g_{e x}(t)$ and $g_{i h}(t)$ represent the conductance's of excitatory and inhibitory synapses respectively, which vary with time. The output spike train is then represented by a series of 1 s or 0 s representing whether or not a neuron fires at time $t$, i.e. $\left[S_{\text {out }}\left(t_{1}\right), S_{\text {out }}\left(t_{2}\right), \ldots, S_{\text {out }}\left(t_{M}\right)\right]$.

## IV. Spiking Network Structure \& Implementation

In a biological system a receptive field is where a spiking neuron integrates the spikes from a group of afferent neurons as illustrated in Fig. 2 where neuron N has a receptive field with a 7-neuron hexagonal array. Each neuron in the receptive field connects to neuron N through both excitatory and inhibitory synapses.


Within the network structure proposed we use four types of receptive fields corresponding to different edge directions using the spiking neuron model described in Section III. We define our spiking neural network structure as illustrated in Fig. 3. Suppose that the first layer in Fig. 3 represents photoreceptors. Each pixel in the hexagonal image corresponds to a photoreceptor. The intermediate layer is composed of four types of neurons corresponding to four different receptive fields respectively. ' X ' in the synapse connections represents an excitatory synapse. ' $\Delta$ ' represents an inhibitory synapse. Each neuron in the output layer integrates four corresponding outputs from the intermediate neurons. The firing rate map of the output layer forms an edge graphic corresponding to the input image. There are four parallel arrays of neurons in the intermediate layer, each with the same dimension as the receptor layer. (Only one neuron in each array is illustrated in Fig. 3 for simplicity).


Figure 3. Spiking Neural Network Structure.

Each of these intermediate neurons performs the processing for different edge directions and is connected to the receptor layer by differing weight matrices. These weight matrices can be of varying sizes to represent the width of the receptive field under consideration, and in fact we present results for a range of receptive field widths. For a receptive field the weights are calculated using the function provided in [18] and, for example, the 19-point hexagonal weight matrices for top and bottom edges are defined as:

$\left[\right.$|  | 0.3548 |  | 0.3679 |  |  | 0.3548 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.9216 |  | 0.9910 |  | 0.9910 |  | 0.9216 |  |
| 0 |  | 0 |  | 0 |  | 0 |  | 0 |
|  | 0 |  | 0 |  | 0 |  | 0 |  |
|  |  | 0 |  | 0 |  | 0 |  |  |$]$,

$\left[\begin{array}{ccccccccc} & & 0 & & 0 & & 0 & & \\ & 0 & & 0 & & 0 & & 0 & \\ 0 & & 0 & & 0 & & 0 & & 0\end{array}\right]$.

The network model was implemented in Matlab using the networks parameters found in [18] that are consistent with biological neurons [31]. Synaptic strengths can be adjusted to ensure that the neuron does not fire in response to a uniform image within its receptive field. As previously noted the receptive fields illustrated in the intermediate layer in Fig. 3 can be of any size and in particular we will use 7, 19, and 37point hexagonal receptive fields.

## V. Feature Extraction

Here we demonstrate how feature extraction differs when we apply receptive fields to range images, compared to applying such operators to intensity images. Typically with intensity images, after applying gradient operators, thresholding is applied by simply selecting an appropriate threshold value, $T$, either empirically or scientifically, and all values that lie above $T$ are considered as feature points. However, whilst performing feature extraction on range images we need to consider that the features are represented by depth profiles and features may take the form of significant depth profile changes or depth discontinuities.

The range images used in the experiments are first resampled onto a hexagonal lattice using the method outlined in Section II. The SNN is then constructed in such a manner that the hexagonal structure is maintained through each processing layer. This ensures that the receptive field's
synaptic connections have equidistance of connected neighbours and improved spatial isotropy. Although range images provide the exact spatial $(x, y)$ co-ordinates relating to the depth measurement in space, in this work we use the spatial location closest to the nearest hexagonal pixel using nearest neighbour interpolation. Range image depth values are normalised such that the values are in the range [0..1] and positions in the image with no valid depth measurement are considered to be equal to 0 in order to account for depth discontinuities.

The SNN simulates visual processing though the use of the various receptive fields and as described in Section IV we consider four receptive fields. During the simulation each receptive field is processed simultaneously in time and the output neuron potential is determined by the summation of the combined response from each receptive field. If the output neurons potential reaches the firing threshold during the simulation time, the position is determined as an edge position.

## VI. Experimental Results \& Evaluation

To evaluate the edge detection performance of the SNN based approach we have chosen to use the Figure of Merit (FoM) technique [32]. This technique balances three types of error associated with the determination of an edge: missing valid edge points; failure to localise edge points; classification of noise fluctuations as edge points. The FoM is defined as:

$$
\begin{equation*}
R=\frac{1}{\max \left(I_{A}, I_{I}\right)} \sum_{i=1}^{I_{A}} \frac{1}{1+\alpha d^{2}} \tag{4}
\end{equation*}
$$

Here $I_{A}$ is the actual number of edge pixels detected, $I_{I}$ is the ideal number of edge pixels, $d$ is the separation distance of a detected edge point normal to a line of ideal edge points, and $\alpha$ is a scaling factor, most commonly chosen to be $1 / 9$, although this value may be adjusted to penalise edges that are localised but offset from the true edge position. We present comparative evaluation for the hexagonal SNN based edge detector the square SNN based edge detector presented in [18] and the well-known scan line approach [6] used for edge detection in range images. The square receptive field is size $3 \times 3$ (denoted as SNN9) and we demonstrate results for the hexagonal receptive field at multiple scales: 7-point (equivalent to square $3 \times 3$ ), 19-point and 37 point receptive fields (denoted as HSNN7, HSNN19 and HSNN37),. The Figure of Merit [32] is computed over a range of signal to noise levels using both convex and concave roof edge images; two edge types commonly found in range image data. Fig. 4 illustrates that the hexagonal receptive fields shows improved performance over the square based receptive fields for both edge types,


Figure 4. Figure of Merit results of different edge types over a range of signal-to-noise ratios.
particularly in areas of high noise. Although the scan-line approach performs well in very high noise, it never obtains a FoM value of 1, and therefore it never exactly locates an edge, even when no noise is present.

In Fig. 5(a) we present a range image from the Technical Arts scanner. Fig. 5(b) illustrates the feature generated using the scan-line approach and similarly Fig. 5(c) - (f) illustrates the outputs from the various SNN based approaches. For illustration purposes, Fig. 5(a) is the original capture image using a standard rectangular grid however it should be noted that this image is resampled on to hexagonal grids for use with the hexagonal receptive fields. In these images, as the edge brightness increases the firing rate of the neuron becomes stronger, thus the firing rate may be set as a threshold to determine the presence or absence of an edge. It can be seen from Fig. 5(c), Fig. 5(d), Fig. 5(e) and Fig. 5(f) that the outputs from the hexagonal receptive field are comparable to the corresponding output from the square receptive field [18] and the scan-line approach [6]. Additional images are presented in Fig. 6.


Figure 5. (a) Original image; (b) Feature map generated using the scan-line approach [6]; (c)-(d) Example network outputs using (a) as the input.

Such results are promising as, in addition to the improved successful edge detection performance, there is a potential computational improvement when using a hexagonal grid. The hexagonal grid contains approximately $13 \%$ less pixels when compared to a rectangular grid in order to obtain an image of the same spatial resolution; similarly the smallest receptive field contains only 7 values rather than 9 in the standard rectangular receptive field. This computational improvement is illustrated in Table 1 where the time to run the simulation for 100 ms is compared illustrating an improvement in computation time with the hexagonal arrangement. Computation time improvements are realised by the decreased hexagonal pixel density in both image and hexagonal operators.

TABLE I. ALGORITHM RUN TIMES (SECONDS).

| Receptive field size | Processing time |
| :--- | ---: |
| SNN | 3.92 |
| HSNN 7-Point | 3.16 |
| HSSN 19-Point | 3.47 |
| HSSN 37-Point | 3.78 |



Figure 6. (a) Original image; (b) Feature map generated using the scan-line approach [6]; (c)-(d) Example network outputs using (a) as the input.

## VII. Discussion \& Future Work

We present a biologically motivated approach to robotic vision using range image data resampled onto a hexagonal grid and spiking neural networks which compliments recent work in robotic silicon eyes using hexagonal structures[11], [12]. Range images are useful for many robot tasks such as creating models of physical objects or providing information that complements standard intensity images for various robot tasks. Often range data are slightly irregularly distributed and need to be resampled to a regular grid prior to processing and therefore we propose that improved feature extraction results can be obtained by resampling to a hexagonal grid. The input image has a hexagonal pixel arrangement and the receptive fields used are arranged in a hexagonal structure, representing the human fovea. The spiking neural network presented is constructed by a hierarchical structure that is composed of spiking neurons with scalable receptive fields as found in the visual cortex. The spiking neuron models provide powerful functionality for integration of inputs and generation of spikes. Synapses are able to perform different complicated computations. This paper demonstrates how a spiking neural network can detect edges in
an image using a hexagonal structure and illustrates performance and computational improvements over the standard square based approaches.
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