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1. INTRODUCTION

Intelligent multimedia (IntelliMedia), which involves the computer processing and understanding of perceptual input from at least speech, text and visual images, and then reacting to it, is complex and involves signal and symbol processing techniques from not just engineering and computer science but also artificial intelligence and cognitive science (Mc Kevitt, 1994, 1995/96, 1997). With IntelliMedia systems, people can interact in spoken dialogues with machines, querying about what is being presented and even their gestures and body language can be interpreted. 

Although there for a long time has been much success in developing theories, models and systems in the areas of Natural Language Processing (NLP) and Vision Processing (VP) (Partridge, 1991; Rich & Knight, 1991) there has until recently been little progress in integrating these two sub-areas of Artificial Intelligence (AI). In the beginning, although the general aim of AI was to build integrated language and vision systems, few systems were paying equal attention to both fields. As a result, the two isolated sub-fields of NLP and VP quickly arose. It is not clear why there has not already been much more activity in integrating NLP and VP. Is it because of the long-time reductionist trend in science up until the recent emphasis on chaos theory, non-linear systems, and emergent behaviour? Or, is it because the people who have tended to work on NLP tend to be in other Departments, or of a different ilk, from those who have worked on VP? Dennett (1991, p. 57-58) said “Surely a major source of the widespread scepticism about ‘machine understanding’ of natural language is that such systems almost never avail themselves of anything like a visual workspace in which to parse or analyse the input. If they did, the sense that they were actually understanding what they processed would be greatly heightened (whether or not it would still be, as some insist, an illusion). As it is, if a computer says, ‘I see what you mean’ in response to input, there is a strong temptation to dismiss the assertion as an obvious fraud.”

People are able to combine the processing of language and vision with apparent ease. In particular, people can use words to describe a picture, and can reproduce a picture from a language description. Moreover, people can exhibit this kind of behaviour over a very wide range of input pictures and language descriptions. Although there are theories of how we process vision and language, there are few theories about how such processing is integrated. There have been large debates in psychology and philosophy with respect to the degree to which people store knowledge as propositions or pictures (Kosslyn & Pomerantz, 1977; Pylyshyn, 1973). 

There are at least two advantages of linking the processing of natural languages to the processing of visual scenes. First, investigations into the nature of human cognition may benefit. Such investigations are being conducted in the fields of psychology, cognitive science, and philosophy. Computer implementations of inte​grated VP and NLP can shed light on how people do it. Second, there are advantages for real-world applications. The combination of two powerful technologies promises new applications: automatic production of speech/text from images; automatic production of images from speech/text, and the automatic interpretation of images with speech/text. The theoretical and practical advantages of linking natural language and vision processing have also been described in Wahlster (1988). 

Early work for synthesising simple text from images was conducted by Waltz (1975) who produced an algorithm capable of labelling edges and corners in images of polyhedra. The labelling scheme obeys a constraint minimisation criterion so that only sets of consistent labellings are used. The system can be expected to become 'confused' when presented with an image where two mutually exclusive but self-consistent labellings are possible. This is important because in this respect the program can be regarded as perceiving an illusion such as what humans see in the Necker cube. However, the system seemed to be incapable of any higher-order text descriptions. For example, it did not produce natural language statements such as “There is a cube in the picture.” 

A number of natural language systems for the description of image sequences have been developed (Herzog & Retz-Schmidt, 1990; Neumann & Novak, 1986). These systems can verbalize the behaviour of human agents in image sequences about football and describe the spatio-temporal properties of the behaviour observed. Retz-Schmidt (1991) and Retz-Schmidt & Tetzlaff (1991) describe an approach which yields plan hypotheses about intentional entities from spatio-temporal information about agents. The results can be verbalized in natural language. The system called REPLAI-II takes observations from image sequences as input. Moving objects from two-dimensional image sequences have been extracted by a vision system (Herzog et al., 1989) and spatio-temporal entities (spatial relations and events) have been recognised by an event-recognition system. A focussing process selects interesting agents to be concentrated on during a plan-recognition process. Plan recognition provides a basis for intention recognition and plan-failure analysis. Each recognised intentional entity is described in natural language. A system called SOCCER (André et al., 1988; Herzog et al., 1989) verbalizes real-world image sequences of soccer games in natural language and REPLAI-II extends the range of capabilities of SOCCER. Here, NLP is used more for annotation through text generation with less focus on analysis. 

Maaß et al. (1993) describe a system, called Vitra Guide, that generates multimodal route descriptions for computer assisted vehicle navigation. Information is presented in natural language, maps and perspective views. Three classes of spatial relations are described for natural language references: (1) topological relations (e.g. in, near), (2) directional relations (e.g. left, right) and (3) path relations (e.g. along, past). The output for all presentation modes relies on one common 3D model of the domain. Again, Vitra emphasizes annotation through generation of text, rather than analysis, and the vision module considers inter​rogation of a database of digitised road and city maps rather than vision analysis. 

Some of the engineering work in NLP focuses on the exciting idea of incorporating NLP techniques with speech, touch-screen, video and mouse to provide advanced multimedia interfaces (Maybury, 1993; Maybury & Wahlster, 1998). Examples of such work are found in the ALFresco system which is a multimedia interface providing information on Italian Frescoes (Carenini et al., 1992, and Stock, 1991), the WIP system that provides information on assembling, using, and maintaining physical devices like an espresso machine or a lawnmower (André & Rist, 1993, and Wahlster et al., 1993), and a multimedia interface which identifies objects and conveys route plans from a knowledge-based cartographic information system (Maybury, 1991). 

Others developing general IntelliMedia platforms include Situated Artificial Communicators (Rickheit & Wachsmuth, 1996), Communicative Humanoids (Thórisson, 1996, 1997), AESOPWORLD (Okada, 1996, 1997), multimodal inter​faces like INTERACT (Waibel et al., 1996), and SmartKom (Wahlster et al., 2001). Other moves towards integration are reported in Denis & Carfantan (1993), Mc Kevitt (1994, 1995/96) and Pentland (1993). 

2. CHAMELEON and the IntelliMedia WorkBench

The Institute for Electronic Systems at Aalborg University, Denmark, has expertise in the area of IntelliMedia and has established an initiative called IntelliMedia 2000+ funded by the Faculty of Science and Technology. IntelliMedia 2000+ involves four research groups from three Departments within the Institute for Electronic Systems: Computer Science (CS), Medical Informatics (MI), Laboratory of Image Analysis (LIA) and Center for PersonKommunikation (CPK), focusing on platforms for integration and learning, expert systems and decision taking, image/​vision processing, and spoken language processing/sound localisation, respectively. The first two groups provide a strong basis for methods of integrating semantics and conducting learning and decision taking while the latter groups focus on the two main input/output components of IntelliMedia, vision and speech/sound. More details on IntelliMedia 2000+ can be found at  http://www.cpk.auc.dk/imm.

IntelliMedia 2000+ has developed the first prototype of an IntelliMedia software and hardware platform called CHAMELEON, which is general enough to be used for a number of different applications. CHAMELEON demonstrates that existing software modules for (1) distributed processing and learning, (2) decision taking, (3) image processing, and (4) spoken dialogue processing can be interfaced to a single platform and act as communicating agent modules within it. CHAMELEON is independent of any particular application domain and the various modules can be distributed over different machines. Most of the modules are programmed in C++, C, and Java. More details on CHAMELEON and the IntelliMedia WorkBench can be found in Brøndsted et al. (1998)
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 Figure . 1  Physical layout of the IntelliMedia WorkBench.

2.1. IntelliMedia WorkBench

One of the applications of CHAMELEON is the IntelliMedia WorkBench, which is a hardware and software platform as shown in Figure 1. One or more cameras and lasers can be mounted in the ceiling, microphone array placed on the wall and there is a table where things (objects, gadgets, people, pictures, 2D/3D models, building plans, etc.) can be placed. The domain of this application is a Campus Information System, which gives information on the architectural and functional layout of a building. 2-dimensional (2D) architectural plans of the building drawn on white paper are laid on the table and the user can ask questions about them. The plans represent two floors of the 'A2' building at Fredrik Bajers Vej 7, Aalborg University.

In this setup, there is one static camera which calibrates the plans on the table and the laser, and interprets the user's pointing while the system points to locations and draws routes with a laser. Inputs are simultaneous speech and/or pointing gestures and outputs are synchronised speech synthesis and pointing. In this application, all of CHAMELEON can be run on a single standard Intel computer, which handles input for the Campus Information System in real-time.

The 2D plan, which is placed on the table, is printed out on A0 paper having the dimensions: 84x118cm. Due to the size of the pointer's tip (2x1cm), the size of the table, the resolution of the camera and uncertainty in the tracking algorithm, a size limitation is introduced. The smallest room in the 2D plan, which is a standard office, cannot be less than 3 cm wide. The size of a standard office on the printout is 3x4 cm which is a feasible size for the system. The 2D plan is shown in Figure 2.
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Figure 2.  2D  plan of the 'A2' building at Fredrik Bajers Vej 7, Aalborg University. Left: ground floor; Right: 1st floor.

A sample dialogue, which the first prototype can process, is shown in Figure.3. The example includes user intentions, which are instructions and queries, and exophoric/deictic reference.

Figure 3.  Simple sample dialogue

2.2. Architecture of CHAMELEON

CHAMELEON has a distributed architecture of communicating agent modules processing inputs and outputs from different modalities and each of which can be tailored to a number of application domains. The process synchronisation and intercommunication for CHAMELEON modules is performed using the DACS (Distributed Applications Communication System) Inter Process Communication (IPC) software (see Fink et al., 1996) which enables CHAMELEON modules to be glued together and distributed across a number of servers. Presently, there are ten software modules in CHAMELEON: blackboard, dialogue manager, domain model, gesture recogniser, laser system, microphone array, speech recogniser, speech synthesiser, natural language processor (NLP), and Topsy as shown in Figure 4. Information flow and module communication within CHAMELEON are shown in Figures 5 and 6. Note that Figure 5 does not show the blackboard as a part of the communication but rather the abstract flow of information between modules. Figure 6 shows the actual passing of information between the speech recogniser, NLP module, and dialogue manager. As is shown all information exchange between individual modules is carried out using the blackboard as mediator.
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 Figure 4.  Architecture of CHAMELEON 

As the intention is that no direct interaction between modules need take place the architecture is modularised and open but there are possible performance costs. However, nothing prohibits direct communication between two or more modules if this is found to be more convenient. For example, the speech recogniser and NLP modules can interact directly as the parser needs every recognition result anyway and at present no other module has use for output from the speech recogniser. The blackboard and dialogue manager form the kernel of CHAMELEON. We shall now give a brief description of each module. 
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Figure 5.  Information flow and module communication

The blackboard stores semantic representations produced by each of the other modules and keeps a history of these over the course of an interaction. All modules communicate through the exchange of semantic representations with each other or the blackboard. Semantic representations are frames in the spirit of Minsky (1975) and our frame semantics consists of (1) input, (2) output, and (3) integration frames for representing the meaning of intended user input and system output. The intention is that all modules in the system will produce and read frames. Frames are coded in CHAMELEON as messages built of predicate-argument structures following a specific BNF definition. The frame semantics was presented in Mc Kevitt & Dalsgaard (1997). 
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Figure 6.  Information flow with the blackboard

The dialogue manager makes decisions about which actions to take and accordingly sends commands to the output modules (laser and speech synthesiser) via the blackboard. At present the functionality of the dialogue manager is to integrate and react to information coming in from the speech/NLP and gesture modules and to sending synchronised commands to the laser system and the speech synthesiser modules. Phenomena such as managing clarification sub-dialogues where CHAMELEON has to ask questions are not included at present. It is hoped that in future prototypes the dialogue manager will enact more complex decision taking over semantic representations from the blackboard using, for example, the HUGIN software tool (Jensen F., 1996) based on Bayesian Networks (Jensen F.V., 1996).

The domain model contains a database of all locations and their functionality, tenants and coordinates. The model is organised in a hierarchical structure: areas, buildings and rooms. Rooms are described by an identifier for the room (room number) and the type of the room (office, corridor, toilet, etc.). The model includes functions that return information about a room or a person. Possible inputs are coordinates or room number for rooms and name for persons, but in principle any attribute can be used as key and any other attribute can be returned. Furthermore, a path planner is provided, calculating the shortest route between two locations. 

A design principle of imposing as few physical constraints as possible on the user (e.g. data gloves or touch screens) leads to the inclusion of a vision based gesture recogniser. Currently, it tracks a pointer via a camera mounted in the ceiling. Using one camera, the gesture recogniser is able to track 2D pointing gestures in real time. Only two gestures are recognised at present: pointing and not-pointing. Experiments with recognition of other more complex kinds of gestures like marking an area and indicating a direction (with hands and fingers) are reported in (Brøndsted, 1999c). 

The camera continuously captures images that are digitised by a frame-grabber. From each digitised image the background is subtracted leaving only the motion (and some noise) within this image. This motion is analysed in order to find the direction of the pointing device and its tip. By temporal segmenting of these two parameters, a clear indication of the position the user is pointing to at a given time is found. The error of the tracker is less than one pixel (through an interpolation process) for the pointer. 

A laser system acts as a “system pointer”. It can be used for pointing to positions, drawing lines and displaying text. The laser beam is controlled in real-time (30 kHz). It can scan frames containing up to 600 points with a refresh rate of 50 Hz thus drawing very steady images on surfaces. It is controlled by a standard Intel PC host computer. The pointer tracker and the laser pointer have been carefully calibrated so that they can work together. An automatic calibration procedure has been set up involving both the camera and laser where they are tested by asking the laser to follow the pointer.

A microphone array (Leth-Espensen & Lindberg, 1996) is used to locate sound sources, e.g. a person speaking. Depending upon the placement of a maximum of 12 microphones it calculates sound source positions in 2D or 3D. It is based on measurement of the delays with which a sound wave arrives at the different microphones. From this information the location of the sound source can be identified. Another application of the array is to use it to focus at a specific location thus enhancing any acoustic activity at that location. This module is in the process of being incorporated into CHAMELEON.

Speech recognition is handled by the grapHvite real-time continuous speech recogniser (Power et al., 1997) or any recogniser supporting the HTK format for acoustic models. This includes the latest CPK speech recogniser (Christensen et al., 1998; Olsen, 2000). It is based on HMMs (Hidden Markov Models) of generalised triphones for acoustic decoding of English or Danish. For training of HMMs, the SpeechDat(II) corpus has been employed (Lindberg, 1999). The recognition process focuses on recognition of speech concepts and ignores non-content words or phrases. A finite state network describing phrases can be created by hand in accordance with the domain model and the grammar for the natural language parser. However, the language model can also be generated automatically by a grammar converter in the NLP module (see below). The speech recogniser takes speech signals as input and produces text strings (1-best, n-best lists) as output. 

We use the Infovox Text-To-Speech (TTS) speech synthesiser that is capable of synthesising Danish and English (Infovox, 1994). It is a rule based formant syn​thesiser and can simultaneously cope with multiple languages, e.g. pronounce a Danish name within an English utterance. Infovox takes text as input and produces speech as output. Integration of the CPK diphone-based speech synthesiser (Andersen et al., 2000), which is under development for Danish, is being considered. 

Natural language processing is based on a compound feature based (so-called unification) grammar formalism for extracting semantics from the one-best utterance text output from the speech recogniser (Brøndsted, 1999a, 1999b). The parser carries out a syntactic constituent analysis of input and subsequently maps values into semantic frames. The rules used for syntactic parsing are based on a subset of the EUROTRA formalism, i.e. in terms of lexical rules and structure building rules (Bech, 1991). Semantic rules define certain syntactic sub-trees and which frames to create if the sub-trees are found in the syntactic parse trees. The module is also capable of generating finite state approximations of the unification grammars to be used by a standard grammar constrained speech recogniser like graphHvite. A natural language generator has been constructed, however, so far generation is conducted by using canned text. 

The basis of the Phase Web paradigm (Manthey, 1998), and its incarnation in the form of a program called Topsy, is to represent knowledge and behaviour in the form of hierarchical relationships between the mutual exclusion and co-occurrence of events. In AI parlance, Topsy is a distributed, associative, continuous-action, dynamic partial-order planner that learns from experience. Relative to MultiMedia, integrating independent data from multiple media begins with noticing that what ties otherwise independent inputs together is the fact that they occur simultaneously. This is also Topsy's basic operating principle, but this is further combined with the notion of mutual exclusion, and thence to hierarchies of such relationships (Manthey, 1998).

3.  Frame semantics

As mentioned above, the meaning of interactions over the course of the multimodal dialogue is represented using a frame semantics. All modules in the system should be able to produce and read frames. Frames are coded in CHAMELEON with messages built as predicate-argument structures following a specific BNF definition (see Brøndsted et al., 1998). Frames represent some crucial elements such as module, input/output, intention, location, and timestamp. Module is simply the name of the module producing the frame (e.g. NLP). Inputs are the input recognised whether spoken (e.g. “Show me Hanne’s office”) or gestures (e.g. pointing coordinates) and outputs the intended output whether spoken (e.g. “This is Hanne's office.”) or gestures (e.g. pointing coordinates). Timestamps can include the times a given module commenced and terminated processing and the time a frame was written on the blackboard. The frame semantics also includes representations for two key phenomena in language/vision integration: reference and spatial relations.

Frames can be grouped into three categories: (1) input, (2) output and (3) integration. Input frames are those, which come from modules processing perceptual input, output frames are those produced by modules generating system output, and integration frames are integrated meaning representations constructed over the course of a dialogue (i.e. all other frames). In Appendix A, we give a more detailed description of the frame semantics of CHAMELEON.

4. DACS

DACS is currently the communication system for CHAMELEON and the IntelliMedia WorkBench and is used to glue all the modules together enabling communication between them. Applications of CHAMELEON typically consist of several interdependent modules, often running on separate machines or even dedicated hardware. This is indeed the case for the IntelliMedia WorkBench application. Such distributed applications have a need to communicate in various ways. Some modules feed others in the sense that all generated output from one is treated further by another. In the Campus Information System all modules report their output to the blackboard where it is stored. Although our intention is currently to direct all communication through the blackboard, we could just as well have chosen to simultaneously transfer output to several modules. For example, utterances collected by the speech recogniser can be sent to the blackboard but also sent simultaneously to the NLP module that may become relevant when efficiency is an important issue.

Another kind of interaction between processes is through remote procedure calls (RPCs), which can be either synchronous or asynchronous. By synchronous RPCs we understand procedure calls where we want immediate feedback, that is, the caller stops execution and waits for an answer to the call. In the Campus Information System this could be the dialogue manager requesting the last location to which a pointing event occurred. In the asynchronous RPC, we merely submit a request and carry on with any other task. This could be a request to the speech synthesiser to produce an utterance for the user or to the laser to point to some specific location. These kinds of interaction should be available in a uniform way in a heterogeneous environment, without specific concern about what platform the sender and receiver run on.

All these facilities are provided by the Distributed Applications Communication System (DACS) developed at the University of Bielefeld, Germany (Fink et al., 1995, 1996), where it was designed as part of a larger research project developing an IntelliMedia platform (Rickheit & Wachsmuth, 1996) discussed further in the next section. DACS uses a communication demon on each participating machine that runs in user mode, allows multiple users to access the system simultaneously and does not provide a virtual machine dedicated to a single user. The demon acts as a router for all internal traffic and establishes connections to demons on remote machines. Communication is based on simple asynchronous message passing with some extensions to handle dynamic reconfigurations of the system during runtime. DACS also provides on top more advanced communication semantics like RPCs (synchronous and asynchronous) and demand streams for handling data parts in continuous data streams. All messages transmitted are recorded in a Network Data Representation that includes type and structure information. Hence, it is possible to inspect messages at any point in the system and to develop generic tools that can handle any kind of data. DACS uses POSIX threads to handle connections independently in parallel. A database in a central name service stores the system configuration to keep the network traffic low during dynamic reconfigurations. A DACS Debugging Tool (DDT) allows inspection of messages before they are delivered, monitoring configurations of the system, and status on connections.

5. Relation to other work

Situated Artificial Communicators (SFB-360) (Rickheit & Wachsmuth, 1996) is a collaborative research project at the University of Bielefeld, Germany, which focuses on modelling the performance of a person when with he cooperatively with a partner solves a simple assembly task in a given situation. The object chosen is a model airplane (Baufix) to be constructed by a robot from the components of a wooden building kit with instructions from a human. SFB-360 includes equivalents of the modules in CHAMELEON although there is no learning module competitor to Topsy. What SFB-360 gains in size it may loose in integration, i.e. it is not clear yet that all the technology from the subprojects have been fitted together and in particular what exactly the semantic representations passed between the modules are. The DACS process communication system currently used in CHAMELEON is a useful product from SFB-360.

Gandalf is a communicative humanoid which interacts with users in Multimodal dialogue through using and interpreting gestures, facial expressions, body language and spoken dialogue (Thórisson, 1997, 2001). Gandalf is an application of an architecture called Ymir which includes perceptual integration of multimodal events, distributed planning and decision making, layered input analysis and motor-control with human-like characteristics and an inherent knowledge of time. Ymir has a blackboard architecture and includes modules equivalent to those in CHAMELEON. However, there is no vision/image processing module in the sense of using cameras since gesture tracking is done with the use of a data glove and body tracking suit and an eye tracker is used for detecting the user's eye gaze. However, it is anticipated that Ymir could easily handle the addition of such a vision module if one were needed. Ymir has no learning module equivalent to Topsy. Ymir's architecture is even more distributed than CHAMELEON's with many more modules interacting with each other. Ymir's semantic representation is much more distributed with smaller chunks of information than our frames being passed between modules.

AESOPWORLD is an integrated comprehension and generation system for integration of vision, language and motion (Okada, 1997). It includes a model of mind consisting of nine domains according to the contents of mental activities and five levels along the process of concept formation. The system simulates the protagonist or fox of an AESOP fable, “the Fox and the Grapes”, and his mental and physical behaviour are shown by graphic displays, a voice generator, and a music generator which expresses his emotional states. AESOPWORLD has an agent-based distributed architecture and also uses frames as semantic representations. It has many modules in common with CHAMELEON although again there is no vision input to AESOPWORLD, which uses computer graphics to depict scenes. AESOPWORLD has an extensive planning module but conducts more traditional planning than CHAMELEON's Topsy.

The INTERACT project (Waibel et al., 1996) involves developing Multimodal Human Computer Interfaces including the modalities of speech, gesture and pointing, eye-gaze, lip motion and facial expression, handwriting, face recognition and tracking, and sound localisation. The main concern is with improving recog​nition accuracies of modality specific component processors as well as developing optimal combinations of multiple input signals to deduce user intent more reliably in cross-modal speech-acts. INTERACT also uses a frame representation for integrated semantics from gesture and speech and partial hypotheses are developed in terms of partially filled frames. The output of the interpreter is obtained by unifying the information contained in the partial frames. Although Waibel et al. (1996) present good work on multimodal interfaces it is not clear that they have developed an integrated platform, which can be used for developing multimodal applications. 

SmartKom (Wahlster et al., 2001) has a stronger focus on general platform issues where the applications (e.g. an on-line cinema ticket reservation system) merely serve the exploration of communication paradigms. Structures comparable with the semantic frames of CHAMELEON are represented in a well-formed XML-based mark-up language and communication between modules is carried out via a blackboard architecture. The central idea of this system is that the user is supposed to “delegate” tasks (e.g. the reservation of a ticket) to a life-like communication agent and if necessary to help the agent carry out this task.

6. Conclusion and future work

We have described the architecture and functionality of CHAMELEON: an open, distributed architecture with ten modules glued into a single platform using the DACS communication system. We described the IntelliMedia WorkBench applica​tion, a software and physical platform where a user can ask for information about things on a physical table. The current domain is a Campus Information System where 2D building plans are placed on the table and the system provides information about tenants, rooms and routes and can answer questions like “Whose office is this?” in real time. CHAMELEON fulfills the goal of developing a general platform for integration of at least language/vision processing which can be used for research but also for student projects as part of the Master's degree education. 

There are a number of avenues for future work with CHAMELEON. We would like to process dialogue that includes examples of (1) spatial relations and (2) anaphoric reference. It is hoped that more complex decision taking can be intro​duced to operate over semantic representations in the dialogue manager or black​board using, for example, the HUGIN software tool (Jensen F., 1996). The gesture module will be augmented so that it can handle gestures other than pointing. Topsy will be asked to do more complex learning and processing of input/output from frames. The microphone array has to be integrated into CHAMELEON and set to work. Also, at present CHAMELEON is static and it might be interesting to see how it performs whilst being integrated with a web-based virtual or real robot or as part of an intellimedia videoconferencing system where multiple users can direct cameras through spoken dialogue and gesture. A miniature version of this idea has already been completed as a student project (Bakman et al., 1997).

Intelligent MultiMedia will be important in the future of international computing and media development and IntelliMedia 2000+ at Aalborg University, Denmark, brings together the necessary ingredients from research, teaching and links to industry to enable its successful implementation. The CHAMELEON platform and IntelliMedia WorkBench application are ideal for testing integrated processing of language and vision.

7. appendix

Appendix A: Details of Frame Semantics

Here, we discuss frames with a focus more on frame semantics than on frame syntax. In fact the actual coding of frames as messages within CHAMELEON has a different syntax (for an exact BNF definition, see Brøndsted et al., 1998).

Input frames

An input frame takes the general form:

[MODULE

 INPUT: input

 INTENTION: intention-type

 TIME: timestamp]

where MODULE is the name of the input module producing the frame, INPUT can be at least UTTERANCE or GESTURE, input is the utterance or gesture and intention-type includes different types of utterances and gestures. An utterance input frame can at least have intention-type (1) query? (2) instruction! and (3) declarative. An example of an utterance input frame is:

[SPEECH-RECOGNISER

 UTTERANCE: (Point to Hanne's office)

 INTENTION: instruction!

 TIME: timestamp]

A gesture input frame is where intention-type can be at least (1) pointing, (2) mark-area, and (3) indicate-direction. An example of a gesture input frame is:

[GESTURE

 GESTURE: coordinates (3, 2)

 INTENTION: pointing

 TIME: timestamp]

Output frames

An output frame (F-out) takes the general form:

[MODULE

 INTENTION: intention-type

 OUTPUT: output

 TIME: timestamp]

where MODULE is the name of the output module producing the frame, intention-type includes different types of utterances and gestures and OUTPUT is at least UTTERANCE or GESTURE. An utterance output frame can at least have intention-type (1) query? (2) instruction! and (3) declarative. An example utterance output frame is:

[SPEECH-SYNTHESIZER

 INTENTION: declarative

 UTTERANCE: (This is Hanne's office)

 TIME: timestamp]

A gesture output frame can at least have intention-type (1) description (pointing), (2) description (route), (3) description (mark-area), and (4) description (indicate-direction). An example gesture output frame is:

[LASER

 INTENTION: description (pointing)

 LOCATION: coordinates (5, 2)

 TIME: timestamp]

Integration frames

Integration frames are all those other than input/output frames. An example utterance integration frame is:

[NLP

 INTENTION: description (pointing)

 LOCATION: office (tenant Hanne) (coordinates (5, 2))

 UTTERANCE: (This is Hanne's office)

 TIME: timestamp]

Things become even more complex with the occurrence of references and spatial relationships:

[MODULE

 INTENTION: intention-type

 LOCATION: location

 LOCATION: location

 LOCATION: location

 SPACE-RELATION: beside

 REFERENT: person

 LOCATION: location

 TIME: timestamp]

An example of such an integration frame is:

[DOMAIN-MODEL

 INTENTION: query? (who)

 LOCATION: office (tenant Hanne) (coordinates (5, 2))

 LOCATION: office (tenant Jorgen) (coordinates (4, 2)) 

 LOCATION: office (tenant Borge) (coordinates (3, 1))

 SPACE-RELATION: beside

 REFERENT: (person Paul-Dalsgaard)

 LOCATION: office (tenant Paul-Dalsgaard) (coordinates (4, 1))

 TIME: timestamp]

It is possible to derive all the frames produced on a blackboard for example input. Complete blackboard history for the query “"Whose office is this?” + [pointing] (exophoric/deictic reference) is given below. The frames given are placed on the blackboard as they are produced and processed. In these histories we choose to have modules interacting in a completely distributed manner with no single coordinator. The actual current implementation of CHAMELEON has a more top-down coordinating dialogue manager.

USER(G-in,U-in): [points]

 
Whose office is this?

PROCESSING(1):

SPEECH-RECOGNISER:

(1) wakes up when it detects registering of U-in

(2) maps U-in into F-in

(3) places and registers F-in on blackboard 

FRAME(F-in)(1):

[SPEECH-RECOGNISER

 UTTERANCE: (Whose office is this ?)

 INTENTION: query?

 TIME: timestamp]

PROCESSING(2):

NLP:

(1) wakes up when it detects registering of F-in

(2) maps F-in into F-int

(3) places and registers F-int on blackboard:

FRAME(F-int)(1):

[NLP

 INTENTION: query? (who)

 LOCATION: office (tenant person) (coordinates (X, Y))

 REFERENT: this

 TIME: timestamp]

PROCESSING(3):

DOMAIN-MODEL:

(1) wakes up when it detects registering of F-int

(2) reads F-int and sees it's from NLP

(3) cannot update F-int as does not have a name or coordinates

(4) goes back to sleep

PROCESSING(4):

GESTURE:

(1) wakes up when it detects registering of G-in

(2) maps G-in into F-in

(3) places and registers F-in on blackboard 

FRAME(F-in)(2):

[GESTURE

 GESTURE: coordinates (3, 2)

 INTENTION: pointing

 TIME: timestamp]

PROCESSING(5):

DIALOGUE MANAGER:

(1) wakes up when it detects registering of F-in(1) and F-in(2)

(2) reads F-in(1) and F-in(2) and sees they are from SPEECH-RECOGNISER and GESTURE that they have same/close timestamp, there is a query? (with referent) + pointing, in a rhythmic way (synchronized)

(3) dials and fires NLP to read GESTURE

PROCESSING(6):

NLP:

(1) woken up by DIALOGUE-MANAGER and reads F-in(2)

(2) sees F-in(2) is from GESTURE

(3) determines referent of “this” to be (coordinates)

(4) produces updated F-int (coordinates)

(5) places and registers updated F-int on blackboard:

FRAME(F-int)(2):

[NLP

 INTENTION: query? (who)

 LOCATION: office (tenant person) (coordinates (3, 2))

 REFERENT: this

 TIME: timestamp]

PROCESSING(7):

DOMAIN-MODEL:

(1) wakes up when it detects registering of F-int

(2) reads F-int and sees it's from NLP

(3) produces updated F-int (tenant)

(4) places and registers updated F-int on blackboard:

FRAME(F-int)(3):

[NLP

 INTENTION: query? (who)

 LOCATION: office (tenant Ipke) (coordinates (3, 2))

 REFERENT: this

 TIME: timestamp]

PROCESSING(8):

NLP:

(1) wakes up when it detects registering of F-int

(2) reads F-int and sees it's from DOMAIN-MODEL

(3) produces updated F-int (intention + utterance)

(4) places and registers updated F-int on blackboard:

FRAME(F-int)(4):

[NLP

 INTENTION: declarative (who)

 LOCATION: office (tenant Ipke) (coordinates (3, 2))

 REFERENT: this 

 UTTERANCE: (This is Ipke's office)

 TIME: timestamp]

PROCESSING(9):

LASER:

(1) wakes up when it detects registering of F-int

(2) reads F-int and sees it's from DOMAIN-MODEL

(3) produces F-out (pruning + registering)

(4) places and registers F-out on blackboard:

FRAME(F-out)(1):

[LASER

 INTENTION: description (pointing)

 LOCATION: coordinates (3, 2)

 TIME: timestamp]

PROCESSING(10):

SPEECH-SYNTHESIZER:

(1) wakes up when it detects registering of F-int

(2) reads F-int and sees it's from NLP

(3) produces F-out (pruning + registering) places and registers F-out on blackboard:

FRAME(F-out)(2):

[SPEECH-SYNTHESIZER

 INTENTION: description

 UTTERANCE: (This is Ipke's office)

 TIME: timestamp]

PROCESSING(11):

DIALOGUE-MANAGER:

(1) wakes up when it detects registering of F-out(1) and F-out(2)

(2) reads F-out(1) and F-out(2) and sees they are from LASER and SPEECH-SYNTHESIZER

(3) dials and fires LASER and SPEECH-SYNTHESIZER synchronized

 
(1) LASER reads G-out and fires G-out

 
(2) SPEECH-SYNTHESIZER reads U-out and fires U-out

CHAMELEON(G-out): [points]

CHAMELEON(U-out): This is Ipke's office.
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USER: 		Show me Thomas' office.


CHAMELEON:	[points]


This is Thomas' office.


USER: 		Where is the computer room?


CHAMELEON: 	[points]


 		The computer room is here.


USER: 		[points to instrument repair]


 		Whose office is this?


CHAMELEON: 	[points]


 		This is not an office, this is instrument repair.


USER: 		Show me the route from Lars Bo Larsen's office to Hanne 


Gade's office


CHAMELEON: 	[draws route]


 		This is the route from Lars Bo's office to Hanne's office.


. . .
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