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A ،ike Tomahawk rocket carrying particle detectors vas launched into a display of pulsating aurora in the recovery phase of a larye auroral substorm. The proton energy spectrum between 3 kev and $3 n$ lev was measured in greater detail than had been achteved before and it was feund that the differential energy spectrum had the form $A E^{-r}$ withir varying from 2.1 to 2.9 . Above the atmosphere the pitch angle distribution was flat i.e. the greatest intensities were at pitch angles of $90^{\circ}$. Below an altitude of 200 kms the protons were scattered considerably in collisions with atmospheric molecules. Lelov 160 kms the pitch angle distribution vas essentially isotropic. There were time variations in the proton count-rate too fast to be attributed to spatial variations in the proton flux when spreading of the beam by charge-exchange cycling is taken into account. The variations correlate with changes in the electron flux such that the proton spectrum softens and the electron spectrum hardens during the event. The precipitated flux of bott: electrons and protons increases. It is suggested that the effect is caused by the operation of a mechanism described by Swift ohich energizes electrons at the expense of ring current proton energy. This may be the reason that electron prectpitated fluxes are greater than proton fluxes although the trapped proton energy is 2 to 3 times greater than the trapped electron energy. The electron energy flux was 10 times the proton energy flux with a total of more than 10 ergs $\mathrm{cm}^{-2} \mathrm{sec}^{-1}$ being precipitated continuously. It is estimated that, during the substorm, nearly $10^{21}$ ergs were precipitated into the northern and southern auroral
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zones. Comparing the data collected with known ring current morphology it is suggested that proton energy is being injected into the ring current in the tubes of force. wich connect to tho suistoria.
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## CHAPTER 1

## INTRODUCTION

The first evidence to show that auroras were caused by particle precipitation into the upper atmosphere was the observation of Doppler shifts in the hydrogen emission lines in the auroral spectrum (Gartlein 1950, Meinel 1951). The protons emitting the light were observed to be traveling towards the observer with velocities of the order of $5 \times 10^{7}$ cms $\sec ^{-1}$, equivalent to an energy of a few kiloelectron volts (kev). Some authors attempted to ascribe all auroral excitation to proton precipitation (Chamberlain. 1958) but without great success. The first measurements of auroral particles from rockets (McIlwain 1960) found that the dominant precipitating particles were eIectrons with energy between l kev and 10 kev , although it is not until recently that protons in the same energy range have been measured directly. After McIlwain's measurement, interest in auroral protons waned until it was shown by Evans et al (1966) from satellite measurements that, although peak electron fluxes were higher, the integrated energy flux from protons was a significant fraction of the total energy input to the atmosphere because tie zone of proton precipitation was more extensive in latitude. Two other results obtained from satellites measurements have demonstrated the importance of protons in the physics of the magnetosphere. The solar wind protons carry $95 \%$ of the total energy in the solar wind, and second, within the magnetosphere the greatest reservoir of trapped particle energy is the ring current consisting mainly of 5-50 kev protons (Frank 1967). The electron trapped energy is less than half the proton energy.

Many workers have made measurements of high energy ( $\mathrm{E}>100 \mathrm{kev}$ ) protons in auroras from rockets since 1960 (Davis et al 1960, Mozer and Bruston 1966, Soraas and Trumpy 1966, Whalen et al 1967) but it is only recently that the low energy ( $\mathrm{E}<10 \mathrm{kev}$ ) protons have been measured. The measurements have been made in a prebreakup hydrogen arc (Chase 1968) and in post breakup aurora (Reasoner et al 1968, Bernstein et al 1969). All the rockets were launched from Fort Churchill in Canada at a geomagnetic latitude of $68.7^{\circ}$. The measurements reported here are the first made at a lower latitude and into pulsating aurora; also the measurements were madc with greater spectral resolution.

All measurements made from spacecraft are very limited in spatial and temporal extent and can only be related to the large scale events statistically, as is done with satellite measurements, or by simultaneous observation from the ground of the extent and morphology of the precipitation. Recently Montbriand (1969) completed the first detailed study of the morphology of hydrogen emissions in the aurcral substorm. A brief summary of his description of the proton substorm is as follows. Before the breakup hydrogen emissions are seen in a band along the auroral oval. In the evening sector the band is south of the oval,at midnight it crosses the oval and when it is seen in the morning it is north of the oval. The band is up to $8^{\circ}$ wide and is narrowest in the evening midnight sector. After the breakup hydrogen emissions are seen everywhere in the polar bulge of the aurora but they are not seen in the westward traveling surge (Akasofu et al 1969). Montbriand (1969) also reports observing a patch of hydrogen aurora at the equatorward boundary break away and drift westwards - the direction protons drift in the gradient of the magnetic field.

The situation as it appears today is somewhat paradoxical. Most of the energy is trapped as protons and precipitated as electrons. The data presented in this dissertation show one way the paradox may be resolved. The features of the precipitation indicate that a mechanism proposed by Swift (1968) which accelerates electrons at the expense of ring current proton energy, may be operating.

The measurements were made from a Nike Tomahawk rocket, payload NASA 18.15, which was launched from Chatanika, (geomagnetic latitude 659, near Fairbanks Alaska, at 1238 UT on March 17th 1969.

At 12.10 UT there was a breakup almost in the zenith at College, Alaska. The region of precipitation spread rapidly north, east and west to cover the whole sky accessible to the network of all-sky cameras being operated (Figure 1.1). Hydrogen emissions were seen throughout this region. At the time the rocket was launched pulsating aurora were seen over most of the sky. The pulsating patches were generally small; their periods were usually less than one second and each event lasted only a few periods. The electron flux measurements made from the rocket show that many of the pulsations were nearly monoenergetic implying that resonant wave-particle interactions were responsible. The average precipitation remained uniform over the sky. To give some idea of the extent of the aurora in Figure 1.2 all-sky camera photographs taken almost simultaneously from the four ground stations: at the time the rocket was at apogee are shown. Figure 1.3 shows the magnetometer records from College and Bar I, and Figure 1.4 show riometer records from College, Fort Yukon and Bar I.

The substorm occurred duriag the main phase of a mall to moderete magnetic storm which began at 0030 UT on March 17, with a suiden conmencement. The maximum depseaton of the Earth's equatorial magnetic field wan 32 reacheci


Figure 1.1 All-Sky camera photographs taken at 1 minute intervals from College during the auroral breakup and poleward expansion at 1210 U.T. March 17, 1969. The secquence is from 1 to 6 .


Figure 1.2 All-Sky camera photographs taken at 1242.00 U.T. from the four ground stations at Bettles, Fort Yukon, College and Tok. The map shows the location of all stations mentioned.



Figure 1.3 Three-component magnetograms fron Lar $I$ and Collere for the duration of the substorm.


Figure 1.4 f.bsorption ficm cosmic noise measured by riometers at. College, Fort Yulinn and tiar I during the substerm. Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
between 0300 and 0900 UI (Fig. 6.2). A small substorm was observed in Alaska at 0915 uT witi a maximum deprission in the horizontal component of $150 \gamma$. This substorm preceded the large one at 1210 UT which had a maximum horizontal magnetic depression of 840 Y .

The proton data ware collccted by one particle detector out of a total of eight in the payload. The detector was originally designed to detect electrons and therefore had a geometric factor that was really too small for counting protons. As a result the proton counting rates were always low. In fact, in all, some 8,850 protons were recorded. During the substorm approximately $10^{27}$ protons were precipitated over Alaska. It is pertinent to ask how rcpresentative of the total precipitation the observec particles were. The problem is akin to that faced by the political pollster who hopes that intervisws with a fcw thousand peopl: show the way tens of millions will vote. His method is to select them at random from the whole population. His techniques may be biased but he is able to sample every part of the country. The particle detector certainly selects randomly but only from a very restricted region in space-time. There is no way of knowing whether the measurements are representative of the whole proton population except from the optical measurements. The light intensity was fairly uniform along the magnetic meridian which indicates qualitatively that the proton precipitatior. did not change greatly, although further Investigations will probably uncover systematic variations with latitude and longitude, the measurements are likcly to be typical of the region in which they were made.

In Chapter 2 the experimental techniques, the methods of analysis and the performance of the rocket arc discussed in detail. In Chapters 3 and 4
the gross features of the proton beam, its spectrum and pitch angle distribution, are determined. Some special events during the flight in which proton fluxes correlatc with electron fluxes are described in Chapter 5 and the precipitated energy is calculated in Chapter 6. Chapter 7 is concerned with the results of the study and their significance for optical measurements, a possible precipitation mechanism, and the relation of these measurements to the substorm.

## CHAPTER 2

INSTRUNENTATION AUD ROCKET PERFORIAAICE

### 2.1 Design of the Particle Detectors

The basic sensitive element in each particle detector was a channel electron multiplier operated in the gain-saturated mode, (Adans and Manley 1966, Bryant and Johnstone 1965, Schmidt and Hendee 1966 and Evans 1965). In this mode an output pulse with height independent of particle energy is produced whenever an incident particle initiates an electron cascade in the tube. Channel multipliers are especially suitable for measurements of auroral particles because they have no entrance window to impede the low energy particles and the sensitive surface is stable enough to be exposed to the atmosphere for long periods of tirie without degradation. They have now been used many times in rockets and satellites. Energy discrimination in the detector was achieved with a cylindrical plate electrostatic analyzer in front of the channel multiplier. A diagram of a detector is shown in Figure 2.1, and the high voltage circuit is shown in Figure 2.2.

The main consideration in the high voltage circuit is to keep the noise level low. Any pulse at the anode of the channel multiplier greater than 10 mv will trigger a count. There are tro main sources of noise, ripple in the applied voltage of 3600 v and high voltage noise. The ripple is easily reduced below 1 mv by the RC filter chain shown in Figure 2. 2. It also prevents pulses from one multiplier coupling to another multiplier using the same high voltage source. High voltage noise is generated by the breakdorn of insulation or by the formation of tracking paths across


INSILLATING hiATERIAL.

Figure 2.1 A sketch of tho layout of the particle detector. lifgh voltage components are encapsulated in the central well and the amplifier is mounted over the top of the channel multiplier. Wiring connections have been omitted for cla:ity.


[^0] Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
surfaces. To prevent both effects all the high voltage circuitry was encapsulated in an epoxy resin, Eccobond 45 C , vidich is clear and flexible. It also served as a rigid mounting for the channel multiplier. The slight flexibility of the resin prevents thermal stresses from breaking the glass of the tube. It was the first time this method of mounting had been used. Other experimenters who have mounted tubes in epoxy used resins with coefficients of thermal expansion matched to that of the glass of the tube. The mounted tubes were cycled in temperature from $-40^{\circ} \mathrm{C}$ to $+70^{\circ} \mathrm{C}$ without showing any signs of damage. Before encapsulating the channel multiplier, the anode was sealed with conducting epoxy, Eccobond 57C, to form an electron collector. It was also used to fix the open end of the tube in place because if the entrance to the tube were surrounded by an insulating surface, charge would build up and deflect particles away. The signal was extracted through a 100 pf DC blocking condenser and amplified by a Fairchild $\mu A 710$ differential comparator integrated circuit. It produces an output pulse of 3 v for any input pulse greater than 10 mv . The output pulse height of a channel multiplier decreases with pulse rate (Schmidt and Hendee 1266, Adams and lianley 1966) so that to any discrimination level there corresponds a maximum counting rate. The maximum counting rate vas near $5 \times 10^{5}$ counts/sec, well above the maximun capacity of the counting circuits.

There have been many investigations of the degradation of channel multiplier performance with use (Frank, Henderson, Swisher 1969, Reed et al. 1968, Klettke et al. 1969). After an initial "cleanup" period when the gain drops by $50 \%$ while $5 \times 10^{7}$ counts are accumulated, the gain remains constant until after $10^{10}$ counts have been accumulated. It then begins to decrease again. The channel multipliers used in a rocket experiment are unlikely to
register as many as $10^{10}$ counts so that this irrecoverable loss of gain is of no concern hexe. The initial "clean-up" period is important because it is observed whenever the tube has been exposed to the atmosphere. It has been attributed (Klettke et al.1969) to the adsorption of gas to the walls of the tube. The gas is released under bombardment by electrons during the normal operation of the tube. The effect was noted during laboratory tests on the channel multipliers. The pulse slape during the "clean-up" phase is long and ragged (Fig. 2.3) compared with a normal pulse. The shape is similar to that observed with straight channel multipliers where it is caused by positive ions generated by collisions between atmospheric molecules and the electron cascade and which move towards the cathode to start a new cascade. The effect was removed by curving the tube (Evans, 1965). Ion after-pulsing has also been noticed by Wolber et al. (1969) in the "cleanup" phase of curved channel multipliers. The behavior of a channel multiplier in the cleanup phase is important because in flight the detector operates immediately after a long exposure to the atmosphere. There is reason to believe (section 2.9) that spurious data were generated in flight by ionic after-pulses.

All the calibration and testing of the channel multipliers was done in a vacuum system pumped by an oil diffusion pump. It has been reported that contamination from the organic compounds in vacuum oils, causes deterioration of the channel multiplier performance (Klettke et al. 1969). towever, the contamination is not serious for short term use. To minimize the contamination an oil (Convalex 10) with a very low vapor pressure and high resistance to thermal decomposition was used in the pump.



Figure 2.3 A comparison of output pulses from the channel multiplier. During the "cleanup" phase the pulse is long and ragged indicating lonic feedbacl.. Then the cleanup is complete a single short.burst of electrons preatas the nulse.

The design of the cylindrical analyzer is slionn in Figure ?.1. The cylindrical plates are $0.075^{\prime \prime}$ apart, and the radius of the surface midway between the plates is $0.75^{\prime \prime}$. Equal voltages with opposite polarity are applied to the plates so that the midsurface remains at zero potential. Assuming the plate spacing $d$ is small compared with the radius $r$ of the midsurface, the condition for a particle to have a circular orbit in the analyzer is

$$
\frac{m v^{2}}{r}=\frac{e V_{d}}{d} \quad \text { or } \quad V_{p}=V_{d} \frac{r}{2 d}
$$

v - particle velocity
$V_{p}$ - particle kinetic energy in electronvolts $\mathrm{V}_{\mathrm{d}}$ - potential difference between analyzer plates

The analyzer of Figure 2.1 has its energy pass band centered at $V_{p}$, which is five times the applied voltage $\mathrm{V}_{\mathrm{d}}$.

The principal features of the analyzer design are as follows:
(a) There is no insulating surface exposed to the beam of particles so that it is not possible for charge to build up and modify the electric field in the analyzer.
(b) There is no collimation at the entrance because this would affect the accuracy of the calculation of the geometric factor of the analyzer. This point is discussed in detall in section 2.4. In order to prevent the electric field extending out through the wide entrance aperture the aperture was covered with a coarse wire mesh grounded to the frame.
(c) The cylindrical plates were made from magnesium, and the surfaces were sandblasted to reduce the effect of particles scattered from the
plates. It is not expected to be important in a proton detector, but, in an electron detector, scattered particles can mal:e an important contribution to the total counting rate in some circumstances.

The energy of the passband of the proton detector and one of the electron detectors was varied continuously through the snectrum from 3 liev to 24 kev by varying the voltages applied to the cylindrical plates. The voltage wave-form is shorn in Figure 2.4. It was monitored in flight to obtain correct timing for the particle spectra and as a measurement of the voltage on the analyzer plates.

The output pulses were counted by a 9 bit binary counter. After counting for 3 milliseconds the accumulated count was converted to a 5 bit number. The first 3 bits indicated the position of the first nonzero bit and the remaining two gave the value of the next two bits. A digital-to-analogue converter changed the 5-bit number to one of 32 analogue levels which was presented to the telemetry input for the 3 msec following the counting period. ileanvhile the counter reset and continued counting. The counts corresponding to the thirty-two levels are given in Table 2.1.

Once the maximum count has been accumulated in any 3 msec period it is held until the end of the period. The naximum counting rate is therefore

$$
\frac{1000}{3} \times 448 \approx 149,000 \text { counts per second. }
$$

The features of the counting circuit are
(a) It has 3 msec time resolution
(b) It is compatible with IPIG Standard FM/FM telemetry although it requires a channel with a minimum bandridth of 600 Hz .


Figure 2.4 Output waveforn of the swept high voltage porer supply. 2 There are two output lines, positive and necative, sweeping from 200 volts to 2000 volts nominally.

| Table 2.1 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Output Levels of the Counter |  |  |  |  |  |  |  |
| Level | Counts | Level | Counts | Level | Counts | Level | Counts |
| 1 | 0 | 9 | 8 | 17 | 32 | 25 | 128 |
| 2 | 1 | 10 | 10 | 18 | 40 | 26 | 160 |
| 3 | 2 | 11 | 12 | 19 | 48 | 27 | 192 |
| 4 | 3 | 12 | 14 | 20 | 56 | 28 | 224 |
| 5 | 4 | 13 | 16 | 21 | 64 | 29 | 256 |
| 6 | 5 | 14 | 20 | 22 | 80 | 30 | 320 |
| 7 | 6 | 15 | 24 | 23 | 96 | 31 | 384 |
| 8 | 7 | 16 | 28 | 24 | 112 | 32 | 448 |

(c) It has a wide dynamic range for counting, from less than 1 cps to greater than $10^{5}$ counts per sec.
(d) At high enough count rates the output is equivalent to that from a logarithmic count-rate meter but with a very fast time response. Quick look data are readily interpreted and interesting features can be analyzed with digital accuracy.

Every 60 seconds a calibration routine stepped the output through all the levels in 30 msec.

### 2.2 Testing and Calibration

All the tests and calibrations of both proton and electron detectors were done with an electron beam. It would have been better to have used a proton beam to calibrate the proton detectors but it was not possible In the time available. The electrons were obtained from a hot tungsten wire and accelerated through cylindrical electrodes. A collimator mounted on the anode of the electron gun produced a parallel beam of electrons approximately $0.25^{\prime \prime}$ in diameter. The bean current was constant over most of its cross section. The current intercepted by the collimator was monitored as an indication of beam current. At any fixed energy the current was proportional to the beam current. By maintaining the collimator current constant, the beam current could be kept steady. The detectors were mounted on a table that could be moved horizuntally in two perpendicular directions from outside the vacum chamber. The beam was fired vertically downwards into the detector aperture at normal incidence for all tests. The detector position was adjusted until it was in the uniform part of the beam.

The channel multipliers were subjected to the following tests:
(a) The maxirum counting rate with the flight amplifier $:$ as measured. To pass the test a count rate of $210^{5} \mathrm{cps}$ had to be achieved.
(b) The noise count rate had to be less than 1 count per sec.
(c) The detector was exposed to an intense bean which was then switched off. The subsequent count rate was observed in an attempt to detect after-pulsing which in some tubes has persisted for up to ten seconds. No after-pulsing was detected in any of the tubes. It could not have been detected on the very short time scale of after-pulsing occurring in the "cleanup" period: one or two microseconds.
(d) The counting rate of the detector in a set beam current was measured at three energies, $2 \mathrm{kev}, 5 \mathrm{kev}$ and 10 kev . This provided an approximate measurement of channel multiplier efficiency for electron detection at these energies.

The cylindrical analyzers were checked by measuring the detector counting rate as a function of beam energy for a normally incident beam. An identical voltage was applied to the plates of all the analyzers tested ro give an intercalibration. The measurement does not give the geometric factor of the analyzer; this would require a much more extensive series of measurements. A typical curve is shown in Figure 2.5. The effect of electron scattering is indicated on the diagram. The proton scattering should be much less important.

After the detector package had been assembled it was tested again. The proton detector which now had the correct polarity voltage on its analyzer plates was tested by firing in a very intense beam of electrons. The detector did not respond at all, showing that it had a high degree of rejection to electrons.


Figure 2.5 Experimental response curve of the detector to an electron beam of fixed current and varying energy at normal incidence. The contribution from scattere?

In preflight tests the detector operation could not be checked directly. The high voltage was switched on and the counter output observed. A series of about 50 pulses in the second after switching on, followed by a very low noise level, was taken as indicating the detector was in a satisfactory condition. It is thought that the pulses originate in polarization currents in the high voltage capacitors. The existence of the pulses confirmed high voltage operation, circuit continuity and the operation of the counters.

### 2.3 Efficiency of Channel Nultipliers

The efficiency of a channel multiplier is defined as the fraction

$$
\varepsilon=\frac{\text { output count rate }}{\text { number of particles incident per second }}
$$

In general it is a function of particle species and energy. Since the detector response to protons was not measured, the value for the efficiency has been taken from published data. There is good agreement between different workers (Burras et al. 1967, Sharber et al. 1968, Shea et al. 1967, and Tatry et al. 1969) that above 3 kev the efficiency for protons is independent of energy and lies between $60 \%$ and $80 \%$. The data are plotted in Figure 2.6. In calculations in this work the value of $\varepsilon$ is 0.70 . There is less agreement on the efficiency for counting electrons. The data for electrons are given in Figure 2.7 (Frank, 1965, Bosqued, 1967 and Egidi et al. 1969). The selected average values used here are also indicated. The data of Egidi et al. (1969) have been treated as a measurement of relative rather than absolute efficiency. Absolute measurements have been made on similar channel multipliers since the flight reported here and are in agreement with the values selected.


Figure 2.6 The eificiency of channel multipliers for detectinc protons. Curve 1 obtained by Burrous et al. (1967) is a measurement of relative efficiency only. Curves 2 and 3 obtained by Tatry et al (1969) and Sharber et al (1968) respactively are absolute efficiency.


Figure 2.7 Efficiency of channel multipliers for detectine electrons. Curve 1 ostained by Egidi et al (1060) is relative efficiency. Curves 2,3, and 4 by Sharber et al (1968), Bosqued (1967) and Frank (1965) respec.. tively are absolute efficiency. Curve 5 gives the $\cdots$. Further reproduction prohibited without permission.

### 2.4 Geometric Factor of Cylindrical Analyzer

The geometric factor $g(E)$ of the analyzer and channel multiplier is defined by

$$
\text { detector counting rate }=\int_{0}^{\infty} g(E) n(E) d E
$$

$n(E)$ is particle intensity in units of particles $\mathrm{cm}^{-2}$ steradian $^{-1} \mathrm{sec}^{-1} \mathrm{kev}^{-1}$ and is assumed to be uniform and isotropic. The dimensions of $g(E)$ are $\mathrm{cm}^{2}$ steradian. It can be measured or calculated. It is more accurate to measure the geometric factor because it is essentially an empirical factor. In any calculation geometrical idealizations must be made. The calculations are unable to account for inaccuracies in the alignment of the analyzer plates or for fringing field effects. The measurement requires an extensive and careful series of observations of the response of the detector to an electron beam at all energies, entrance positions and angles of incidence. The geometric factors used here have been calculated by a method described elsewhere (Johnstone,1970). The discussion here is limited to the errors involved and the precautions taken to minimize those errors.

It is impossible to calculate the trajectory of a particle through the fringing field at the entrance to and exit from the analyzer plates. liowever the effect of the fringing field at the entrance aperture can be allowed for completely by an application of Liouville's theorem if it is known that all the trajectories which pass between the plates and strike the channel multipler do not intersect an obstruction in the entrance aperture. The fringing field accelerates some particles, deceleratas others and must deflect all of them to some extent. Any collimator placed in the entrance aperture can obstruct some of these trajectories. For
this reason in the design of the analyzurs the entrance was left unobstructed ty a collimator. Farticles could enter the space detveen the plates at angles up to $\pm 16^{\circ}$ from tangential. The size of the angle of acceptance is approximately $6^{\circ}$ so that no trajectories should have been obstructed. It is harder to allow for the fringinf. field at the analyzer exit. Tine end of the channel multiplier vas Dlaced as close to the end of the plates as possible. The particles are within a fev degrees of being tangential at the exit so that fer! should be deflected avay fron the channel multiplier. The main source of error was the n:isalisnment of the analyzer plates. It was found to be difficult with this design to align the plates accurately. The problems were overcome in a later design. A quantitative estimate of the error is impossible but, qualitatively, the error may be as great as $20 \%$ in the geometric factor and may be shifted in energy. The accuracy of a particular analyzer is checked in the calibration which allows an estimate of the energy shift. The calculated geometric factor of the cylindrical analyzer $g\left(E / E_{0}\right)$ is shown in Figure 2.8. $E_{0}$ is the linetic eneroy of a particle in a circular orbit in the analyzer.

The wire mesh grid placed over the entrance aperture reduces the geometric factor by an amount which is independent of energy. The optical transmission of the grid is lu where

$$
n=(1-n d)^{2}
$$

$n$ - number of squares per inch in the mesh $=30$
$d$ - diameter of the wires forming the mesh $=0.006^{\prime \prime}$

Therefore $h=0.067$

The total geometric factor is then $\mathrm{hg}_{\mathrm{g}}(E)$.


Figure 2.8 The calculated geometric factor of the cylindrical plate electrostatic analyser-io is the kinetic energy of a particle in a circular orbit in the ansionen
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In the analysis of the proton data, each s!een of the analyzer voltage is divided into ten equal segments of tine and tine counts occurring in each segment are recorded separately. This enables the spectrum to be calculated. The segments are called energy bins for convenience. To estimate the particle intensities from the counts per bin the quantity geometric factor $x$ time must be calculated. Let $\mathbb{N}(1)=$ the number of counts in bin labeled I; then

$$
N(I)=\int_{0}^{\infty} i v(E) d E \int_{t_{1}}^{t_{2}} g\left(E / E_{0}\right) d t
$$

$E_{0}$ is a linear function of time.

## Therefore

$$
N(I)=\int_{0}^{\infty} n(E) d E \frac{d t}{d E_{0}} \int_{E_{1}(I)}^{E_{2}(I)} g\left(E / E_{0}\right) d E_{0}
$$

where $E_{1}(I)$ and $E_{2}(I)$ are the values of $E_{o}$ at the edres of the bin (I)
Put $T=E / E_{0}$ then

$$
N(I)=\int_{0}^{\infty} n(E) d E \frac{d t}{d E} E \int_{0}^{T_{2}(I)} g(T) \quad d T
$$

$$
=\frac{d t}{d E_{0}} \int_{0}^{\infty} n(E) \tau_{I}(E) d E
$$

where $\tau_{I}(E)=E \int_{T_{2}(I)}^{T_{1}(I)} g(T) d T$


Figure 2.9 The energy response of three of the ten energy bins.

The function $\tau_{I}(E)$ is plotted in Figure 2.9 for bins $1,5,10$ to illustrate the energy response of the bins. The higher energy bins obviously are very ride.

### 2.5 Payload Instrumentation

Six particle detectors, differing only in the voltage applied to the analyzer plates, were carried in the payload. The energy passband on the proton detector was varied continuously from 3 kev to 24 kev . An electron detector swept through the same energy range. Three electron detectors were set at fixed energies of approximately $2.5 \mathrm{kev}, 5 \mathrm{kev}$ and 10 kev. The sixth detector had both analyzer plates grounded and was intended as a control detector to measure the effects of scattered particles, penetrating particles, ultraviolet light, high voltage noise and high voltage corona effects. The six detectors were mounted together and all pointed in the same direction, at $65^{\circ}$ to the spin axis of the rocket, Figure (2.10). They were supplied from a single high voltage supply and each was connected to its own telemetry channel. The detectors looked through a port in the side of the rocket which was covered by a hatch until $T+53$ secs (reckoning $T+0$ to be the instant of launch). The high voltage was switched on at $T+120$ secs when the rocket was at an altitude of 160 kms . At this altitude the ambient pressure is well below the pressures at which high voltage breakdown or discharge occur. The payload also had time to outgas through the hatch prior to switching on the high voltage. All external surfaces in the neighborhood of the detectors were metallic and grounded to the rocket frame except the outer covers of cables. All the cables carrying high voltages were coaxial with the outer conductor grounded. Therefore all surfaces near the


Figure 2.10 The position of the particle detectors vith respect to the skin of the rocket. They are rounted in tre groups of three, side-by-side. The angle of acceptance is indicated.
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detectors were at well-defined potentials and vere unaffected by the presence of energetic or thermal plasma.

The payload also carried two photometers, two attitude magnetometers and two flashing lights. The photometers consisted of 1 P21 photomultipliers with interference filters and collimators made from bundles of aluminum tubes $2.5^{\prime \prime}$ long, $0.050^{\prime \prime}$ internal diameter. The sensitive area of each was approximately $0.75^{\prime \prime}$ diameter, and the cone of acceptance had a full angle of $5.8^{\circ}$. The filter characteristics vere as follows. The transmission curve at half maximum extended from $4260 \AA^{\circ}$ to $4298 \AA^{\circ}$ for one and from $4850 \AA^{\circ}$ to $4878 \AA$ for the other. The former covered the $N_{2}^{+}$ first negative band which is excited by precipitating particles, both electron and proton. The latter covered the beta line in the hydrogen Balmer series and was thus a measurement of proton precipitation. The photometers were designed by l!. liurcray and have been florn by him many tines. They were mounted next to the particle detectors and looked out through the same hatch at $90^{\circ}$ to the rocket spin axis.

The attitude magnetometers were type NFII designed and built by the Goddard Space Flight Center Sounding Pocket Branch. One magnetometer was aligned with the spin axis of the rocket and the other was mounted perpendicular to it. The magnetometers were not calibrated in the payload and were in a position where payload magnetic fields were quite high. The data are to be used with caution. Later, in another identical payLoad, the magnetometers were calibrated and the magnitude of some of the disturbing effects was measured. Where possible these corrections have been applied to the data from this rocket.

The flashing lights vere Jienon flash tubes mounted on doors on opposite sides of the rocket. The doors opened at $T+56$ secs. The energy consumed in each flash in each tube vas 7 joules and the flash frequency was 1 Hz . The lights were observed by television cameras at two ground-based locations to find the position of the rocket.

### 2.6 Trajectory of the Rocket

The analysis of the television observations has not been completed and so an approximate trajectory has been calculated. The accuracy is adequate for the purposes of this work. The positions of two particular flashes, seen simultaneously at both ground stations, have been measured relative to the star background. The altitude on these two occasions was then calculated. These two altitudes and the time difference between them were compared with a sample altitude/time profile for a rocket in drag-free ballistic flight. The two points fit the curve if the altitude at apogee is 227 kms. The ilike Tomahawk performance handbook (Thiokol, 1966) predicts an apogee of 227 kms for a payload $120^{\prime \prime}$ long, 240 lbs weight launcied at an effective launci elevation angle of $86^{\circ}$. These paraneters are very close to the actual values for rocket number 13.15. rredicted impact time is $T+459$ seconds. The actual time of the loss of the telemetry signal was $T+463$ seconds. The payload did not have a clean aerodynauic configuration on the flight downleg, and that easily accounts for the difference between prediction and observation. The predicted time to apogee is 233 secs. The predicted times at the two altitudes of the flashes were calculated and compared with the times of the observations. The predictions were two seconds earlier than the observations. One second was then added to the predicted times to give the altitude time
profile used in later calculations. The accuracy should be within $\pm 3 \mathrm{kms}$ at any time,

| $c$ | Table 2.2 |
| :---: | :---: |
| Observations of Two Flashes |  |
| Time | Altitude |
| $T+120$ | 164 kms |
| $T+183$ | 214 kms |

Table 2.3
Altitude Time Profile

| Altitude <br> (kms) | Time <br> (secs) <br> 170 | Altitude <br> (kms) | Time <br> (secs) |
| :---: | :---: | :---: | :---: |
| 180 | 123 | 220 | 275 |
| 190 | 144 | 215 | 285 |
| 200 | 157 | 210 | 295 |
| 205 | 164 | 205 | 303 |
| 210 | 172 | 200 | 310 |
| 215 | 182 | 190 | 323 |
| 220 | 192 | 180 | 335 |
| 225 | 209 | 170 | 345 |
| 227 | 234 | 160 | 354 |
| 225 | 258 | 150 | 363 |
|  |  | 140 | 371 |
|  |  | 130 | 378 |

### 2.7 Attitude of the Rocket

The attitude of the rocket must be known to calculate the pitch angles of the particles and to interpret photometer data. For the first, all that is needed is a knowledge of the angle between the spin axis of the rocket and the direction of the Earth's magnetic field. This information is given by the magnetometer mounted perpendicular to the spin axis together with knowledge of the magnitude of the Earth's magnetic field. To use the photometer data the angle between the spin axis and the zenith is required. It is necessary to make further assumptions to obtain this value.

The magnetometers in payload 18.15 were subject to a number of errors. These were
(a) permanent magnetic fields from relays and commutators mounted nearby,
(b) electromagnetic fields from currents in the payload wiring,
(c) the magnetic field of eddy currents induced in the skin and frame of the rocket by its spin.

The error from (a) was quite severe. This was evident from the fact that the lateral magnetometer did not oscillate about zero as the rocket spun. Twice per revolution the magnetometer was perpendicular to the Earth's magnetic field and should have measured zero field. The actual offset was measured at 175 milligauss. The offset in the longitudinal magnetometer cannot be determined, nor can measurements on another payload give its magnitude. The information from this magnetometer cannot be used, and the magnitude of the Earth's field must be obtained another way. The errors from (b) and (c) can be estimated
by use of measurements made on another payload. The effect of payload currents is negligible but eddy currents cause a noticeable reduction in the amplitude of the spin modulation. At a spin rate of 5.7 Hz the reduction is by a factor of 0.93 . The amplitude of the spin modulation is the value of the component of the Earth's magnetic field perpendicular to the rocket spin axis. Its measurement is unaffected by stray magnetic fields from components in the rocket.

The spin axis of the rocket precessed around a cone with a period of 38.6 secs. The amplitude of the spin modulation goes through a sinusoidal modulation with this period. The amplitude has been measured at successive maxima and minima of this modulation up to apopee and recorded in Table 2.4. The value of the Earth's magnetic field at these times has been calculated from the following data:
(a) Quiet level of the magnetic field at ground level at College for the month of March 1969,

Vertical component $Z=553.21$ milligauss
Horizontal component $H=129.06$ milligauss
(provided by H. Olsen). $\cdot|\mathrm{B}|=568.06$ milligauss
(b) The trajectory given in section 2.6 is used to make an inverse cube correction to the field strength ie

$$
|B|(170 \mathrm{kms})=|B|(\text { ground }) \frac{r^{3}}{(r+170)}{ }^{3}
$$

The value of $r$ is 6360 kms .
The angle $a$ between the spin axis and the magnetic field is given by

$$
\alpha=\sin ^{-1}\left\langle\frac{\text { spin amplitude }}{\text { field strength }}\right\rangle
$$

Table 2.4
Rocket istitude Data

| Time <br> secs | isititude <br> kms | implitude <br> milligauss | ingle $\alpha$ <br> derrees |
| :--- | :---: | :---: | :---: |
| 92.5 | 130 | 212 | 23.4 |
| 110 | 155 | 175 | 19.3 |
| 127.5 | 174 | 207 | 23.3 |
| 150 | 195 | 167 | 18.8 |
| 169 | 207 | 202 | 23.0 |
| 187 | 218 | 165 | 18.8 |
| 206 | 225 | 205 | 23.6 |
| 225 | 226 | 167 | 19.0 |

$$
\begin{aligned}
\text { Mean values } & 23.3^{\circ} \text { coning maximum } \\
& 19.0^{\circ} \text { coning minimum }
\end{aligned}
$$

The spin frequency of the payload was 5.68 Hz

To get the relation between the zenith and the axis about which the spin axis precesses, it is assumed that the axis lies in the plane of the trajectory. The flight azimuth was $021.1^{\circ}$ and the declination of the magnetic field near apogee was $029.5^{\circ}$. The data are sumarized in Figure 2.11. The dip angle at the mid point of the trajectory is estimated to be $77.0^{\circ}$.
2.8 Pitch ingle Coverage

The detectors accept particles within a finite range of pitch angles. is the rocket spins, this range varies. If any quantitative estimates of the pitch angle distribution are to be made it is necessary to know the relative coverage of pitch angles during one spin of the rocket.


Figure 2.11 A polar plot summarising the attitude data. The spin axis of the rocket precesses around the cone of directions indicated with a period of 38 seconds.

Consider first an elementary part of the solid angle of acceptance of the detector with dimensions $\delta \theta$ in the plane containing tne spin axis, perpendicular to this $a t$ an angle $\theta$ to the spin axis. In one spin the detector sweeps through a range of pitch angles. With reference to Figure 2.12 a the solid angle within the range $d \lambda$ at $\lambda$ is

$$
\delta \sigma=2 \sin \theta \mathrm{~d} \theta \mathrm{~d} \phi, \quad 2.8 .1
$$

where $\phi$ is the angle specifying the azimuthal position of the rocket in its spin. The relation between $\lambda$ and $\phi$ is (Figure 2.12b)
$\cos \lambda=\cos \theta \cos \alpha+\sin \theta \sin \alpha \cos \phi$

$$
+\sin \lambda \cdot \mathrm{d} \lambda=\sin \theta \sin \alpha \sin \phi d \phi .
$$

where $\alpha$ is the angle between the $\operatorname{spin}$ axis and the magnetic field.
The detector has a finite width $\psi$ along the ring, and the amount of time during each spin that the element within $d \lambda$ is in the detector angle of acceptance is $\gamma$

$$
\begin{gather*}
y=\frac{\psi}{2 \pi \sin \theta} \times \frac{2 \pi}{\phi}=\frac{\psi}{\phi \sin \theta} \\
\times \frac{2 \pi}{\phi}=
\end{gather*}
$$

Combining equations $1,2,3$ the pitch angle coverage function $C(0, \alpha, \lambda)$ is given by

$$
C=\frac{2 \psi}{\square \phi} \frac{\sin \lambda}{\sin \alpha} \int_{\theta_{1}}^{\theta_{2}} \frac{d \theta}{\sin \phi \sin \theta} \quad 2.8 .4
$$

where $\theta_{1}, \theta_{2}$ are the limits of the detector aperture. The units of $C$ are radian seconds per spin, Substitute for sin from equation 2 to evaluate the integral. It is elliptical and so has been computed numerically. The result is shown in Figure 2.13. The most curious features are the cusps at $\lambda=\theta_{1}-\alpha, \theta_{2}+\alpha$.


Figure 2.12 Diagram defining the ancles used in the calculation of the pitch ancle coverage function.
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Figure 2.13 The pitch angle coverage as a function of pitch angle. In the analysis of pitch angle distributions the pitch angle ratin is the retio of the counts received in Phase I to those in Phase II.

In the data analysis eact: spin wes divided into two equal segments corresponding to the times wher the detectors were looking at (1) the smallest pitch angles and (2) the lergest pitch angles. The pitch angle coverage function for these two spin phases is also shown in Figure 2.13. 2.9 Statistics of the Proton Counting

The proton counting rate during the flight of payload 18.15 was very low, averaging 30 counts par second. During most of the 3 msec counting periods no counts were registered. Under these circumstances it is expected that in a very small fraction of the periods more than one count would have been registered. In fact, the raw data showed as many double and triple as single counts; in some periotts as many as six pulses were recorded. Clearly, not all these pulses could have been caused by separate protons. The question to be answered is whether any of the pulses were related to protons. To decide the question the data are examined for systematic variations and compared with the variations expected for protons or noise.

The most likely cause of spurious or multiple pulsing is high voltage noise originating either in the analyzer or in the voltage applied to the channel multiplier. If it originated in the channel multiplier and the associated circuitry, one of the following effects is expected.
(a) A continuous pulsing independent of time though probably sporadic if caused by faulty wiring,
(b) is decrease in the count rate with altitude if the oulsing is related to ambient pressure in the multiplier,
(c) A steady decrease in counting rate with time if it is caused by slow outgassing.

If the noise originated in the analyzer then the maximum counting rate is expected when the voltage between the plates is a maximum, that is at apparently high proton energies.

In fact the data show a variation at the freduency of the sweep with the maximum counting rate et the lowest proton energies. There is e variation with altitude but with the maximum counting rates occurring at the highest altitudes. is the rocket reentered the atmosphere, the counting rate dropped to a very low level beforc obvious high voltage breakdown started fust below an altitude of 90 kms. In the 9 seconds before breakdown there were 11 counts, some of which were certainly caused by protons. Therefore it seams very unlikely that high voltage breakdown was the cause of the spurious pulsing, although it is the only explanation found so $f a r$ which accounts by itself for all the pulses. The other possibilities depend on one original proton pulse being registered in the counter as more than one pulse. It is possible that reflections in the coaxial line between the preamplifier and the counting circuit could have led to extre pulses. Tests were mede with identical circuits using pulse generatars to find out if this was the cause. The effect could not be reproduced.

Other sources of spurious counts do not generate pulses in sporadic bursts. For example, cross talk from neighboring counters, ultra violet light and penetrating radiation all could have generated spurious counts. Cross talk can be eliminated as a major effect because the counting rate does not correlate at all with the neighboring counters, the control detector and the 2.5 kev electron detector, but it does show some correlation with the 10 kev electron detector and the alectron
sweep detector. Also, when an especfally high level was recorded ir the proton detector the other detectors were checked to see if they recorded a high count. None was found. Ultra violet light should have most effect at low altitudes because the detectors look upwards, and penetrating radiation would be unaffected by the high voltage sweep on the analyzer.

The remaining explanation which can account for all the observed features and which has been substantiated experimentally by other workers is that the extra pulses are caused by ion after-pulses in the "clean-up" period of the channel multiplier (section 2.1). The data from a later flight in which the counting rates were low in all channels also sinow the same effect. In that payload great care was taken to match the amplifiers to the counters and avoid spurious counts from reflections in the line. That this is the cause will not be certain until definitive tests have been performed. However, it seems that the data are reliable, and, if corrections are made, the intensities can be calculated. The data should have a Poisson distribution of counts. An inspection of the data suggested the following scheme of correction; one, two, or three counts in a single period would be recorded as one proton; four, five and six as two protons; and more than this as three. The highest level recorded was eight. The number of ones, twos, and threes recorded was compared with the number expected for a Poisson distribution.

The Poisson distribution is

$$
P(r .)=e^{-v} \frac{v^{n}}{n!}
$$

where $P(n)$ is the probability of observing $n$ counts in a set time interval, and $v$ is the everage number of counts expected in that interval. Thus

$$
P(2) / F(1)=v / 2
$$

The time interval is the counting period of 3 msec. In a long period, when many protons have been recorded, the number of twos can be predicted from the number of ones recorded. This was done and the predicted number compared with the observed number. There were always more observed than predicted. The distribution of the excess twos is given in Table 2.5.

Table 2.5<br>Distribution of Excess Twos

| Energy Pin |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sweeps | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 1-41 | 18 | 19 | 8 | 6 | 2 | 10 | 10 | 5 | 6 | 11 |
| 42-80 | $-6$ | 9 | 6 | 7 | 18 | 6 | 9 | 1 | 8 | 11 |
| 81-119 | 11 | -2 | 1 | 1 | 5 | 8 | 2 | 4 | 6 | 5 |
| 'otal | 23 | 26 | 15 | 14 | 25 | 24 | 21 | 10 | 21 | ? 7 |
| Actual No. |  |  |  |  |  |  |  |  |  |  |
| of twos | 110 | 93 | 55 | 55 | 60 | 5.5 | 47 | 33 | 44 | 46 |

From Table 2.5 it can be seen that
(1) in 28 out of 30 samples the excess is positive,
(2) the actual number of twos was much greater for the lower number energy bins where the count ratc was also higher,
(3) the distribution of excess twos is independent of energy bin.

The rate of recording excess twos is a function of time, see Table 2.6.

Table 2.6

Time Variation of Excess Twos
Sweeps No. of excess twos per sweep

1-41

42-80
1.76

81-119
1.05

120-131
0.92

The correction procedure gives fewer twos than occur in reality because a three may be a combination of a one and a two.

These features suggest that the excess twos are caused by some noise effect such as these discussed at the beginning of this section. The count rates have been corrected for this small amount. It is only of importance in the spectral analysis because the same correction must be subtracted from all energy bins. The source of this noise is not necessarily related to the effect causing the after-pulsing.

As a check on the effectiveness of the correction for after-pulsing the ratio of counts/sweep before correction to after correction has been calculated as a function of time in Table 2.7. It is not a function cf time or counting rate.

Table 2.7
Correction Ratios

| Sweeps | Ratios | No. of <br> Counts |
| :--- | :---: | :---: |
| $13-15$ | $1.96 \pm .15$ | 258 |
| $21-23$ | 2.10 | 202 |
| $30-32$ | 1.98 | 247 |
| $42-44$ | 1.92 | 239 |
| $54-56$ | 2.01 | 283 |
| $66-68$ | 1.92 | 261 |
| $78-80$ | 1.97 | 209 |
| $90-92$ | 1.96 | 190 |
| $102-104$ | 1.89 | 148 |
| $114-116$ | 1.84 | 1.81 |
| $126-128$ |  | 74 |

The conclusion is that the correction is valid and that protons are being detected. The intensity values are uncertain by a small amount as a result of uncertainties in the correction procedure.

### 3.1 Introduction

In Figure 3.1 the counting rate of the proton detector is plotted as a function of time for the entire flight. Energy bins 1 through 5 corresponding to energies 3 kev to 14.5 kev and bins 6 through 10 (energies 13 kev to 26 kev ) have been totaled together and plotted separately to give some idea of the changes in the proton spectrum throughout the flight. There are obvious time and spectral changes on several occasions. These changes are intrinsically interesting and are discussed in detail in Chapter 5. In this chapter the gross features of the proton spectrum are discussed. The next chapter is concerned with the pitch angle distribution.

The main purpose of this chapter is to find the form of the proton spectrum above the atmosphere. The atmosphere distorts the spectrum in several ways, and the spectrum measured at the rocket must be corrected for these effects. In the next section the theory of the interaction of a proton beam with the atmosphere is reviewed briefly before the actual numerical corrections are discussed.

Each energy bin covers a fairly wide range of proton energies so that it is not sufficient to take the counting rate in a particular bin as being representative of the proton spectrum at the energy at the mid point of the bin. This means that the proton spectrum cannot be obtained directly from the counting rates of the energy bins. It is necessary to assume a spectral shape, combine it with the geometric factor of the bins and then compare it with the observations: This


Figure 3.1 Proton data for the complete flight. Low energy (3-14 kev) and high energy ( $14-26 \mathrm{kev}$ ) protons have been totalled separately.

This approach is followed in making 211 the corrections. The primary proton spectrum is assumed to have either a power law form $n \sim E^{-v}$ or an exponential form $n \sim \exp (-E / E q)$. After allowing for atmospheric effects the counting rate in each energy bin is calculated. Effectively the experimental data are synthesized theoretically. The input parameters are varied until a close match is obtained. The method is quite accurate enough to distinguish clearly between the two forms of spectrum. The proton spectra were also calculated simply by taking the count rate of a bin as being representative of the spectrum at its mid energy. Precisely the same results were obtained, even to the extent of having the same value for the spectral parameters.

### 3.2 The Interaction of a Proton Beam with the fitmosphere

A proton with less then 100 kev energy has a strong probability of collecting an electron from an atmospheric molecule and becoming a neutral hydrogen atom. In a subsequent collision it loses the electron and becomes a proton again. The chain of reactions is as follows.

$$
\begin{array}{ll}
\mathrm{H}^{+}+\mathrm{X} & \longrightarrow \mathrm{X}^{+(*)}+\mathrm{H}^{*} \\
\mathrm{H}^{*} \longrightarrow \mathrm{H}+\mathrm{h} V \\
\mathrm{H}^{\prime}+\mathrm{X} & 3.2 .1 \\
\mathrm{H}^{+}+\mathrm{X}^{(+)(*)}+(2) \mathrm{e} & 3.2 .2
\end{array}
$$

The charge-exchange cycle, as it is known, is important because the neutral hydrogen atoms are able to cross magnetic field lines and are not detected by the proton detector on the rocket. The photon emitted in reaction 2 is Doppler-shifted in wavelength when observed at the ground because it is emitted by a moving hydrogen atom. The profile of
the hydrogen emission lines seen at the ground is broadened by this effect. The shape of the profile depends on the pitch angle distribution and energy spectrum. The proton loses energy in charge-exchange and non-charge-exchange collisions.

A primary beam of protons incident on the atmosphere soon becomes a beam of protons and hydrogen atoms. The fractional composition of the beam reaches an equilibrium which is maintained although individual particles are still cycling from protons to hydrogen atoms and back. Some even become negatively charged hydrogen ions. The fraction $F_{i \infty}$ of the beam in charge-state i ( 1 for protons, 0 for hydrogen atoms and $\overline{1}$ for negative ions) is called the equilibrium fraction. $F_{\overline{1} \infty}$ is less than $2 \%$ above 3 kev (allison 1958) and is ignored here, hence

$$
F_{1 \infty}=\frac{\sigma_{j i}}{\sigma_{i j}+\sigma_{j i}}
$$

where $\sigma_{i j}$ is the cross-section for charge-exchange form state $i$ to state j. The equilibrium fraction may be regarded as either the fraction of the beam in a charge state or the fraction of time a particle spends in that charge state. The approach to charge equilibrium of a proton beam is given by

$$
F_{1}=F_{1 \infty}+F_{0 \infty} e^{-\pi\left(\sigma_{01}+\sigma_{10}\right)}
$$

$\pi$ is the atmospheric thickness traversed in atoms $\mathrm{cm}^{-2}$ (Eather 1967).
The altitude at which a proton beam has reached $90 \%$ of its equilibrium fraction has been calculated for a model atmosphere by Eather (1967). For primary energies below 30 kev the beam is essentially in equilibrium by the time it reaches an altitude of 290 kms . In the
moderation of the proton beam for energies below 30 kev the proton goes through 10 charge-exchange cycles for every kev of energy lost. 3.3 Numerical Synthesis of the Data

To synthesize the data at a particular depth in the atmosphere, an assumed primery proton spectrum is modified by the effects of energy loss in the atmosphere as a function of pitch angle and energy. The fraction of the beam in the proton state is calculated and the spectrum is then integrated over the pass bands of the energy bins. Since the channel multipliers have less than perfect efficiency, only a fraction $\varepsilon$ (section 2.3) of these protons are counted. The numerical data on which these calculations are based are discussed in the following paragraphs.
3.3.1 Atmospheric model. The independent variable in the calculations is the atmospheric depth. For the purposes of the calculation only the atmospheric composition need be known so that the correct equilibrium fractions and range-energy relations can be used. Figure 3.2 shows the principal constituents of the atmosphere as a function of altitude. In the height region of interest the most important constituent is atomic oxygen. If the calculations are to be related to measurements made from the rocket, the atmospheric depth must be calculated as function of altitude. The atmospheric model used to make these calculations is the U.S. Reference Atmosphere (1962). The depth has been obtained by a simple numerical integration from the published tables. The units of atmospheric depth and proton range are equivalent cms of the gas at 1 mm of mercury pressure and $15^{\circ} \mathrm{C}$ temperature. Here they are called standard cms.


Fibute $3.2 \quad \begin{aligned} & \text { Ielative proporlions of the major atmospheric con- } \\ & \text { stituents in the height range of the proton inter- }\end{aligned}$
action with atmosphere frow the ilandbook of Geo-
physics (1957).
3.3.2 Equilibrium fraction. In Figure 3.3 equilibrium fraction data for various target gases, tabulated by Allison (1958), are plotted. However, no experimental data are available for atomic oxygen the principal atmospheric constituent. The best that can be done is to hope that the equilibrium fraction of atomic oxygen does not differ greatly from that of molecular oxygen. Since such a sweeping assumption must be made, there is little point in making detailed corrections for the equilibrium fraction by including such refinements as a mixture of the values for different gases according to the correct atmospheric composition. A straight line has been fitted to the data for molecular oxygen and nitrogen and is indicated in Figure 3.3. The numerical values are

$$
\mathrm{F}_{1 \infty}=0.0138 \mathrm{E}(\mathrm{kev})+0.093
$$

It has been assumed that the proton beam as measured is in equilibrium even at apogee of the rocket. In the light of Eather's (1967) calculations quoted in section 3.2 this is quite reasonable. It is assumed further that as the energy of the protons is degraded they maintain equilibrium at the value expected for their current energy. The data of Allison have been extrapolated from 3 kev down to 2.4 kev to cover the range of the measurements.
3.3.3 Energy loss of protons. Several workers have made measurements of the extrapolated range of protons in various gases as a function of energy. The data of Cooke et al (1953) have been used here. They expressed their results in terms of the empirical relation

$$
R=k E^{n} \quad \text { for } E<E_{0}
$$



Figure 3.3 Equillbriun fractions of protons in oxyeen and nitrogen tabulated by Allison (1258). The dashed line is the linear approximation used to correct the data.
where $R$ is the extrapolated range in standard $c m s$, and $k$ and $n$ are empirical constants. The fit to the experimental data is vitirin $2 \%$ except near $\mathrm{E}_{\mathrm{o}}$ : some values are shown in Table 3.1.

Table 3.1
Proton Range Energy Relations

| Target Gas | $k$ <br> $\mathrm{~cm} /(\mathrm{kev})^{n}$ | n | $\mathrm{E}_{\mathrm{o}}(\mathrm{kev})$ | $\mathrm{E}_{\mathrm{min}}(\mathrm{kev})$ |
| :--- | :---: | :---: | :---: | :---: |
| Oxygen | 3.90 | .71 | 70.0 | 13.0 |
| Air | 3.26 | .73 | 76.5 | 6.66 |
| introgen | 3.34 | .71 | 62.9 | 6.66 |

$\mathrm{E}_{\mathrm{min}}$ is the lowest energy at which a measurement was made. Some extrapolation is required whichever numbers are used. There is no reason to prefer any particular set of these values because none corresponds to the true atmospheric composition. For most of the calculations the values for air have been used. Comparative calculations have been done with the oxygen values.

In the calculations a proton with energy $E$ and pitch angle $\alpha$ at a depth $D$ is related to its primary energy $E^{1}$ by the expressions $\mathrm{E}^{1}=\left(\mathrm{E}^{\mathrm{n}}+\mathrm{D} / \mathrm{k} \cos \alpha\right)^{1 / \mathrm{n}} \quad$ 3.3.2 and $d E^{1}=\left(E / E^{1}\right)^{n-1} d E$.

These expressions are strongly dependent on $\alpha$ particularly for values near $90^{\circ}$. It is assumed that the pitch angle of an individual particle does not change during its moderation in the atmosphere. This is not strictly valid. The pitch angle cianges with altitude because the
magnetic field strength changes. This effect is weakened because the proton spends most of its time as a neutral hydrogen atom. The particle is also scattered in charge-exchange collisions. Some authors (Eather 1967) have argued that the mean scattering angle is only of the order of $0.2^{\circ}$. However, experimental data (Wax and Bernstein 1967) and data presented in Chapter 4 show that protons are scattered more than this. Above an altitude of 200 kms the scattering is apparently not important. Where scattering is important equation 3.3 .2 is not valid because the thickness of atmosphere traversed by the particle is no longer given by $(D / \cos a)$.
3.3.4 The calculation. The number of counts per sweep in a particular energy bin $I$ is $N(I)$

$$
N(I)=\frac{\operatorname{chdt}}{d E_{0}} \int_{0}^{\infty} E \tau_{I}(E) A\left(E^{n}+D / k \cos \alpha\right)^{-r / n} \frac{E}{E^{1}}{ }^{n-1} d E
$$

where results from sections $2.3,2.4$ and this section have been used. The assumed primary spectrum has the form

$$
n(E)=A E^{-r}
$$

and a spectrum of the form

$$
n(E)=A \exp \left(-E / E_{1}\right)
$$

has also been used. $A, r$ and $E_{1}$ are parameters to be varied to fit the data. The integration is performed numerically in steps of 200 ev in energy.
3.4 Results of the computation
3.4.1 The pitch angle distribution is strongly modified by energy loss in the atmosphere combined with a spectrum that decreases in
intensity with increasing energy. Eigure 3.4 traces the development of a pitch angle distribution for energy bin 1 , initially proportional to sink, as the beam penetrates the atmosphere. Even at a depth of 0.9 standard cms, corresponding approximately to an altitude of 225 kms , the pitch angle distribution decreases monotonically from $35^{\circ}$ to $85^{\circ}$. The result of this is that the correction for atmospheric depth is a sensitive function of pitch angle, and the deduced values of the spectral parameters will depend on the pitch angle distribution assumed.
3.4.2 Exponential and power law spectra produce entirely different forms of the counts versus bin number diagram. Figure 3.5 shows counts/bin for exponential spectra and Figure 3.6 is the comparable plot for power law spectra; the pitch angle is $70^{\circ}$. Also plotted on each diagram is a representative sample of data. It is obvious that no value of the exponential parameter $E_{1}$ makes the exponential spectrum fit the experimental data. On the other hand the power law spectrum fits the data well. This result is confirmed if the data are analyzed in the simplified way described in section 3.1 and the spectrum plotted on logarithmic yraph paper. The data points lie very close to a straight line.
3.4.3 The calculations were repeated with different values for the parameters in the range-energy relation and the equilibrium fraction to check their effect on the spectral form.

Figure 3.7 compares power law spectra obtained assuming the values of the range-energy relation for oxygen and air. There is a change in intensity but little in the spectral shape. This is expected because


Figure 3.4 A diagram illustrating the variation of a pitch angle distribution as a function of atmospheric depth.


Figure 3.5 Counts per bin for three exponential form spectra
compared with a data sample.


Figure 3.6 Counts per bin for three power law form spectra compared with a data sample.


Figure 3.7 Counts per bin for a porer larf spectrum assuming range-energy relations for oxygen and air.
the rangenenergy relation has a power law form and there is very little difference between the exponents for the two gases.

Figure 3.8 compares the power law spectra obtained using the equilibrium fraction with the values given in Eq. 3.3 .1 and with the equilibrium fraction independent of energy. The spectral exponent is changed considerably but the power lav form is still apparent. Again this is obvious because of the quasi-power law form assumed for the equilibrium fraction.

The basic assumptions do not affect the conclusion that the spectrum has a power law form but do introduce some uncertainty in the values of the spectral parameters.

### 3.5 Values of the Spectral Exponent

A fit parameter has been generated to allow a numerical value to be assigned to the closeness with which the data fit a particular theoetical curve. The curve and the data points are plotted on separate pieces of tramsparent semilogarithmic graph paper and then overlaid until a close fit is apparent. The distance in millimeters of each point from the line is measured, being reckoned positive if the point is above the line. This distance is proportional to the logarithm of the factor by which the point must be multiplied to make it lie on the line. The relative positions of the data and line are adjusted until the sum of the deviations is zero. Then the deviations are multiplied by a number proportional to their distance from the center of the line. For example the point for bin 1 is -9 units from the center and bin 8 is +5 units away. The fit parameter is the algebraic sun: of these moments and is very sensitive to any relative tilt between the points and the theoretical curve. Doing this for several curves near the one that fits best


Figure 3.8 Counts per bin for a power law spectrun assuming tro different forms for the equilibriun fraction of protons $\mathrm{F}_{1 \infty}$.
enables interpolation of the exponent between the values at which the computations were carried out. The resultant accuracy is unvarranted because of the uncertainty of the fundamental assumptions in the computation, but the method provides a numerical basis for an otherwise subjective judgement.

The comparisons have been made for data averaged over 10 successive sweeps of the spectrum. The exponents obtained for these 10 sweep intervals throuqhout the flight are plotted in histogram form in Figure 3.9. There is an altitude variation in the exponent as well as time variations which can be attributed to the time changes shown in Figure 3.1. The depth for which the points are corrected is also shown in Figure 3.9.

There are several possible explanations of the altitude variation
(1) The range-energy relation is incorrect,
(2) The atmospheric model used to make the depth corrections is incorrect,
(3) Pitch angle scattering modifies the effective energy loss rate of the particles with height,
(4) The protons are not in equilibrium,
(5) The spectral exponent increases with increasing primary energy.

The effect of 1,2 , and 3 is to make the actual "depth" of the protons different from the depth for which the correction has been made. However, the spectral exponent increases even if the depth correction is not made, although the correction does enhance the effect.

With regard to 4 , it would be surprising if the protons were not in equilibrium at a depth where significant energy loss has been observed.

This leaves as the most likely explanation that the spectral exponent increases with energy. At apogee the detector is measuring particles


Figure 3.9 The spectral exponent averaged over 10 sweeps throughout the flight. The depth for which the corrections vere made is indicated for each point. The altitude variation of the exponent is apparent.
whose primary energies were in the range 4 kev to 26 kev . At 150 kms altitude the corresponding energy range is 10 kev to 35 kev .

The most meaningful measurement of intensity is the local proton intensity, uncorrected for atmospheric absorption or equilibrium fraction and averaged over the local pitch angle distribution. This quantity has been plotted in Figure 3.10 for the lowest energy bin, using 10 -streep totals. Energy bin 1 is the narrowest energy bin, and the impiicit assumption of a flat energy spectrum over its width is most nearly justified. The geometric factor of the bin is plotted in Figure 2.9. The relation between the local proton intensities and the primary proton beam intensity cannot be established with any certainty because it depends strongly on pitch angle, range-energy relation, and equilibrium fraction. 3.6 Errors in the Values of the Spectral Parameters

Experimental errors and errors in the fundamental assumptions must be considered. The main sources of experimental error are the statistical fluctuations in the data, the uncertainty in the values of the efficiency of the channel multipliers and the geometric factor of the analyzer. The respective values of the probable errors are estimated to be approximately $10 \%, 10 \%$ and $20 \%$. The last two are systematic errors because they affect all the data uniformly. The combined error is therefore $\pm 40 \%$ in the local proton intensities. The random error in the spectral exponent is of the order of $\pm 0.1$ based on visual examination of the fit between data points and theoretical curves. The effect of errors in the fundamental assumptions is harder to assess and depend on the confidence one has in the published experimental data and their extrapolation to the conditions in the upper atmosphere. Based on the calculations performed under different assumptions a limit of $r=-2.4 \underset{+.5}{-.2}$ is reasonable.


Figure 3.10 The local proton intensity in bin 1 averaged over 10 sweeps throughout the flight.

## CHAPTER 4 <br> PITCH ANGLE DISTRIBUTION OF THE PROTONS

It is not possible to find the pitch angle distribution of the protons with any precision because there are too few counts. In the analysis presented here an attempt is made to deduce the qualitative Seatures of the pitch angle distribution; specifically whether it is isotropic or not and, if not, whether the strongest intensities are near $90^{\circ}$ or $0^{\circ}$. The pitch angle coverage of the detector is shown in Figure 2.13. It is not a simple function of pitch angle but the diagram shows that the detector covers a wide range of pitch angles from $30^{\circ}$ to $100^{\circ}$. The detector samples some particles from more tnan $85 \%$ of the solid angle in the upper hemisphere so that there is some confidence that the data are truly representative of the total flux.

The spin cycle was divided into two equal phases and the counts in each were recorded separately. The relative pitch angle coverage of these two phases is shown in Figure 2.13. The ratio of the counting rates in the two phases is taken as the parameter characterizing the pitch angle distribution. Values of the ratio less than unity indicate pitch angle distributions with greatest intensities near $90^{\circ}$. The value of this ratio is plotted for 5 sweep totals for low energies (bins 1 through 5) and high energies (bin 6 through 10) against altitude in Figure 4.1. At apogee the ratio for high and low energies is significantly less than one. As the altitude decreases the ratio increases as expected because the particles with greater pitch angles are absorbed more readily. It is also obvious from the discussion in section 3.4 .1 that even at apogee the value of the ratio is considerably

greater than it would be above the atmosphere. The unexpected feature of the plot is that the ratio reaches a maximum value and then decreases at lower altitudes. Both high and low energy protons show the same effect but the peak in the ratio for the high energy protons is 15 kms higher. The error bars on the points in Figure 4.1 indicate the probable rrror derived from the number of counts involved in each measurement.

As a check on the significance of this observation the data were reanalyzed, this time splitting the spin modulation into two phases $90^{\circ}$ out of phase with the previous ones. The pitch angle coverage of these two phases is identical and the ratio should always be unity unless there is an azimuthal variation in intensity around the rocket. The resultant ratios are plotted against altitudc for the same two energy groups. iJo systematic variation is apparent. The value of the ratio averaged over the whole flight is given in table 4.1 .

Table 4.1
"Out-of-Phase" Pitch Angle Ratio

| Energy bins | Ratio | Probable Error |
| :---: | :--- | :---: |
| $1-5$ | 1.05 | $\pm .029$ |
| $6-10$ | 1.04 | $\pm .035$ |

A check on the chart used in the analysis showed that it had a bias that should give an average value of 1.01 for the ratio. The existence of a physically meaningful spin modulation is a further check on the reality of the data (section 2.9).

Some values of the ratio have been calculated issuing the results of the spectrum synthesis calculations. The pitch angle coverage function was approximated in $10^{\circ}$ intervals with the values given in Table 4.2. The calculations are unable to predict the intensity at $95^{\circ}$ in the lower hemisphere so the intensity was assumed arbitrarily to be the same as at $85^{\circ}$.

|  | Table 4.2 |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Pitch Angle Coverage |  |  |  |  |  |  |
|  | 35 | 45 | 55 | 65 | 75 | 85 | 95 |
| Phase 1 | 1.4 | 2.5 | 3.2 | 1.8 | 0.8 |  |  |
| Phase 2 |  |  | .4 | 1.4 | 3.2 | 3.0 | 1.7 |

The ratios for low and high energies were computed for two sample primary pitch angle distributions at two atmospheric depths. The results are tabulated in Table 4.3 and plotted in Figure 4.1.

Table 4.3
Computed Pitch Angle Ratios

| Energy Range <br> (bins) | Depth <br> Standard cms | Pitch Angle <br> Distribution | Ratio |
| :---: | :---: | :---: | :---: |
| $1-5$ | 0.9 | $\sin \alpha$ | 1.81 |
| $6-10$ | 0.9 | $\sin \alpha$ | 1.42 |
| $1-5$ | 1.8 | $\sin \alpha$ | 2.35 |
| $6-10$ | 1.8 | $\sin \alpha$ | 1.75 |
| $1-5$ | 0.9 | $\sin ^{4} \alpha$ | 1.04 |
| $6-10$ | 0.9 | $\sin ^{4} \alpha$ | .81 |
| $1-5$ | 1.8 | $\sin ^{4} \alpha$ | 1.35 |
| $6-10$ | 1.8 | $\sin ^{4} \alpha$ | 1.00 |

The spectral exponent was -2.3 .


The rate at which the ratio increases with depth is nearly the same for the calculations and the observed data. This agreement gives added confidence in the pitch angle observations. If a pitch angle distribution of the form $\sin ^{m}{ }^{\alpha}$ is fitted to the data then $m$ is slightly greater than 4 for the low energy protons and less than 4 for high energy protons. The main uncertainty in the value of $m$ lies in the uncertainty of the atmospheric depth of the rocket at apogee. It is obvious that the pitch angle distribution is very "flat". Most of the particles have pitch angles close to $90^{\circ}$.

The decrease in the ratio below 200 kms cannot be explained by absorption alone. Another physical process must also be important. The most likely candidate is pitch angle scattering. The data are consistent with a trend towards isotropy below 200 kms , indicating "strong" scattering. The convergence of the magnetic field lines also increases the pitch angles of all the particles but the magnitude of the effect is so slight as to be negligible. A numerical example shows this. The pitch angle of a particle at 220 kms which mirrors at 100 kms is $87^{\circ}$. The protons spend only about $1 / 3$ of the time with a charge so that the average change in angle is only $1 / 3 \times 3^{\circ} \approx \mathfrak{1}^{\circ}$.

Wax and Bernstein (1967) have made measurements of proton scattering in the laboratory which support the hypothesis. They found that the root mean square scattering angle of a proton beam after passing through a carbon foil 2 micrograms $\mathrm{cm}^{-2}$ thick is $60 / \mathrm{E}$ (kev) degrees for protons in the energy range between 3 kev and 10 kev . This is quite enough to maintain isotropy low in the atmosphere. The thickness of the foil used in the measurement was equivalent to 10 charge-exchange mean free
paths. The atomic number of carbon is close to the atomic numbers of atmospheric constituents so that the experimental data should be relevant.

One feature of the data does not seem to fit the hypothesis. The peak of the ratio for high energy protons is 15 kms higher than that of the low energy protons. The effects of strong scattering are noticed earlier in the high energy protons whereas the scattering angle is iniversely proportional to energy.

The significance of this observation is discussed in section 7.2.

TIME VARIATIONS IN THE PROTON AND ELECTRON FLUXES

### 5.1 Observations

Proton data for the entire flight have been plotted in Figure 3.1. It shows time variations which cannot be attributed to statistical fluctuations in the count rate although they are not much greater. In particular there are increases in the flux at $T+137,223$ and 243 seconds. The same features are obvious in both the low and the high energy protons. This confirms that there is a change in the particle flux because the two plots are statistically independent. The variations are greater in the low energy proton flux indicating changes in the spectral exponent which have already been noted in Chapter 3 . The most striking case was observed at $T+223$ saconds. The spectrum averaged over the 10 sweeps preceding this time has an exponent of (-2.1). For the 10 sweeps following the exponent is $(-2.5)$. This represents a considerable softening of the proton spectrum. The total energy precipitated increased.

As far as can be determined with the time resolution available, the changes occur simultaneously in the high and low energy proton fluxes. The high and low energies are observed alternately for 2 seconds each. The changes are always observed in adjacent samples. The maximum time difference between the two energy groups is thus two seconds. If the variation is a temporal variation (section 5.2) limits can be placed on the distance to the source of the modulation. The average energies of the two groups are approximately 8 kev and 19 kev . The maximum time
dispersion $\Delta t$ is 2 seconds and the maximum distance $d$ to the place where the modulation occurred is

$$
\mathrm{d}=\Delta t \frac{\mathrm{v}_{1} \mathrm{v}_{2}}{\mathrm{v}_{1}-\mathrm{v}_{2}} \quad \not \quad 7,200 \mathrm{kms} .
$$

where $v_{1}$ and $v_{2}$ are the velocities of the two groups. The distance is measured along the proton trajectory.

There is little evidence for a simultaneous change in the pitch angle distribution. In Figure 5.1 the pitch angle ratio is plotted with the total proton count rate. There is a hint that the ratio increases during the time when the two peaks in the proton flux occur between $T+223$ and 250 seconds.

The most interesting feature of the variations is that they correlate with changes in the electron flux. Figure 5.2 shows the 10 kev electron detector counting rate with the low energy proton count rate. There are similar features on both plots although the electrons show much more structure. The 2.5 kev electron detector on the other hand shows none of the variations, and the 5 kev electron detector shows some correlation although weaker than the 10 kev electrons. The event at $T+223$ seconds has been analyzed in some detail because the correlation is most striking. It is shown in Figure 5.3. Before the increase the spectrum above 5 kev can be characterized by a power law spectrum with an exponent of $\mathbf{- 0 . 9}$. After the increase in flux the exponent is -0.4 , a considerably harder spectrum. At 5 kev there is very little change in the counting rate. In sumary, when the electron spectrum hardens the proton spectrum softens. Associated with these spectral changes there is an increase in the precipitated energy of both electrons and protons.



Figure 5.1 The pitch angle ratio and the proton count rate in bins 1 through 5 plotted together. The altitude variation of the pitch angle ratio is apparent in this diagram.


Figure 5.2 The low energy proton counting rate compared with the 10 kev electron counting rate through the flight. Note that the electron ordinate is logarithmic while the proton ordinate is linear.





Figure 5.3 The counting rates of the particle detectors during the event which started at $T+223$ secs. The electron counting rates are plotted on a logarithmic scale and the proton count rate is plotted linearly. The electron spectra before and during the event are shown.

If the electrons and protons are modulated as part of the same process, the time dispersion between them can also be used to find the source. The dispersion is less than two seconds, setting an upper limit on d of 2500 kms .

### 5.2 Temporal and Spatial Variation

If the data are going to be interpreted correctly one must know whether the time variation seen by the rocket was a temporal or spatial variation in the aurora. There are three cases to be distinguished.
(1) When there is an increase or decrease in the precipitating flux occurring simultaneously over a region of space occupied by the rocket it is a temporal variation,
(2) When the rocket enters an auroral form whicn has maintained its brightness and position the variation is spatial,
(3) When a moving auroral form passes the rocket it is not clear whether the variation should be classified as temporal or spatial. If the movement of the form is caused by the convective drift of a tube of force within which the precipitation is occurring, then the effect is essentially spatial. If the movement is caused by the propagation of a precipitating agent, such as an electromagnetic wave, across the magnetic field, then the effect is temporal. In other situations the distinction is not clear. For example, it is not obvious whether smallscale folds and curls (Hallinan and Davis, 1970) are temporal or spatial.

The main interest in knowing whether the variation is temporal or spatial lies in interpreting time shifts between different velocity particles in terms of the distance to the source of the modulation. If this distance is known it may be possible to deduce the mechanism.

In principle the ambiguity can be resolved by making visual observations of the aurora and the rocket. This was done during this flight but the rocket is 100 kms above the aurora and unless both rocket and corresponding aurora are in the magnetic zenith of the observer it is almost impossible to relate the rocket measurements to the auroral observations. This is particularly difficult when the aurora is as widespread and structured as it was during the flight. No structure has been found to relate to the measurements here. A meridian scanning photometer was operated making observations of a number of auroral emissions including the hydrogen beta line. One meridian scan was completed each twenty seconds so that there were not enough data to follow temporal variations. No significant spatial variations were obscrved in the neighborhood of the rocket. The inherent noise level in the photometer was relatively high because the hydrogen emissions were very weak, so that changes of $50 \%$ in brightness over a small region might have been missed.

There is an added interest in resolving the ambiguity for the . protons because a narrow proton beam should be spread by the effects of charge-exchange. The neutral hydrogen atoms are not constrained to spiral around lines of force and so may travel large distances across the magnetic field. The particles maintain their pitch angle while neutral hydrogen so that those with large pitch angles may move considerable distances. Davidson (1965) made a calculation of the amount of spreading using the Monte Carlo method. He concluded that a narrow arclike structure in the primary proton beam would produce a visible form $2^{\circ}$ of latitude thick. Thus the edge of any proton structure, when observed low in the atmosphere, should appear to be of the order of

100 kms thick. If the scale size of the obscrved structures is calculated from the time scale and the horizontal vilocity of the rocket, values near 2 kms are obtained. In comparison, the gyroradius of a 10 kev proton with a pitch angle of $90^{\circ}$ at auroral alticudes is 270 meters. The observed thickness is about 10 gyroradii. If Davidson's calculations are correct, it is unlikely that the variation was spatial. It can be argued, however, that the atmospheric structure was not the same as in the model used by Davidson. If the atmospheric depth at an altitude of 220 kms is much less than has been estimated, then a significant fraction of the primary protons will not have made a chargechanging collision and will reflect the primary structure. It is not clear from Davidson's calculations how the spreading is affected by different atmospheric structures since only one model atmosphere was used. Additional insight can be gained from an analysis of the spreading of a proton beam to find out how atmospheric structure affects the width of the beam.

### 5.3 Spreading of a Proton Beam

The path of an alternately neutral and ionized hydrogen atom through the atmospherc consists of straight and spiral segments. Projected in the horizontal plane the segments are randomly oriented with respect to each other. The movement of the particle over the horizontal plane is a random walk. As the particle penetrates deeper into the atmosphere the straight segments become shorter because the mean free path decreases owing to increased density. Each atmospheric scale height that the particle penetrates causes the average length of the segment to decrease by a factor $1 / e$. The first straight segment, occurring
after the first charge-exchange collision made by the proton, has most effect on che spreading of the beam and will set the scale of the spreadIng. Subsequent seginents tracrase the tatal spreading but cannot change the order of magnitude. The distributtor of lengths of the first step for all particles is expected to be related to the atmospheric scale haight at the altitude where the proton makes its first collision. In the analysis below the relationship is calculated.

Let $P_{i}\left(x_{1}: x_{2}\right)$ be the probability that a particle in charge state $i$ goes from $x_{1}$ to $x_{2}$ without making a charge-exchange collision. The probability it will make a collision in an element of length dx is proportional to $n d x$., where $n$ is the atmospheric density. In the atmosphere

$$
n=n_{0} e^{-x / L}
$$

where $L$ is the atmospheric scale height, assumed here to be a constant. If $\lambda_{i}$ is the mean free path between charge-exchange collisions for particles in charge state $i$ at $x=0$ then the probability of a collision is


For a reason that is apparent below, the origin for $x$ is set at a point which the proton has a negligible chance of reaching without a collision. Therefore $\lambda_{1}$ is a very small quantity if the origin for $x$ is put at ground level.

If the particle is traveling in the negative $x$ direction

$$
P_{i}\left(x_{1}: x_{2}+d x\right)-P_{i}\left(x_{1}: x_{2}\right)=P_{i}\left(x_{1}: x_{2}\right) \frac{e^{-x_{2} / L_{d x}}}{\lambda_{i}}
$$

Therefore by integration

$$
\begin{aligned}
& P_{1}\left(\infty: x_{1}\right)=e^{-L / \lambda_{1} e^{-x_{1} / L}} \\
&\text { and } \left.P_{0}\left(x_{1}: x_{2}\right)=e^{\frac{L}{\lambda_{0}}\left(e^{-x_{1} / L} L e^{-x_{2} / L}\right.}\right)_{\text {if } P_{0}}=1 \text { when } x=\infty \\
& \text { when } x=x_{1}
\end{aligned}
$$

The probability of a particle starting at infinity making a collision $1 \rightarrow 0$ in $d x_{1}$ and subsequently $0 \rightarrow I$ in $d x_{2}$ is

$$
P_{1}\left(\infty: x_{1}\right){\frac{e}{\lambda_{1}}}_{1 / L}^{d x_{1}} P_{o}\left(x_{1}: x_{2}\right){\frac{e}{\lambda_{0}}}^{-x_{2} / L} d x_{2}
$$

Put $\quad x_{2}=x_{1}-\lambda$

$$
\mathrm{dx}_{2}=-\mathrm{d} \ell
$$

then the probability of a path length $\ell$ as a neutral is $p_{0}(\ell)$. Suppresm sing the suffix on $x$ and putting

$$
\begin{aligned}
A & =-\frac{L}{\lambda_{0}}\left(e^{\ell / L}-1\right)-\frac{L}{\lambda_{1}} \\
P_{0}(\ell) & =-\frac{e^{\ell / L}}{\lambda_{0} \lambda_{1}} \int_{\infty}^{0} e^{-2 x / L} e^{A e^{-x / L}} d x \\
& =\frac{e^{\ell / L}}{\lambda_{0} \lambda_{1}} \frac{L}{A}\left(e^{A}-\frac{1}{A}\left(e^{A}-1\right)\right)
\end{aligned}
$$

$A$ is always negative and $\lambda_{0}, \lambda_{1} \ll L$ if the origin is sufficiently remote. Therefore $e^{A}$ is a very small quantity and may be ignored in comparison with 1 or $1 / A$. Putting $\ell=n L$ to obtain a dimensioniess form

$$
p_{0}(n)=\frac{m e^{n}}{\left(m-1+e^{n}\right)^{2}}
$$

where $m=\lambda_{0} / \lambda_{1}=\sigma_{10} / \sigma_{01}$
The only energy dependence of the expression is through the ratio $m$. At $3 \mathrm{kev} \mathrm{m} \approx 9$, at $5 \mathrm{kev} \mathrm{m} \approx 5$ and at 25 kev m f 1.5. Figure 5.4 shows $P_{0}(n)$ for these three values of $m$. The average path length is $\langle n\rangle$

$$
\langle n\rangle=\frac{m}{m-1} \quad \log _{e} m
$$

which is shown in Figure 5.5 as a function of energy. It is of the order of unity.

For a particle with a pitch angle $a$, the effective scale height is $L / \cos \alpha$ and the horizontal distance the particle moves is therefore $<n>\sin \alpha(\mathrm{L} / \cos \alpha)=<\mathrm{n}>\mathrm{L}$ tan $\alpha$. Some typical values of L are given by Anderson and Francis (1966). At altitudes between 200 kms and 400 kms L ranges from 36 kms to 86 kms depending on time of day and solar activity. The horizontal spread of a proton beam, only a few mean free paths deep in the atmosphere, is of the order of tens of kilometers at least. The spreading is greater for large pitch angles so that measurements on the extreme edge of a proton structure should have a "flatter" pitch angle distribution.


Figure 5.4 The probability $\mathrm{P}_{\mathrm{O}}(\mathrm{n})$ that the first neutral hydrogen segment of a proton in the atmosphere will be of length $n$ where $n$ is in units of the local scale height.


Figure 5.5 The average length of the first neutral hydrogen segmont < $n>$ in units of local scale height as a function of proton energy.

### 5.4 Discussion

The analysis of the preceding section shows clearly that under normal circumstances spatial structure with a scale size of 2 kms will not be observed. There are a few possible explanations of the way a small-scale structure might be generated.
(1) The rocket may have been closc to the edge of a much larger change in intensity with a thickness of 50 kms or morc. A change like this would have been observed by the scanning photometer, but none was seen. In addition, the pitch angle ratio should decrease in the structure. In fact, if anything the ratio increases.
(2) The rocket may have been high enough to detect protons that had not made any charge-exchange collisions. The rocket would need to be only a few mean free paths deep in the atmosphere. On another occasion a significant flux of neutral hydrogen atoms was observed at 250 kms (Bernstein et al. 1969), which is above the apogee of rocket 18.15. It would be hard to axplain the increase at $I+135$ on this basis. It occurred at an altitude of 180 kms and it $1 s$ known from the pitch angle data that significant absorption had occurred above that altitude.
(3) The spatial structure may have been generated close to the rocket in a region where the mean free path is relstively small. The subsequent spreading would have a scale size of the order of the local mean free path. Any electromagnetic mechanism operating, at low altitudes like this would be inefficient because only a small fraction of the particles is charged.

Bernstein et al (1969) have also observed a time variation in the neutral hydrogen flux in an aurora. In the example they describe a decrease in the neutral hydrogen and electron fluxes was seen at the time the rocket passed through the boundary of a bright auroral form. It would seem to be spatial structure although the small scale size is difficult to explain.

Although the simple explanations of small-scale structure have been eliminated it is possible that it has a more exotic cause. In this case, however, the evidence is in favor of a temporal variation as the simpler hypothesis. If this interpretation is correct the time variations observed may correspond to pulsating effects observed to be occurring during the flight. Then the particle flux measurements indicate that the protons are also pulsating though with smaller changes in energy flux than the electrons (section 6.1).

## CHAPTER 6

ENERGY DISSIPATION IN THE SUBSTORM

### 6.1 Energy in Particle Precipitation

Particle precipitation is one way in which the substorm energy is dissipated. Another way, not discussed here but equally important, is the Joule heating associated with ionospheric currents. In this section the electron and proton energies are integrated over the spectrum and pitch angle distribution to obtain the energy flux into the atmosphere. Unfortunately the measurements of both the spectrum and pitch angle distribution are incomplete, but they enable a lower limit of the energy flux to be calculated. It is hoped that this represents the greatest portion of the energy flux. Some extrapolations have been made to give more meaningful comparisons, and by comparing the resultant energy fluxes with observations of the emitted light, it is shown that most of the energy has been accounted for.

Most of the pitch argle distribution is covered by the measurements (Chapter 4) but the pitch angle distribution is not accurately known. In the calculations it is assumed that the average intensity measured is representative of the intensity averaged over the pitch angle distribution, The average pitch angle, required to correct the proton intensities, is assumed to be $70^{\circ}$.

The energy flux is not constant so that two calculations are made at times in the flight when the energy flux is a minimum and a maximum, before and after the incriase in particle fluxes at $T+223$ secs respectively. As this was near apogee the correction to the proton intensity is a minimum.
6.1.1 Precipitated proton energy

The proton spectrum is

$$
n(E)=A E^{-r}
$$

The exponent $r$ and the proton intensity in bin 1 are given in Chapter 3. The spectral coefficient $A$ is obtainced by the following procedure. inc average energy of bin 1 is 4 kev. A 4 kev proton with a pitch angle of $70^{\circ}$ at an altitude of 225 kms (depth 0.9 standard cnis) had a primary energy of 5 kev . The proton intensity in bin 1 is corrected for the equilibrium fraction at 4 kev and used in equation 6.1 .1 , with the valik. of E set at 5 kev.

The energy flux ${ }^{q} p$ is obtaincd by intesrating the spectrum over energy and pitch angle

The energy limits, $E_{1}$ and $E_{2}$, for the energy range miasured are 3 lev and 30 kev. It is fairly certain that the proton spactrun extends to lower energies (Bernstein et al 1969) so the anergy between 1 kev and 3 kev has been calculated seperately by extrapolating the spectrua. . The energy flux above 30 kev for the spectrum :xtrapolated to infinity has also been calculated. The resuits are shorn in Table 6.1. The energy flux above 30 kev is not expected to be different in the two cases because the intensity at 30 kev does not change at $\mathrm{T}+223$ sec. The lower value of .13 ergs is more liliely to be accurate because the spectral exponent decreases at high energies (section 3.5).

Table 6.1
Proton Energy Flux

| Time | Energy flux ergs cm ${ }^{-2} \mathrm{sec}^{-1}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Spectrum | 1 kev-3 kev | $3 \mathrm{kev}-30 \mathrm{kev}$ | Above 30 kev |
| Sweeps 37-46 | $2.5 \times 10^{7} \mathrm{E}^{-2.1}$ | . 13 | . 23 | . 88 |
| " 48-57 | $7.2 \times 10^{7} \mathrm{E}^{-2.5}$ | . 31 | . 29 | . 13 |

Figure 6.1 shows a sample of raw data from the scanning photometer which made a south-north scan along the magnetic meridian (approximately the plane of the trajectory) in ten seconds. The hydrogen beta emission is essentially uniform, the only significant variation being caused by the variation of optical path length through the aurora with zenith angle. The intensity is approximately 70 Rayleighs (W. Stringer, private communication). According to these measurements it requires between 8.5 and 10.5 ergs $\mathrm{cm}^{-2} \mathrm{sec}^{-1}$ of proton energy to produce 1 kiloRayleigh of $H_{\beta}$ emission. Eather (1967) has derived a value of $16 \mathrm{ergs} \mathrm{cm}^{-2} \mathrm{sec}^{-1}$ per kiloRayleigh from experimental cross-section data, suggesting that the proton energy flux has been underestimated slightly here.
6.1.2 Precipitated electron energy. The same normalization procedure has been used to obtain primary electron intensitics except, of course, that no correction is necessary for atmospheric absorption or equilibrium fraction. The data show that the intensity decreases rapidly below 3 kev so the spectrum has not been extrapolated below 3 kev . The energy flux above 30 kev has not been calculated either because the extrapolated spectrum diverges at infinity. Other measurements above 30 kev summarized by Whalen and AcDiarmid (1969) show that there are relatively few high
energy electrons. They give an average exponint for the spectral data of -8.5 above 30 kev . The electron energy fluxes are tabulated in Table 6.2.

Table 6.2
Electron Encroy Elux
Time Spectrum Energy Flux (ergs $\mathrm{mm}^{-2} \mathrm{sec}^{-1}$ ) $3-30 \mathrm{kev}$ Sweep $41 \quad 7.7 \times 10^{7} E^{-0.9}$ 6.8

Sweep $48 \quad 3.8 \times 10^{7} \mathrm{E}^{-0.4}$ 13.5

From the scaming photometer data (Figure 6.1) the range of intensity of the 3914 cmission was 5 kiloaayleighs to 10 kilonayluigits. Daigarno ct al (1965) have calculated the production ratio of this emission linc, excited only by particle bombardment, as 1.2 erge $\mathrm{cm}^{-2} \mathrm{sec}^{-1}$ per kilo3ayleigh.

### 6.2 Extent of the Precipitation

From all-sky camera and rioneter measurements in Alaska during the substorm in which the rocket was launched, it is known that tive aver:ag electron precipitation was uniform over a region extending from Anchorage in the south to Barter Island in the north and from 300 kms west of Bettles to a point 300 kms east of Tok (Fig. 1.2). The area of this region is of the order of $10^{16}$ cias $^{2}$. The substorm startcd at 12.10 UT and the precipitation continued at the level observed during the flight for abou: one hour. Thus $3.6 \times 10^{20}$ ergs were precipitated over Alacka. If it is assumed that the conjugate aurora in the southern auroral zone was equally intense the total precipitated energy was approximitely $7 \times 10^{20}$ ergs.



| 1 | 1 | 」 | 1 | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $90^{\circ} \mathrm{S}$ | 0 | $90^{\circ} \mathrm{N}$ | $90^{\circ} \mathrm{S}$ | 0 | $90^{\circ} \mathrm{N}$ |
|  |  | ZEN | cle |  |  |

ESTER DOME, 17 MARCH $1 \geqslant 69$

Fipnre 6.1 Three sucrosive scons of the scanning photometer made at Ester Dome near College. The ordinate is proporitional to log (intensity). The tuo enissions do not have the same ordinate. The 5577 A emission is excited primarily by electron precipitation and tha f 857 A amfacinn hy nratan nrorintation alnono.

In Figure 6.2 the equatorial magnetic disturbance $D_{s t}$ is shown for the March 17, 1969 (K. Kawasaki private communcation). During the substorm $D_{s t}$ drops from $-27 \gamma$ to $-33 \gamma$. According to the formula given by Sckopki (1966) the ring current energy (mainly protons) has increased from $0.9 \times 10^{22}$ ergs to $1.1 \times 10^{22}$ ergs.

During the main phase of the magnetic storm which began with a sudden commencement at 0130 UT $D_{\text {St }}$ reaches a maximm negative value of 37 y making it almost directly comparable with the storm of July 9, 1966 for which Frank (1967) has published measurements of the distribution of ring current protons. They are probably very close to the distributions that exigted at the time of the flight of rocket 18.15 . At apogec the rocket was at an L value of approximately 6. Allowing for magnetospheric inflation which was nearly the same in both cases, the proton measurements of Frank in the equatorial plane at distances bctween 6 and $7 R_{E}$ (earth radii) should be close to the proton intensities in the tubc of force ending at the rocket. According to Frank (1967) the proton intensity at 6 to $7 R_{E}$ changes very little during the storm. The increases in trapped particlc energy which cause the main phase depression of the magnetic ficld occur between 3 and $5 R_{E}$. The energy density at 6 to $7 \mathrm{~K}_{\mathrm{E}}$ is about $10^{-7}$ ergs $\mathrm{cm}^{-3}$ (Fig. 6.3) which is greater than the equatorial magnctic ficld energy density at that position.

The volume of an equivalent dipole tube of force with $1 \mathrm{~cm}^{2}$ cross section at an altitude of 200 kms is $1.4 \times 10^{12} \mathrm{~cm}^{3}$ (Hanson and Ortenbenger 1961) so that if the energy density is constant throughout the tube there are 140,000 ergs of proton energy trapped in the tube. The trapped electron energy in the tube is about 56,000 ergs. Assuming an


Figure 6.2 The equatorial disturbance in the horizontal component of the Earth's magnetic ficld, $\mathrm{I}_{\text {st }}$, during the magnetic storm beginning at 0030 U.T. ilarch 17, 1969.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.


Figure 6.3 The energy donsity of trapped electrons and protons in the equatorial region during the magnetic sotra of July 9, 1966. (Frank 1967)
average precipitated energy flux of 10 ergs $\mathrm{cm}^{-2} \mathrm{sec}^{-1}$ for protons and electrons at each end of the tuide 72,000 erge was lost from the tube during the substorm. Only one tenth of tiis energy is precipitated as protons. The evidence from Frank's observations is that the intensities in the ring current at $6 \mathrm{R}_{\mathrm{E}}$ changc little during the magnetic storm. The conclusion is that there must be a significant injection of particle energy into the tube of force during the substorm, to replace the precipit: icd encrey mostly precipitated as electrons.

## CHAPTER 7

SUIMMARY AND DISCUSSION

### 7.1 Summary of Results

7.1.1 The primary proton beam. The primary proton beam has an energy spectrum of the form $\mathrm{AE}^{-\mathrm{r}}$ with r varying from 2.1 to 2.9. Near apogee the exponent averages 2.4 but it varies from 2.1 to 2.5 . At lower altitudes $r$ increases to 2.9 , implying that the spectral intensity above 30 kev decreases more rapidly.

The pitch angle distribution is "flat" in the sensu that directions near $90^{\circ}$ have the highest intensities. If fitted by a $\sin ^{m} \alpha$ form $m$ lies between 3 and 5 for protons less than 13 kev and between 2 and 4 for protons $13 \mathrm{kev}<\mathrm{E}<30 \mathrm{kev}$.

The proton energy flux has a lower limit ranging from 0.6 to 0.7 ergs $\mathrm{cm}^{-2} \mathrm{sec}^{-1}$.
7.1.2 Time variations. On a number of occasions in the flight the spectrum softens, in one case $r$ goes from 2.1 to 2.5 , and the flux increases for a short period. The changes are correlated with changes in the electron flux. The electron spectrum hardens and the flux increases. There is no time dispersion between different energies or between protons and electrons. If the change is temporal the source must be within 2500 kms. If the change is due to spatial structure its scale size is 2 kms which is much less than the minimum scale size calculated to be 30 kms .
7.1.3 Pitch angle variations. The variation of the pitch angle distribution with height is consistent with increased absorption
of protons near $90^{\circ}$ above an altitude of 190 kms . Below this altitude the pitch angle distribution tends to isotropy, probably as a result of strong scattering.
7.1.4 Other measurements. The only measurements of proton spectra below 10 kev in post breakup aurora are those of Bernstein et al. (1969) and Reasoner et al. (1968), all made at Fort Churchill in Canada at $L=8$. Bernstein et al. (1969) launched their rocket into the recovery phase of a negative bay with a maximum depression in the horizontal component of the Earth's field of 140 ganma. The proton spectrum, measured at small pitch angles, was power law in form with an exponent $r=3.2 \pm 0.2$. The intensities were of the order of $10^{8}$ protons $\mathrm{cm}^{-2} \mathrm{star}^{-1} \mathrm{kev}^{-1} \mathrm{sec}^{-1}$, and the H beta emission was 300 Rayleighs. It is interesting to note that the proton precipitation in this event was more intense, although the substorm was smaller than the one reported here.

Reasoner et al (1968) observed a relatively flat spectrum between 2 kev and 20 kev but the intensities increased rapidly at lower energies and decreased at higher energies. ine measurements of both Bernstein et al. and Reasoner et al show significant fluxes below 2 kev.

### 7.2 Effects of Pitch Angle Scattering

In calculations of the interaction of a proton beam with the atmosphere it has always been assumed that no pitch angle scattering occurs. Eather (1966) has argued based on wave mechanics that the scattering angle in a single collision will be less than $0.2^{\circ}$. The measurements reported inere, and the laboratory measurements of Wax and Bernstcin (1967) show clearly that the root mean square scattering angle is greater. In the atmosphere scattering apparently becomes important below 190 kms where the
pitch angle distribution rends to isotropy. This affects calculations of the profile of the $H$ beta emission line (Eather 1966, Veissberg 1966) and the height profile of the $H$ beta emission (Eather and Burrows 1966). Many of the protons are scattered back up the linc of force causing a red shift in the line profile of the $H$ beta emission observed in the zenith. The scattering observed during this flight is quite adequate to account for the observed red shifts. Veissberg (1966) commented that his data indicated strong scattering for low energy protons but he could not confirm it. The total effect of the scattering on hydrogen line profiles may be summarized as follows. Whatever the primary pitch angle distribution the profiles will be dominated by the isotropic intensity below 160 kms where most of the energy is lost. Above 190 kms the profile will consist primarily of emission from protons with pitch angles close to $90^{\circ}$. The integrated profile observed at the ground will be a mixture of the two with the lower height range dominating. The height dependence of the line profile will affect measurements of the height profile from a rocket which are usually made (Murcray 1966, Miller and Shepherd 1969, Wax and Bernstein 1970) with a photomultiplier and narrow interference filter. Since the passband is not wide enough to include all the $H$ bcta emission a correction based on an assumed line profile is necessary to obtain the total emission. Using a profile independent of altitude may introduce significant errors into the height profilc.

Calculations of the height profile of the $H$ beta emission are also affected because the amount of atmosphere traversed by a proton cannot be calculated simply if it is scattered. The calculations may have to be done by a Monte Carlo method as has been done for electrons (Maeda 1965).

### 7.3 Precipitation Miechanism

One of the questions to be answered in auroral physics is: what makes electrons and protons pricipitate into the atmosphere? If they were originally in a trapped orbit, why did they become untrapped and, if they were not, where do they come from and what made them appear in the atmosphere? The features of the precipitated flux, electron and proton, give some clues about the mechanism causing the precipitation. For example, a "flat" pitch angle distribution near the atmosphere is the signature of "weak" pitch angle diffusion (Kennel and Petschek 1966). The diffusion is caused by an interaction between particles and waves and is called "weak' because the precipitation rate is controlled by the wave intensity. The waves may be generated by an instability which depends on pitch angle anisotropy caused by the existence of a loss cone in the pitch angle distribution due to atmospheric absorption. The opposite limit of "strong" diffusion occurs when the wave intensity is strong enough to maintain isotropy in the loss-cone. Then the precipitation is controlled by the size of the loss-cone. In tais section the features of the particle precipitation are compared with a particular wave-particle interaction mechanism generated by loss-cone anisotropy which has been described by Swift (1968). The anisotropy in the ring current protons generates a convective electrostatic wave with the real part of the dispersion relation, the propagation characteristics, determined by the "cold" ionospheric background plasma. The phase velocity is closu to the speed of the ring current protons and very nearly perpendicular to the magnetic field. As a result the phase velocity parallel to the magnetic field is very much greater, comparable with the parallel velocity of auroral electrons. The
wave frequency is much less than the electron gyrofrequency so taat the electrons can only respond to the wave by moving parallel to the magnetic field or by drifting perpendicular to the magnetic field with velocity $|\overline{\mathrm{V}}|=|\overline{\mathrm{E} \times \bar{B}}|$. If the electron velocity parallel to the field is close to the parallel wave phase velocity it can resonate with the wave and be accelerated by it. The group velocity of the wave is nearly parallel to the field and as the wave propagates downwards into "cold" plasma of increasing density the phase normal becomes more nearly perpendicular to the magnetir field, and the parallel phase velocity increases correspondingly. The particle once in resonance with the wave may stay in resonance for a considerable distance and be accelerated by an amount many times greater than would be expected from the alectric ficld amplitudc of the wave (Gary, Montgomery and Swift 1968). The amount of acceleration depends on the phase at which the particle encounters the wave and the coherence of the wave (Swift 1970). The growth rate of the wave depends on the pitch angl: anisotropy of the protons and is greatest just above the atmosphere where their loss-cone is greatcst. The energy acquired by the electrons comis from the protons. The effect on the protons is to increase the pitch angle diffusion. The precipitated flux will have the following features. The electron flux will increase when thc proton flux increases. There is an energy below whicin there is no effect on the alectron flux because a minimum parallel anergy is needed for resonance. The proton pitch angle distribution is flat and little time dispcrsion between particles of different velocities would be observed at auroral altitudes. However, the actual time dispersion in this case would have little significance becaus the particles intcract with the wave over a distance comparable with the distance to the observation point.

These featurcs are all observed in the: precipitated flux reporced herc. Many important questions about the mecharism cannot be answered yet. For example, it is of great interest to know the relation between the electron and proton precipitated energy flux. In the observed event much more energy is precipitated by the electrons than the protons. Questions such as this require a non-lincar analysis of the mechanism. The answers are needed before a dofinite identification of the mechanism is made. When operating, the mechanism apparently provides an afficient means for converting trapped proton onorgy into precipitated electron energy. An increase of $10 \%$ to $20 \%$ in the precipitated proton anergy doubles the precipitated electron energy.

It should be noted that other wava-particle interactions were taking place at the same time and may have contributed to the precipitation. There are many periodic variations in the electron flux, often seen in only one energy channel at a time. In most cascs the effect on the total precipitation seems to be small. It is cluar that the plasma from which the particles come is highly disturbed with a wide spectrum of waves propagating through it.
7.4 Relationship between Proton Precipitation and the Ring Current

In recent investigations of the ring current a number of interesting morphological features have been revealed.

1. The ring current energy increases during a substorm (Davis and Farthasarathy 1967, Davis 1969, Akasofu 1969). Th. increase is also apparent in the variation of $\mathrm{D}_{\mathrm{st}}$ on March 17 ti .
2. The ring current in:reases asymmetrically with the greatest injccted proton intensities being observed in the evening-midnight sector (Frank 1970).
3. Most of the increase in the trapped proton fluxes is obscrved at $L=3 t<5 . \quad$ The proton intensity at $L=6$ to 7 remains close to the level it has in quiet times (Frank 1967).
4. The ring current has a sharp inner boundary which coincides with the plasmapause (Frank 1967, Russell and Thorn 1970).
5. The spectrum of ring current protons is relatively flat from 5-50 kev and is independent of L (Fig. 1.1 Frank 1967). When these results are combined with the measurements made by the rocket the following picture of the process develops.

Since the proton intensity is relatively constant at 6 to $7 \mathrm{R}_{\mathrm{E}}$ during quiet and active periods, and the energy density of the protons exceeds the equatorial magnetic energy density of the Earth's ficld (Fig. 6.3), it seems that the protons have reached the limit of stable trapping described by Kennel and Petschek (1966). Any further injection of energy into the proton distribution leads directly to precipitation and also possibly diffusion inwards. The spectrum of the trapped particles is flat over a wide energy range contrasting strongly with the precipitated proton spectrum which has the greatest intensities at low energies. The trapped spectrum is characteristic of the limiting mechanism and the precipitated spectrum may be characteristic of the injection mechanism. However, because some of the precipitated electron energy comes from the proton energy injection, the later need not be true. Protons are injected into the ring current during a substorm (item 1 above) and proton injection is occurring in the auroral substorm region. This leads to the hypothesis that the proton injection is linked spatially as well as temporally with the auroral substorm. The scanning photometer data (Fig. 6.1) snows then


Figure 7.1 The energy spectrum of protons in the equatorial region during a magnetic storm on July 9, 1065 at three different radial distances. (Frank 1067)
that the injection is occurring over a wide range of $L$ values; from $L=4$ to $L=8$ at least. At the lower $L$ values the intensity can build up, increasing $\left|D_{s t}\right|$, because the trapping limit has not been reached. The protons drift under the influence of the magnetic field gradients from where injection occurs in the midnight sector towards the evening sector causing the asymmetric portion of the ring current. Simultaneously they diffuse inward and as they cross the plasma pause, Cornwall et al. (1970) point out, the growth rate of ion cyclotron turbulence in the protons increases. They rapidly diffuse into the loss cone and are precipitated into the atmosphere.

It is not clear how the injected energy is split between protons and electrons. If it is mainly in the protons then some mechanism such as that described by Swift (1968) is necessary to extract energy from the protons to precipitate electrons. If it is split equally then the proton energy is trapped more efficiently.

The mystery in the process is the injection mechanism. To suggest that it is intimately connected with the auroral substorm does little to help because it is also a mystery.

### 7.5 Further Investigations

A number of further investigetions are suggested by these results. The observations reported here were exploratory in nature and can be improved considerably now the important parameters are known.

1. The interaction between the proton beam and the atmosphere needs measuring. This involves making measurements of the neutral hydrogen spectrum, the proton spectrum and pitch angle distribution as a function
of height up to at least 400 kms preferably in prebreakup proton aurora which presumably is less active.
2. Some effort should be devoted to recalculstion of line profiles of H beta taking into account pitch angle scattéring.
3. Accurate measurements of the electron and proton spectra and pitch angle distribution well above atmospheric effects are required to compare with the theoretical precipitation mechanisms.
4. The non-linear aspects of the precipitation mechanism need investigation to obtain the relation between the spectra and pitch angle distributions of the precipitated particles and the energy fluxes of protons and electrons.

This is not a complete list of all symbols used in the dissertation. Where a symbol has been used only once, and is defined at that place it has not been included in the list.

```
A - coefficient of differential energy spectrum
    B - magnetic field strength
    cms - centimeters
    cps - counts per sec
    D - atmospheric depth
    D st - Storm time magnetic disturbance field
    E - particle kinetic energy
    E - kinetic energy of particle in circular orbit in the
        cylindrical analyser.
    E l
    E
    ev - electron volts
    F im - equilibrium fraction of particles in charge
        state i where i = 1 for protons, 0 for atoms and \overline{1}}\mathrm{ for
        negative ions
    g(E) - geometric factor of cylindrical analyser
    h - optical transmission of wire mesh
    HB - hydrogen emission line at 4861\AA
    lig - mercury
    Hz - Herz - one cycle per second
    k - coefficient in range energy relation
```

LIST OF SYMBOLS Alld ABBREVIATIONS
(Cont'd)

```
kev - kilo-elcetron volts
kms - kilometers
L - atmospheric scale height
L - parameter labelling a magnetic field shell in the magnetos?here
    Approximately the geocentric distance at which the shell crosses
    the equator.
m - ratio of cross-sections }\mp@subsup{}{}{\sigma}10/\mp@subsup{\sigma}{01}{
mm - millimeter
mv - milli volts
msec - milliseconds
n - exponent in range-energy relation
n - length in units of scale height
pf - picofarad
r - exponent in power lav spectrum
RC - resistance - capacitance
N.e - earth radius (unit of distance)
secs - seconds
standard cms - unit of atmospheric depth equivalent to 1 cm in
                                    the gas at l mm llg pressure and 15* C
T+ - time since launch of the rocket
UT - Universal time
V - volts
\AA - Angstroms
```


## LIST OF SYIBOLS AivD ABBPEVIATIONS

(Cont'd)
${ }^{\circ} \mathrm{C}$ - degrees Celsius
a - pitch angle
$\gamma-10^{-5}$ gauss (magnetic field streng,th)
$\varepsilon$ - channel multiplier efficiency
$\lambda_{i}$ - mean free path at zero altitude for particles in charye state $i$
${ }^{c}{ }_{j i}$ - the cross section of charge chamsing collisions from charge state $\mathbf{j}$ to state i
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