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Abstract

An air-quality advisory tool (AQuAT) that combines mobile measurements of
particulate matter less than or equal to 2.5um in diameter (PM;s) with air-quality
simulations performed with the Alaska adapted version of the Community Multiscale Air
Quality (CMAQ) model was developed to interpolate PM;s-measurements into
unmonitored neighborhoods in Fairbanks, Alaska. AQuAT was developed as traditional
interpolation methods of interpolating the mobile measurements were unsuccessful. Such
a spatially differentiated air-quality advisory is highly desired in Fairbanks due to health
concerns of PM; 5, and the need to improve the quality of life.

The accuracy of AQuAT depends on the accuracy of the air-quality simulations
used for its database. Evaluation of these simulations showed that they captured the
observed relationships between PM, s-concentrations and major meteorological fields
(e.g., wind-speed, temperature, and surface-inversions) well. Skill scores for simulated
PM; s-concentrations fell in the range of modern models.

The AQuAT database can include information on the nonlinear impacts of various
emission sources on PM; s-concentrations. This benefit was illustrated by investigating
the impacts of emissions from point sources, uncertified wood-burning devices, and
traffic on the distribution of PM,s-concentrations in the neighborhoods. Sensitivity
studies on the effects of wood-burning device changeouts on the PM; s-concentrations
suggested that the emission inventory should be updated as soon as possible to capture

recent changes in the emission situation in response to the changeout program.



iv

The performance of AQuAT was evaluated with PM;s-measurements from
mobile and stationary sites, and with simulated PM; s-concentrations of winter 2010/2011
which were assumed to be “grand-truth” data. These evaluations showed that AQuAT
captured the magnitudes and temporal evolutions of the PM; s-measurements and the
“grand-truth” data well. The inclusion of wind-speed, wind-direction, and temperature in
AQuAT did not improve its accuracy. This result may be explained by the fact that the
relationships between meteorology and PM; s-concentrations were already captured by
the database.

AQuAT allows quick spatial interpolation after the mobile measurements were
made and provides error bars. It also allows for any route within the area for which a
database of simulated concentrations exists. It was shown that AQuAT can be easily

transferred for applications in other regions.
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Chapter 1 Introduction

Spatial interpolation of observed data to locations where no data is available is a
common application in air-quality studies. Such an application is needed by the Fairbanks
North Star Borough (FNSB) Air Quality Division to obtain a broad picture of the spatial
distribution of particulate matter less than or equal to 2.5um in diameter (PM, ) and to
serve for public air-quality advisories.

Health studies (Kappos et al., 2004; Dominici et al., 2006; Pope and Dockery,
2006), namely, have shown strong evidence linking premature death from heart and lung
diseases and exposure to PM;s. Adverse health effects of PM,s were found to be
associated with both long-term and short-term exposure (Miller et al., 2007; Delfino et
al., 2009). Evidence for increased risk of hospitalizations associated with the increased
PM, s-concentration were also found for Fairbanks, Alaska (State of Alaska
Epidemiology, 2010).

Due to these health concerns, and the need to decrease the health risk, the United
States Environmental Protection Agency (EPA) tightened its National Ambient Air
Quality Standard (NAAQS) for PM;s in 2006. The NAAQS requires that the 24h-
averaged PM; s-concentration at the 98" percentile in a year be less than 35pg/m’ on
average over three consecutive years, and the three-year average of the annual PM, 5 be
less than 15ug/m>. As a consequence of the tightened standard, EPA designated PM, s-
nonattainment areas to all regions that have violated the tightened PM; s NAAQS over a
three-year period, or when relevant information indicated that they contributed to

violations in nearby areas (EPA, 2012).



As observations indicated that PM,s-concentrations exceeded the NAAQS
periodically in Fairbanks, Alaska, during the past years (Tran and Mdlders, 2011),
Fairbanks was assigned a PM, s-nonattainment area in December 2009. As of July 20,
2012, Fairbanks is one of the 32 PM,s-nonattainment areas in the United States, and
Fairbanks is the only PM; s-nonattainment area in Alaska (EPA, 2012).

Collaborative studies have been performed by the Fairbanks North Star Borough
(FNSB), EPA, Alaska Department of Environmental Conservation, the National Weather
Service in Fairbanks, various contractors, and scientists of the University of Alaska
Fairbanks (UAF) to understand the meteorological and emission conditions that have led
to high PM; s-concentrations and PM“ exceedances, and to develop strategies to get
Fairbanks into attainment.

To obtain a broad picture of the PM;s-concentration distributions within the
nonattainment area and for public air-quality advisories, the FNSB expanded the
stationary monitoring network from one to five sites, and started measuring PM;s-
concentrations along roads in commercial and residential areas with instrumented
vehicles (referred to as sniffer hereafter; Figure 1.1) in winter 2008/2009 (FNSB, 2010).

Based on the observations at the State Office Building and in North Pole, the air-
quality index was  determined and published on a  webpage
(http://co.fairbanks.ak.us/airquality/aqual.aspx) to provide the current status of air quality
to the public. Furthermore, air-quality advisories are provided as needed to the public in

accordance with the observed air quality. The FNSB also found it desirable to interpolate


http://co.fairbanks.ak.us/airquality/aqual.aspx

these mobile PM,s-measurements into areas without data to provide a spatially
differentiated air-quality advice.

Methods for interpolating the measurements from a limited number of sites to a
broad spatial extent have been widely applied in both meteorology (e.g., Jeffrey et al.,
2001; Stahla et al., 2006; Garcia et al., 2008) and air-quality applications (e.g., Kinney et
al., 1998; Mulholland et al., 1998; Schwartz, 2001). The interpolation methods applied in
these studies used statistical techniques and were based only on measurements (called
traditional interpolation methods hereafter). Many traditional interpolation methods used
in air-quality applications have been reviewed, for instance, by Eberly et al. (2004), Li
and Heap (2008), and Deligiorgi and Philippopoulos (2011). These traditional
interpolation methods range from simple and non-geostatistical methods (e.g., nearest
neighbors, triangular irregular network, inverse distance weighting) to sophisticated and
geostatistical methods (e.g., kriging, artificial neural network). Wong et al. (2004)
evaluated the performance of four commonly used traditional methods in air-quality
applications including the spatial averaging, nearest neighbor, inverse distance weight,
and ordinary kriging in interpolating ozone and particulate matter with aerodynamic
diameter less than 10um (PM;o) from 739 ozone sites and 768 PM;y sites over the US
and its territories. The results showed that the performance of the four interpolation
methods hardly differed in areas where the monitor density was low, but dramatically
differed in high density monitoring areas. Here, the kriging method provided the least
bias. The choice of the search radius importantly affects the performance of the inverse

distance weight and the spatial averaging methods, while the kriging method may only be



applied in areas having a high density monitoring network (Wong et al., 2004). Deligiorgi
and Philippopoulos (2011) used the leave-one-out cross-validation method similarly to
the method applied by Wong et al. (2004). Herein, one site was selected as the target site
and the remaining sites were employed in the interpolation processes to interpolate the
value at the selected site. By applying this method, Deligiorgi and Philippopoulos (2011)
evaluated the performance of thirteen traditional methods using nitrogen dioxides and
ozone observations from eight sites in metropolitan Athens, Greece. The results showed
that the performance of the investigated traditional interpolation methods significantly
differed among sites, and no interpolation technique could be identified as the optimal
technique to provide the best performance. Therefore, Deligiorgi and Philippopoulos
(2011) concluded that the underlying transport mechanisms and chemical
transformations, which drive the spatial distribution of the air pollutants, are important
factors limiting the performance of the traditional methods.

While traditional interpolation methods are applicable in areas of sufficient data
density, their use may be problematic in areas of sparse data density (Eberly et al., 2004;
Wong et al., 2004; PaiMazumder and Mélders, 2009). The distribution of air pollutants
namely is a function of many factors such as atmospheric conditions, land-use, sources
(e.g., emissions, chemical reactions) and sinks (e.g., chemical reactions, deposition)
(Kramm et al., 1994; Clarke et al., 1997; Eberly et al., 2004; Elminir, 2005; Mdlders,
2011). These factors can vary substantially in space and time. Some traditional
geostatistical methods, such as kriging, adopt mathematical fitting techniques to best

describe the empirical behavior of the given observations; however, there is no



requirement for those fitting equations to be consistent with any underlying atmospheric
or physical processes (Eberly et al., 2004). Furthermore, the accuracy of the traditional
methods heavily depends on the density and the design of the monitoring network
(Eberly et al., 2004; PaiMazumder and Mélders, 2009). If a monitoring network does not
measure key features of a spatial region (e.g., no monitor is placed near point sources,
near a road, or in high population density area), then the traditional methods cannot
accurately describe those key features (Eberly et al., 2004). Thus, interpolating data from
sparse monitoring networks based alone on observation statistics may provide inadequate
results (PaiMazumder and Mélders, 2009).

In Fairbanks, the availability of PM, s-observations differs among seasons and
years. However, since winter 2008/2009, PM,s-concentrations have been typically
measured at the State Office Building (SB), Peger Road (PR), Pioneer Road (NCORE), in
the community of North Pole (NP), and at the Relocatable Air Monitoring System
(RAMS) trailer locations (Figure 1.1). The distances between the SB and RAMS, SB and
PR, and SB and NP sites are about 6.5km, 3km and greater than 20km, respectively. The
sniffer observations provided great spatial coverage over the area bounded by its route.
However, in a given drive, the route just covered a part of the PM; s-nonattaiment area
(e.g., a drive either covers Fairbanks or North Pole; Figure 1.1).

A typical variogram for PM; s-observations of the sniffer data indicates relatively
low spatial correlation for measurement-points that are greater than lkm apart (Figure
1.2). While a kriging interpolation can be performed for the sniffer’s measurements, it is

only representative for a limited horizontal area around the measurements (Figure 1.3).



When the kriging method was applied to extrapolate the sniffer’s measurement to the
entire nonattainment area, it produced an unrealistic spatial distribution of PM; s (Figure
1.3). This behavior occurred because the kriging method applied the spatial correlations it
determined for the monitored area (e.g., for Fairbanks (FB)) to extrapolate those
measurements to the areas without measurement (e.g., Badger Road (BG), Hill (HL); see
Figure 1.1 for locations) where the determined spatial correlations xﬁay no longer be
valid. In this case, the kriging method has no information on the underlying physical and
chemical processes that drive the spatial distribution of PM,s-concentrations in the
unmonitored areas.

Besides being inferred from the observations, the distribution of PMjs-
concentrations can be simulated by air-quality models which can produce 4-dimensional
distributions of the PM;s-concentrations and its components. However, there are
uncertainties associated with the results from air-quality models due to errors in
meteorological initialization, emissions, parameterizations, discretization and model
resolution (Fox, 1984; Mélders et al., 1994; Dolwick et al., 2001; Pielke, 2002; Tetzlaff
et al., 2002; Jacobson, 2005; Mdlders and Kramm, 2010). Despite such potential errors,
Fuentes and Raftery (2005) suggested that combining the outputs of an air-quality model
with observations could lead to improved interpolation results.

One of the earliest attempts in combining the two approaches was performed by
Taylor et al. (1985). They calibrated the outputs of the simple line-source model (Chock,
1978) with the carbon monoxide observations using the two-parameter Weibull-

distribution approach to estimate the distribution of air pollutants along a roadway in



Melbourne, Australia. The evaluation of the calibrated model predictions with
observations at another site revealed great agreement (Taylor et al.,, 1985). Recently,
Fuentes and Raftery (2005) suggested combining observations from the Clean Air Status
and Trends Network (CASTNET) with outputs from an air-quality model in a Bayesian
way to obtain a high-resolution sulfur-dioxide distribution over the US for model
evaluation. Their interpolation approach incorporated information on the emissions and
underlying driving physical and chemical processes. However, until now there has been
no preferred method to combine air-quality model outputs with traditional statistical
approaches for interpolating the spatial distribution of air pollutants.

This dissertation aims at developing an air-quality advisory tool that spatially
interpolates mobile measured PM, s-concentrations to locations where no measurements
are available. This tool will serve to create spatially differentiated public air-quality
advisories in areas where the monitoring is sparse with respect to mobile measurements,
and where there are many emission sources of different kinds. Given the fact that the
traditional interpolation methods exposed large uncertainty and do not perform well
under such conditions, the research hypothesis of this dissertation is that (1) the spatial
interpolation of PM; s-concentrations can be reasonably performed by an interpolation
tool that combines mobile PM; s-observations with outputs of an air-quality model that
includes all available information on sources and sinks of PM- s. This tool is referred to
as AQUuAT hereafier.

Obviously, the performance of AQuAT highly depends on how well the air-

quality models can reproduce the features observed in nature. Therefore, this dissertation



tests the sub-hypotheses that (2) the air-quality models can reproduce the observed
Seatures that drive the distribution of the PM; s-concentrations, and that (3) in addition to
the meteorology, the emissions from various sources influence the distribution of the
PM; s-concentrations. If these sub-hypotheses are confirmed, using data from air-quality
models can provide needed additional information to capture these influences when
performing the interpolation.

To prove the above hypotheses, four specific questions will have to be answered:

1) Under which meteorological conditions were the observed PM, s-concentrations
high and did PM; s-exceedances occur in the Fairbanks nonattainment area during
past winters? Which meteorological quantities are the key factors that affect the
PM; s-concentrations?

2) How well did the air-quality models used in this dissertation simulate the PM; s-
concentrations in Fairbanks? Are the simulations able to reproduce the observed
relationship between the meteorological conditions and PM; s-concentrations?

3) How do emissions from major sources (point sources, traffic, uncertified wood-
burning devices) affect the PM; s-concentrations in Fairbanks?

4) How good is the performance of AQuAT, developed within the scope of this
dissertation, for application in Fairbanks?

The answer to question (1) is important to assess whether or not the
meteorological conditions have to be considered directly in the development of AQuAT.
The answer to question (1) will also serve to validate whether the air-quality simulations

used in this dissertation can capture the typically observed PM;s-meteorology



relationships. To answer this question, the relationships between the meteorological
conditions and PM;s-concentrations in Fairbanks were investigated using ten years
(1999-2009) of observations from meteorological surface sites and radiosonde at the
Fairbanks International Airport, and the PM, s-site located at the Fairbank State Office
Building. This study provides valuable insight into the key meteorological quantities that
drive the PM,s-concentrations in Fairbanks during winter. The results of this
investigation are discussed in chapter 3.

When using air-quality simulation results as a database for AQuAT, the accuracy
of those simulations in simulating the meteorological fields and PM; s-concentrations is
important. The answer to question (2) helps to assess how well the air-quality models can
reproduce the characteristics of the observed meteorological fields and PM;;s-
concentrations, as well as the observed climatology of the PM;s-meteorology
relationships found from the answer of question (1). In this dissertation, the simulations
with the Alaska adapted (Molders et al., 2011) version of the Weather Research and
Forecasting model (WRF; Skamarock et al., 2008) inline coupled with chemistry
packages (WRF/Chem; Grell et al., 2005; Peckham et al., 2009) were performed and
evaluated by Mdlders et al. (2011; 2012). Additional evaluation was performed by me for
WRF/Chem as well as for the simulations that I performed with the Alaska adapted
WRF (Gaudet and Stauffer, 2010) decoupled with the Alaska adapted (Mdlders and
Leelasakultum, 2011) version of Models-3 Community Multiscale Air Quality (CMAQ;
Byun and Schere, 2006) modeling systems (WRF-CMAQ). The above simulations were

used for investigation of the contributions of emissions from various sources to the
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PM, s-concentrations (see question (3)) and to serve as a database for AQuAT (sce
question (4)). Their evaluation was performed with observations from meteorological
sites and aerosol monitoring sites, and other available data. These evaluation results and
their implications for the database and AQuAT development are discussed in chapter 4.

As long-range transport from other regions hardly affects the pollution in
Fairbanks (Cahill, 2003; Tran et al., 2011), PM;s-concentrations in Fairbanks mainly
originate from the many types of sources (e.g., point source, traffic, residential heating,
mining, etc.) as reflected by the emission inventory. These sources emit PM, s and its
precursor gases at different rates and locations. PM; s-concentrations are not only driven
by the emissions but also by physical and chemical processes (e.g., gas-to-particle
conversion, wet and dry deposition, advection). Therefore, there is a nonlinear
relationship between the emission strength and the resulting PM;s-concentrations.
Consequently, locations where the emissions are strongest are not necessarily those
where the PM; s-concentrations are highest in the nonattainment area.

The benefit of using air-quality simulations as a database for AQuAT is that doing
so includes information on the nonlinear effects of emissions from different types of
sources (beside the effects of the underlying physical and chemical processes) on the
distribution of PM, s-concentrations. The answer to question (3) is important to
understand how emissions from different types of sources affect the PMys-
concentrations, and thereby justify using air-quality simulations as a database for
AQuAT. For this purpose, the influences of point sources, uncertified wood-burning

devices, traffic emissions, and wood-burning device changeouts on PM; s-concentrations
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in Fairbanks are investigated. The importance of understanding the influence of the above
source-categories on PM; s-concentrations is discussed below.

Emissions from point sources are of great concern as the review of the National
Emission Inventory (NEI) of 2005 revealed that point-source emissions contributed up to
15% of the total PM, s-emissions in Fairbanks. Furthermore, unlike area and line sources,
point sources emit pollutants to various vertical levels depending on stack characteristics
and the local mixing height. The magnitude and radius of impacts of point-source
emissions on PM, s-concentrations, therefore, may differ among point sources depending
on their characteristics and the local meteorological conditions. Such heterogeneity of the
contribution of point-source emissions to the PM, s-concentrations cannot be captured by
measurements, especially in Fairbanks where no observed vertical profiles of PM, -
concentrations are available. On the contrary, air-quality simulations can provide the
complexity of the contribution of point-source emissions to the PM; s-concentrations. The
use of air-quality simulations as a database for AQuUAT to include such information will
be needed if point-source emissions play an important role in the distribution of PM; s-
concentrations. Therefore, understanding the influences of point-source emissions on
PM, s-concentrations in Fairbanks would justify the use of air-quality simulations as a
database for AQuAT.

The NEI2005 and NEI2008 showed that in Fairbanks and during winter, more
than 50% of primary PM, s-emissions originated from household heating, where 85% of
the emissions came from wood-burning devices. Houck and Broderick (2005) estimated

that EPA-certified wood-burning devices emit up to 87% less PM, s than uncertified
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ones. Because of the benefit of using certified wood-burning devices, the FNSB started a
wood-burning device changeouts in fall 2010 (Bohman, 2010). This changeout program
was supposed to reduce the PM; s-emissions and hence the PM; s-concentrations in the
Fairbanks nonattainment area.

The air-quality simulations, which serve as a database for AQuAT, used the
emission inventory for Fairbanks that was developed by the Sierra Research Inc. (pers.
comm., March 2011). This emission inventory is available on a 1.3km grid-increment and
was developed based on the bottom-up approach, and therefore is considered to be better
for fine resolution modeling than the NEI (applicable for 4km grid-increment at the
finest) that is based on top-down approach. Since the emission inventory for Fairbanks
was prepared for the year 2008, it does not include information on the emission change
imposed by the wood-burning device changeouts. If the uncertified wood-burning
devices have contributed appreciable amounts to the PM; s-concentrations, and the wood-
burning devices changeouts would reduce the PM;s-concentrations strongly, it may
affect the performance of AQuAT for applications in Fairbanks in winters after the
implementation of the program. Therefore, it is important to investigate the contribution
of the uncertified wood-burning devices to the PM; s-concentrations, and the effects of
the wood-burning device changeouts on the PM; s-concentrations in Fairbanks.

As the sniffer travels along the roads collecting data, the mobile measurements
include the background PM, s-concentrations combined with those concentrations that
could originate either from traffic emissions alone, or from the combination of traffic,

point-source and area-source emissions. The contribution of traffic emissions to the
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PM, s-concentrations may decrease quickly within 400m downwind of an actively used
road (e.g., Zhu et al., 2002; Reponen et al., 2003). This fact means that if traffic would
contribute appreciable amounts to the PM; s-concentrations, the mobile measurements,
which are impacted by the traffic emissions, could be substantially different from the
PM; s-concentrations in neighborhoods far from roads. In such a situation, the use of
traditional methods (e.g., kriging) to interpolate the mobile measurements into the
unmonitored neighborhoods would expose a large uncertainty. Thus, the use of air-
quality simulations as a database for AQuAT is necessary as it can capture the
heterogeneity caused by the contributions of traffic emissions to the PMs-
concentrations. Therefore, an investigation of the contributions of traffic to the PM; s-
concentrations is performed to assess the necessity of using air-quality simulation results
as a database for AQUAT.

To answer question (3), I analyzed the results of simulations of the reference and
experimental scenarios performed with WRF/Chem and WRF-CMAQ as described
above. In general, in a reference scenario, all emissions are as in the emission inventory
(i.e., no change) and then allocated in space and time. In the simulations to assess the
contribution of various emission sources to the PM; s-concentrations, the emissions from
the source-category of interest were shut off or were replaced by emissions from another
source-category at the emission inventory level prior to allocation in space and time. The
influences of point-source emissions, wood-burning device changeouts, emissions from
uncertified wood-burning devices in general, and traffic emissions on the PM;s-

concentration in Fairbanks are discussed in chapters 5, 6, 7, and 8, respectively.
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Based on the model results and findings of the sensitivity studies on the emission
impacts and the evaluation results, AQUAT can be developed to spatially interpolate
those observations into the areas without measurements.

Once AQuAT is developed, its accuracy has to be tested and assessed (question
(4)). Potential challenges in applying AQuAT and its transferability are also illustrated
and discussed critically. Results of this study are discussed in chapter 9.

Chapter 2 describes the model setup for the simulations, methods for model
evaluation, and analyses of the impacts of the various source-categories. Finally, chapter
10 provides the overall conclusions and recommendations for the implementation of

AQUAT in general and in Fairbanks in particular.
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Figure 1.1 PM; s-concentrations as measured in Fairbanks by the sniffer (lines of dots) on
(top) 01-02-2010 during the drive that started at 1404 Alaska Standard Time (AST) and
(bottom) 01-08-2010 during the drive that started at 0800AST with the street network
superimposed. In the top panel, SB, RAMS, PR, NP, NP-FIRE and NCORE represent the
locations of stationary PM, s-observation sites (see section 2.4 for descriptions). In the
bottom parnel, the Hill (HL), Fairbanks (FB), Badger Road (BG), North Pole (NP) areas
indicated by rectangules show the geographical regions of interest in the Fairbanks
nonattainment area that are discussed in subsequent chapters. Note that these regions are
not the actual administrative districts in the FNSB.
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Figure 1.2 Variogram of the PM, s-concentrations measured by the sniffer on 01-02-2010
during the drive that started at 1404AST. Values of the PM; s-observations in this drive
are shown in Figure 1.1. This variogram shows the empirical spatial correlation between
measurement points performed in this drive. The red dots represent the differences in
values (y-axis) of pairs of measurement points that are separated by a distance-lag h (x-
axis). The black line represents the spherical best-fit model for the variogram. This
variogram was typical for all drives performed during 12-27-2009 to 01-12-2010, and 01-
01-2011 to 01-30-2011.
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Figure 1.3 Interpolated PM;s-concentrations in the area covered by the sniffer
measurements (top) as obtained with the universal kriging method using the ESRI
ArcGIS Desktop v.10 and based on sniffer measurements during the drive on 01-02-
2010, and (bottom) the extrapolated PM, s-concentrations in the Fairbanks nonattainment
area as obtained with the same method and based on the same measurements. The red
polygon indicates the PM; s-nonattainment area. The black lines indicate the sniffer route.
Values of the PM; s-observations made during this drive are shown in Figure 1.1.
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Chapter 2 Methodology and experimental design

2.1 Model setups

The contributions of emissions from point sources, traffic, uncertified wood-
burning devices, and wood-burning device changeouts to the PM; s-concentrations at
breathing level in the Fairbanks nonattainment area were investigated by results from
simulations with all emission sources, and simulations wherein one of the aforementioned
emission sources was excluded. The reference scenario considered all emissions as they
were in the emission inventory (i.e., no change) and allocated in space and time by the
Alaska Emission allocation Model (AKEM; Mélders, 2009; 2010) or the Sparse Matrix
Operator Kernel Emissions model (SMOKE; Coast, 1996; Houyoux et al., 2000); in the
experimental scenarios, the emissions from the source-category of interest were shut off
or exchanged by the emissions from the replacement source-category at the emission
inventory level prior to allocation in space and time.

The numerical modeling systems used in air-quality studies typically have two
main components: the meteorology component that simulates the meteorological state
variables and fluxes, and the chemistry component that simulates the transport,
transformation and removal of chemical species. These main components of air-quality
models can be operated in “decoupled” or “coupled” mode, and each of these modes has
its advantages and disadvantages.

In the “decoupled” mode, the chemical quantities are driven by the simulated
meteorology without feeding back to the meteorology. This mode allows for the

simulation of the chemical fields under various emission-change scenarios without the
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need of re-simulating the meteorology. Therefore, using such a model approach saves
computational resources. For this reason, this mode is preferred in regulatory studies
(EPA, 2007; Grell and Baklanov, 2011). In addition, the simulations of the chemical
fields can be performed on different domain configurations from the same meteorological
simulation. However, this approach may lead to inconsistencies with consequences for
simulated air quality, or loss of potentially important information about atmospheric
processes (Molders et al., 1994; 1995; Grell et al., 2004; 2005). Traditionally, operational
air-quality modeling systems commonly apply the “decoupled” approach (Otte et al.,
2005; EPA, 2007; Grell and Baklanov, 2011).

In the “coupled” mode, the meteorological and chemical fields are simulated
concurrently in each time interval. Since the various chemical and physical processes
have different characteristic time scales, operator splitting is applied for each time
interval (Figure 2.1). This means that the individual processes are run with their own time
steps, and data is exchanged at defined time steps that are relevant for the processes. For
instance, at a 4km grid-increment, a model time step of 12s is chosen to fulfill the
Courant criterion for most of the physical processes while faster processes have to be
simulated using shorter time steps which are typically one order of magnitude smaller
than the model time step (i.e., 6s; Yamaguch and Feingold, 2012). For a 4km grid-
increment and when there are few or no convective clouds and insolation is low, a time
step of 4 minutes is sufficient for determining the radiative transfer (Dudhia, 2011). It is
recommended that the chemistry packages be called at the same time step as the physical

packages (Peckham et al., 2009). However, the chemical processes included in the
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chemistry packages are determined at their individual time scale
(http://ruc.noaa.gov/wrf/WG11/FAQ.htm). The data exchange made at defined time steps
permits feedbacks between the meteorological and chemical processes, such as cloud-
aerosols and radiation-aerosol feedbacks (Zhang, 2008; Chapman et al., 2009).

Outputs from one process are used to initialize values at the beginning of a
subsequent process. Fast processes in each process category can be determined at time
steps shorter than the time interval.

The feedback between the meteorological and chemical processes ensures
consistency in simulating both the meteorological and chemical processes as they are
performed with the same diffusion, advection, boundary layer, cloud and radiation
process configurations. Note that in decoupled mode, these processes are recalculated,
and sometimes even with different parameterizations (see Molders et al., 1994), to
determine the distribution of the chemical fields.

Considering feedbacks between meteorology and chemistry enhances the
accuracy in simulating both the meteorological and chemical fields (Grell et al., 2005;
Grell and Baklanov, 2011). However, it requires a complete recalculation of all
meteorological state variables and fluxes for each emission-change scenario. Therefore,
the “coupled” approach requires more computational resources and provides less
flexibility in testing various scenarios than the “decoupled” approach. The “coupled”
approach is favored in weather and climate research that investigates the interactions
between meteorology and chemistry, such as interactions between radiation transport and

aerosols (e.g., Chapman et al., 2009) or aerosols and clouds (e.g., Grell et al., 2011).
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This study used simulations performed with the Alaska adapted (Molders et al.,
2011b) version of the Weather Research and Forecasting model (WRF; Skamarock et al.,
2008) “coupled” with chemistry packages (WRF/Chem; Grell et al., 2005; Peckham et
al., 2009) version 3.1.1 to investigate the impacts of point-source emissions and
emissions from uncertified wood-burning devices on the PM, s-concentrations in the
Fairbanks nonattainment area. The Alaska adapted WRF/Chem was chosen for this study
as its performance had been evaluated frequently for Alaska conditions (e.g., Molders et
al., 2011b; 2012) and as it was the only air-quality model adapted for Fairbanks at the
beginning of my thesis work.

Tran and Mdlders (2011) showed that the distribution of PM; s-concentrations
differed among months during winter (chapter 3). In addition, EPA-recommended
emission allocations showed that emissions from point-sources and wood-burning
devices vary over the winter cycle. These findings mean that the contributions of
emissions from point-sources and wood-burning devices to the PM;s-concentrations
should be investigated for an entire winter cycle. As WRF/Chem simulations for
Fairbanks were already available for November 2005 to February 2006, and for October
2008 to March 2009 (Mdlders et al., 2011b; 2012), I used these simulations for this
purpose.

Note that, for the above purpose, the simulations with the Alaska adapted
WRF/Chem were performed with the emission of the National Emission Inventory (NEI)

of 2005 and 2008. These NEIs were the only emission inventories available at the time
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when these studies were performed. For applications with these NEIs, grid-increments
finer than 4km or so are not recommended (EPA, 2007).

To investigate the contribution of traffic emissions to the PM; s-concentration in
Fairbanks, I performed simulations using the Alaska adapted WRF version by Gaudet
and Staufer (2010) “decoupled” with the Alaska adapted (Mdlders and Leelasakultum,
2011a) version of Model-3 Community Multiscale Air Quality (CMAQ; Byun and
Schere, 2006) modeling systems — called WRF-CMAQ hereafter. The WRF-CMAQ was
chosen for this part of the study as it permits utilizing the high resolution emission
inventory (1.3kmx1.3km) that was developed for Fairbanks by Sierra Research Inc. and
prepared for simulations with WRF-CMAQ (T.R. Carlson, pers. comm., March 2011).
This emission inventory used the bottom-up approach. This approach is considered to be
better at fine resolution. Note that the NEI is based on a top-down approach. In addition,
at the 1.3kmx1.3km resolution, the emission inventory provided by Sierra Research Inc.
allows the WRF-CMAQ simulations to be performed at this fine horizontal resolution. In
simulations at such resolution, the scale of the traffic emissions and their impacts on the
PM; s-concentrations are better represented than in the simulations at the lower resolution
required by the use of NEI. More importantly, air-quality simulations at high resolution
(1.3kmx1.3km as in this study) are needed for AQUAT which is aimed for the public air-
quality advisories.

At this time, CMAQ is considered to be one of the regulatory models recognized
by EPA. Prior to the work of Molders and Leelasakultum (2011a; 2012), air-quality

studies for the Fairbanks area were only performed with the Alaska adapted WRF/Chem
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(e.g., M&lders et al., 2011b; 2012; Leelasakultum et al., 2012; Tran and Mdlders, 2012a;
b). Besides being used for the investigation of the contributions of traffic emissions to the
PM; s-concentrations, and to serve as a database for AQuAT, the WRF-CMAQ
simulations used in this study also provide an opportunity to further evaluate the
performance of the Alaska adapted WRF-CMAQ in simulating air quality for Fairbanks.

As the emission inventory for Fairbanks (Sierra Research Inc., pers. comm.,
March 2011) showed that traffic emissions marginally differ over the winter cycle, their
contributions to the PM;s-concentrations in the Fairbanks nonattainment area were
investigated for two episodes: episode 1 (December 27, 2009 to January 11, 2010), and
episode 2 (January 1 to 30, 2011). During these two episodes, the observed PM;s-
concentrations frequently exceeded the NAAQS at the official monitoring site at the State
Office Building or other sites.

Note that the emission inventory for Fairbanks that was used for the WRF-CMAQ
simulations in this study was not available at the time when studies with WRF/Chem
simulations were performed. Nevertheless, evaluations of WRF/Chem and WRF-CMAQ
simulations performed for Fairbanks show relatively similar skill scores despite the
differences in the model setups (M&lders and Leelasakultum, 2011b; see also section
4.2). Therefore, the WRF/Chem and WRF-CMAQ simulations used in the studies of this
dissertation still allow for the investigation of the contributions of point source,
uncertified wood-burning devices, and traffic emissions to the PM; s-concentrations in

Fairbanks.
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A detailed description of the model setup of the Alaska adapted WREF/Chem is
given in section 2.1.1 and Médlders et al. (2011b, 2012). The detailed description of the
model setup of the Alaska adapted WRF-CMAQ is given in section 2.1.2 and Tran et al.

(2012). The emission inventories used for these simulations are described in section 2.2.

2.1.1 Alaska adapted WRF/Chem

WRF/Chem is a state-of-the-art Eulerian model and is widely used in atmospheric
pollution and air-quality research (Jacobson et al., 2007; Rosenfeld et al., 2007; Ying et
al., 2009; Mélders et al., 2010; 2011b; 2012; Zhang et al., 2010a; b; Tran et al., 2011).
WRF/Chem is fully compressible and uses the Euler non-hydrostatic equations. Its dry
hydrostatic-pressure terrain-following vertical coordinate permits the stretching of the
grid-layers. This stretching helps to capture the stronger gradients of meteorological and
chemical fields in the atmospheric boundary layer where most of the emissions occur.
WRF/Chem uses an Arakawa C' (Arakawa and Lamb, 1977) staggered horizontal grid
(Figure 2.2).

Simulations with the Alaska adapted WRF/Chem were performed from
11/01/2005 to 2/28/2006 (Mdlders et al., 2011b), and from 10/01/2008 to 3/31/2009
(Mélders et al., 2012). The simulation results were investigated for the contribution of
emissions from point sources (Tran and Mélders, 2012a), wood-burning device

changeouts (Tran and Mélders, 2012b), and uncertified wood-burning devices in general,

1Note that staggered grids provide more accurate results at fine resolutions than do
unstaggered grids, for instance, an Arakawa A grid (Warner, 2011).
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to the PM;s-concentrations in the Fairbanks nonattainment area. The emission
inventories used for these simulations are discussed in section 2.2.

The domain of interest for the analysis encompasses the Fairbanks nonattainment
area and its adjacent land with 80x70 grid-cells and a 4km increment (Figure 2.3). There
are 28 stretched vertical layers from the surface to 100hPa. The first layer is 8m thick
above the ground and is referred to as the breathing level, hereafter. There are 10 layers
below 1km.

The 1°x1° and 6h-resolution global final analyses data obtained from the National
Centers for Environmental Prediction was downscaled to provide the meteorological
initial and boundary conditions. Initial soil and snow conditions were also downscaled
from this data.

The meteorology was initialized every five days. As discussed by Mdlders (2008)
and Molders et al. (2011b), the performance of the 120h forecast lead was only slightly
different from those of the 24-, 48-, 72-, and 96-h forecast leads over Interior Alaska.

The initial conditions for the chemical fields are the distributions achieved from a
simulation started with background concentration profiles 14 days prior to the beginning
day of the episode of interest. Since Fairbanks is the only major emission source in the
area, typical Alaska background concentrations served as the chemical boundary
conditions. Note that observational studies (e.g., Cahill, 2003) and modeling studies (e.g.,
Tran et al., 2011; Mélders et al., 2012) showed that advected concentrations of PM; s are

small (an order of magnitude less) compared to the NAAQS.
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The selected physical packages used in this study were based on experience from
previous studies that had provided acceptable simulations of Alaska winter conditions
(e.g., Chigullapalli and Mélders, 2008; Molders, 2008; Mdlders et al., 2010; Mdlders and
Kramm, 2010; Yarker et al., 2010). Their parameterizations and the modifications made

to WRF/Chem for Alaska conditions are briefly discussed in the following sections.

2.1.1.1 Physical packages

Cloud and precipitation processes were calculated by the WRF Single-Moment 5-
class (WSMS5) scheme (Hong et al., 2004; Hong and Lim, 2006). This scheme considers
mixed-phase cloud microphysical processes and includes five categories of hydrometers:
vapor, rainwater, snow, cloud-water and cloud-ice. Super-cooled cloud-water droplets
and cloud-ice are allowed to co-exist at temperatures below the freezing point.

Cloud formation through deep and shallow convection was treated using the
Grell-3D scheme, which is the modified version of the ensemble scheme developed by
Grell and Dévényi (2002). In this scheme, several simulations of convective clouds with
different entrainment/detrainment rates of downdraft/updraft and precipitation
efficiencies are performed as ensembles in each model grid-column. A statistical
technique is then applied to average the outputs and provide feedback to the model. By
default, equal weight averaging is applied (Skamarock et al., 2008). The Grell-3D scheme
allows subsidence effects to spread into neighboring grid columns. This modified scheme
is suitable for horizontal grid-increments <10km (Skamarock et al., 2008) and is therefore

suitable for use in this study where the horizontal grid-increment is 4km.



32

The exchange of heat and moisture at the land-atmosphere interface was treated
with a modified version of the Rapid Update Cycle (RUC) scheme (Smirnova et al.,
2000). The RUC takes into account the phase changes of soil water. Given the fact that
the Fairbanks area is underlain by permafrost or discontinuous permafrost this feature is
important for this study. The RUC’s multi-layer soil mode! expands from the Earth’s
surface to 300cm depth. The RUC also has a multi-layer snow model with features such
as changing snow density, snow depth and temperature dependent albedo, and melting
algorithms applied at both the snow-atmosphere interface and the snow-soil interface.
Note that such features permit better simulation of the exchange of heat and moisture at
the end and beginning of the snow season and for moderate snow layers (Frohlich and
Molders, 2002; Moélders et al., 2008).

The turbulent transports in the Atmospheric Boundary Layer (ABL) and in the
free atmosphere were determined by the Mellor-Yamada-Janji¢ scheme (Mellor and
Yamada, 1982; Janji¢, 2002). This scheme determines the flux profiles within the ABL
and provides tendencies of temperature, moisture, and momentum. To determine the
ABL height, the Mellor-Yamada-Janji¢ scheme uses a prognostic equation for the
turbulence kinetic energy (TKE) as a closure. Under stable atmospheric conditions, the
Mellor-Yamada-Janji¢ scheme determines the ABL height based on the requirement that
the ratio of the variance of the vertical velocity deviation and TKE cannot be smaller than
an empirical critical value (Janji¢, 2002). Note that in this study, simulations were
performed for Fairbanks in winter when extreme stable conditions dominated and

buoyancy was marginal (Md6lders and Kramm, 2010).
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Atmospheric radiative transfer was determined by the Rapid Radiative Transfer
Model (RRTM; Mlawer et al., 1997) for long-wave radiation and by the Goddard scheme
for shortwave radiation (Chou and Suarez, 1994). These schemes have been found to
provide good results for Alaska (e.g., Chigullapalli and Mé&lders, 2008; Méolders and
Kramm, 2010; Hines et al., 2011) and allow consideration of various species, aerosols
and cloud species. The RRTM is a spectral-band scheme that uses the correlated-k
method. This method is based on the concept that the spectral transmittance is
independent of the order of the absorption coefficient (k) for a given spectral interval and
hence the wave-number domain may be converted to the k-domain in the integration.
This approach determines the radiative transport with reasonable accuracy (Mlawer et al.,
1997), and greatly reduces the computational time. The RRTM takes into account cloud
optical depth, and the absorptions and emissions of gases including water vapor, ozone,
CO; and trace gases (e.g., methane, nitrous oxide and the common halocarbons).

The k-distribution approach is also adopted in the Goddard shortwave scheme.
This scheme considers 11 spectral bands including the visible range and surrounding
wavelengths, and includes water vapor, carbon dioxide, and ozone as the main absorbers
of terrestrial shortwave radiation. Shortwave radiation fluxes are calculated under
consideration of the absorption, reflection and scattering effects of atmospheric gases and
aerosols. The upward shortwave radiation flux by reflection from the surface is also taken
into account. Surface albedo is determined depending on land-use type and the fractional
snow-cover if snow exists. Note that a continuous snow cover exists most of the time for

the episodes examined here.
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2.1.1.2 Chemistry packages

Gas-phase chemistry is treated by the Regional Acid Deposition Model (RADM;
Chang et al., 1987) upgraded gas-phase mechanism (RADM2; Stockwell et al., 1990).
The RADM?2 mechanism considers 21 inorganic and 42 organic species, and 156
chemical reactions. Inorganic reactions and rate constants follow DeMore et al. (1988).
Reactions with hydroxyl radicals and nighttime chemistry of nitrate are also taken into
account. Volatile organic compounds (VOCs) are grouped into 26 groups of stable
organic compounds and 16 groups of organic short-lived intermediates (peroxy radicals).
Their reaction mechanism follows Middleton et al. (1990), which is based on the species’
oxidation reactivity and emission magnitudes. As is common practice in air-quality
modeling, most emitted organic compounds are lumped into surrogate species of similar
reactivity and molecular weight (Stockwell et al., 1990). Photolysis rates are calculated in
accordance with Madronich (1987). In total, 21 photo-chemical reactions are considered.

Dry deposition of trace gases is treated following Wesely (1989) with the
modifications for Alaska introduced by Moélders et al. (2011b). The dry deposition
scheme includes sulfur dioxide, ozone, the nitrogen oxide group, sulfate in the gas phase,
and other trace gases. The deposition velocity of the gases is determined as the function
of aerodynamic resistance, the sublayer resistance and the bulk surface resistance. In this
study, the bulk surface resistance is determined using the winter values as in Interior
Alaska, October through March are the cold season months. The bulk-resistance is
determined based on the respective land-use types with consideration of other factors

such as surface temperature, stomatal resistance to environmental conditions, the wetting
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of the surface by dew and rain, and the covering of the surface by snow. The
modifications for dry deposition on snow that were introduced by Mélders et al. (2011b),
follow Zhang et al. (2003). Further modifications introduced by Mélders et al. (2011b)
take into account that the stomata of some Alaska vegetation are still open at -5°C.
Aerosols in the atmosphere may stem directly from emissions (primary aerosols)
and/or from gas-to-particle conversions (secondary aerosols) that occur under the
presence of precursor gases and appropriate atmospheric conditions. In this study, the
Secondary Organic Aerosol Model (SORGAM; Schell et al., 2001) and Modal Aerosol
Dynamics Model for Europe (MADE; Ackermann et al., 1998), known as
MADE/SORGAM served to describe the aerosol dynamics, chemistry and physics
including inorganic and secondary organic aerosol, and wet and dry removal processes of
aerosols. In MADE, the sub-micrometer aerosols are distributed into two overlapping
lognormal modes. MADE considers nucleation and emissions as sources, and
coagulation, condensation, transport, and deposition as processes modifying the aerosol
population in the atmosphere. The aerosol chemistry of MADE currently involves sulfate,
nitrate, ammonium, and water components in the aerosol phase. In SORGAM, the gas-to-
particle partitioning of reactive organic gas compounds is simulated as an absorption
process into the organic mass on the aerosol particle assuming the formation of a quasi-

ideal solution (Schell et al., 2001).



36

2,1.2 The Alaska adapted WRF-CMAQ

The selection of the physical packages (Table 9.1) for the WRF simulation in the
WRF-CMAQ Alaska adapted version (Mdlders and Leelasakultum, 2011a) are as those
selected in the WRF/Chem simulations of which the detailed description was given in
section 2.1.1 but follow the domain setup of Gaudet and Stauffer (2010).

In this study, the WRF simulations were performed on three one-way nested
domains (Figure 9.1) which have 38 full vertical layers following Gaudet and Stauffer
(2010). The outermost and largest domain (domain 1) is centered at 64.92749N and
147.957W and encompasses Alaska, parts of Siberia, the North Pacific, and the Arctic
Ocean with 400x300 grid-cells of 12km increment. Domain 2 covers central Alaska with
201x201 grid-cells of 4km increment. The inner most domain covers the Fairbanks
nonattainment area and the western part of it with 201x201 grid-cells of 1.3km increment
(Figure 9.2). In this configuration, WRF simulations were performed concurrently in all
three domains. The boundary conditions for the inner domain were taken from the
simulation of its parent domain and no feedback to the parent domain was allowed. This
setup helps to smoothly downscale the boundary conditions for domain 3. The initial and
boundary conditions for domain 1 stemmed from the 1°x1°, 6h-resolution National
Centers for Environmental Prediction global final analysis data. In total, 13 vertical layers
were within 1km above ground level, and the thickness of the lowest layer was 4m.

Nested domain configurations are commonly applied in studies where the
domains of interest require high resolution (e.g., Fierro et al., 2009; Loughner et al.,

2009). Such setups proved themselves to provide better accuracy than simulations
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without nested domains (e.g., Shu-Chang et al., 2006). The meteorological initial
conditions for all three domains stemmed from the same global final analysis data and
were re-initialized every five days similar to the procedure applied in the WRF/Chem
simulations. In contrast to Gaudet and Stauffer (2010), the WRF simulations in this study
were performed in retrospective forecast mode (i.e., neither analysis nor observational
nudging was applied). This mode allows freedom in the simulations (i.e., not being
constrained by nudged meteorological fields) and avoids potential errors due to the sparse
observational network in Alaska which could happen if observational nudging was used.

The chemical and aerosol processes, transport, diffusion, and removal of species
were simulated by CMAQ version 4.7 for the finest resolved domain (i.e., domain 3) and
driven by the meteorological fields simulated by WRF for domain 3. The CMAQ domain
is one grid-cell smaller to each side of the WRF domain 3 due to the fact that those
outmost grid-cells serve as boundaries for the CMAQ domain.

The Meteorology-Chemistry Interface Processor (MCIP; Byun et al., 1999) with
modifications introduced by Mdlders and Leelasakultum (2011a) serves as an interface to
translate and process outputs of WRF and to provide needed inputs to the CMAQ
Chemical Transport Model (CCTM). MCIP provides flexibility in incorporating outputs
from various meteorological models into CCTM. It takes care of issues related to data
format translation, unit conversions, and if needed, performs extraction or interpolation of
meteorological data on different domain configurations to the target CCTM domain

(Byun et al., 1999). In this study, CCTM operated on the same domain configuration and
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projection as WRF in domain 3. Parameters needed by CCTM, but not provided by WRF
were diagnosed via MCIP.

Gas-phase chemistry was treated in CCTM by the Carbon Bond mechanism
developed in 2005 (CB05; Yarwood et al., 2005) which is the updated version of the
Carbon Bond mechanism IV (Gery et al., 1989). The CBOS5 considers 51 chemical species
and 156 reactions. Inorganic species in CB0S include carbon monoxide, ozone, various
inorganic nitrogen compounds, sulfur dioxide, sulfuric acid, hydroxyl, and nitrate radical
compounds. Unlike the RADM2 mechanism, the CB05 mechanism groups the organic
compounds (except those which are treated explicitly) according to their carbon bond
type (e.g., single bonds, double bonds, carbonyl bonds) and treats them similarly
regardless of the molecules in which they occur. Noticeable updates in CB0OS from its
predecessor include updated reaction rate constants and photolysis rates, extended
inorganic and organic reaction sets, and more species (Yarwood et al., 2005).

Aerosol chemistry was treated in CCTM by the fifth-generation CMAQ aerosol
model (Binkowski and Roselle, 2003) which is based on the modal aerosol modeling
approach. The aerosol chemistry module applied in CCTM and the MADE applied in
WRF/Chem share common features. As in MADE, in CCTM, particles are grouped into
Aitken, accumulation and coarse modes assuming log-normal distribution. Currently, the
Aitken and accumulation modes may interact with each other through coagulation but
interactions with the coarse mode are not allowed (Binkowski and Roselle, 2003).

For AQuAT, the horizontal increment of the database was to be 1.3km. Therefore,

aerosol processes in clouds were treated by the resolved cloud module considers
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scavenging, aqueous chemistry, and wet deposition. Aqueous chemistry is treated
following the approach applied in RADM (Chang et al., 1987). Secondary organic
aerosols are treated in CCTM based on SORGAM (Schell et al, 2001) with
modifications in gas-phase chemistry yields and saturation concentrations for aromatics,
terpenes, alkanes and cresols as described in Byun et al. (1999). The aerosol module of
CCTM treats secondary organic aerosols from anthropogenic and biogenic emission
sources separately.

Dispersion of the chemical species is driven by transport processes which consist
of advection and diffusion. Horizontal and vertical advections were treated using the
global mass-conserving scheme (Yamartino, 1993) following the recommendations of
Mélders and Leelasakultum (201 1a). This scheme is based on the local grid-cell-centered
polynomials approach to determine the flux transport through grid-cells of various
thicknesses while ensuring mass-conservation. Horizontal diffusion was determined
based on the diffusion coefficient derived from local wind deformation (Byun and
Schere, 2006). Vertical diffusion was calculated using the K-theory approach which is
suitable for simulations where the scale of turbulent motion is smaller than the scale of
the mean motion. This condition commonly occurs under stable or neutral static stability
conditions (Pleim and Chang, 1992).

I used the model with the modifications for Alaska conditions described in
Mélders and Leelasakultum (2011a). They included slightly lower minimum and
maximum thresholds of the eddy diffusivity coefficients (K,) than the original CMAQ,

and a decreased minimum mixing height from (50m to 16m) as observed in Fairbanks
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(Wendler and Nicpon, 1975). Dry deposition of aerosols was treated in CCTM using the
second-generation CMAQ aerosol deposition velocity routine (Byun et al., 1999). In this
study, the CCTM used the dry deposition module with the modifications introduced by
Molders and Leelasakultum (2011a). These modifications, among other things, consider
dry deposition on various types of tundra, modified plant specific parameters following
Erisman et al. (1994), reduced thresholds for photosynthesis activity (Mélders et al.;
2011b), and modifications in the formulation of dry deposition over snow (Md&lders et al.;
2011b) that is based on Zhang et al. (2003).

As previous studies (e.g., Cahill, 2003; Tran et al., 2011; Mﬁlders et al., 2012)
showed that the PM; s-concentrations in Fairbanks were hardly impacted by long-range
transport from other regions, Alaska background concentrations (Molders and
Leelasakultum, 2011a) were used as chemical boundary and initial conditions for the
CMAQ simulations. Except the first day that used the Alaska background concentrations
as initial conditions, the chemical fields at the end of a simulation day served as the initial
conditions for the next simulation. Outputs from simulations that served as spin up time
(three days) for the chemical field were discarded from the analysis as recommended by

Molders and Leelasakultum (2012).

2.2 Emission data
2.2.1 The National Emission Inventory
The NEI is developed and maintained by the US EPA to provide estimates of

annual emissions by source of air pollutants over the US
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(http://capita.wustl.edwNAMEN/EPA_NELhtm). The NEI database is used for tracking
trends of emissions over time, regional strategic development and as input for air-
dispersion and air-quality modeling. It is based on a top-down approach with input from
state and local agencies, tribes, and industry. Emission estimates are available for
individual major point sources, and are allocated by county/borough for area, mobile and
other sources. The current NEI-database has data on more than 52,000 point sources, 400
categories of highway and nonroad mobile sources, and 300 categories of area sources
(EPA, 2012). Since the release of the NEI2008, EPA considers airports as point sources
(EPA, 2009). Information on stationary and mobile sources that emit air pollutants is also
included in the NEI-database. The NEI-database is available for critical pollutants since
1985 and for hazardous air pollutants since 1999. It is updated on a 1-in-3-year basis. The
NEI-database is currently available for all 50 states, the District of Columbia, Puerto

Rico, and the Virgin Islands.

2.2.2 Emission data for WRF/Chem 2005/2006 simulations

The NEI2005 provided estimates of anthropogenic emissions of PM;y, PM; s and
its precursor gases for the winter 2005/2006 simulations performed by Mdlders et al.
(2011a; b) with the Alaska adapted WRF/Chem. Missing stack parameters and/or
coordinates of some point-sources were filled in and/or corrected by contacting the
respective facilities.

The Alaska Emission allocation Model (AKEM; Mélders, 2009) was used to

spatially allocate emissions from area and mobile sources based on Fairbanks population
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density data of 2000 and traffic data, respectively. The temporal allocation of emissions
from area and mobile sources follows EPA’s recommendations with modifications for
Alaska (e.g., no lawn mowing after snowfall, no motor boat traffic after freeze up). The
AKEM employed data provided by some point-source facilities in Fairbanks to
temporally allocate emissions from all point-sources in the domain. Plume rise was
calculated based on stack height, exit velocity, ambient temperature and wind-speed.
Differences in emissions between weekends and weekdays were also considered by
AKEM. For all sources, the temporal allocations differ with time of the day, day of the
week, and month. For 2006 an increase of 1.5% in the annual emissions was assumed
(Molders et al., 2011a; b). The AKEM split the emitted pollutants into the species
required by the RADM2 and MADE/SORGAM modules used in WRF/Chem. The split
of PM,s-emissions into sulfate, nitrate, ammonium, potassium, carbon, and other
unspecified aerosols was made based on the 2005/2006 observations in Fairbanks
(Mdlders et al., 2011a; b). Depending on emissions-source types, the AKEM split the total
anthropogenic VOC emissions into various species such as alkanes, alkenes, ketones, etc.
(Mélders et al., 2011a; b).

Biogenic emissions were calculated inline by WRF/Chem as described in
Simpson et al. (1995). In this approach, emissions of isoprene, monoterpenes, other
biogenic volatile organic carbon, and nitrogen compounds were determined based on
land-use, temperature, and radiation fluxes which are provided by WRF/Chem.

WRF/Chem simulations in the 2005/2006 study were performed in two scenarios.

The reference scenario (REF) considered all emissions as they are in the NEI2005 (i.e.,
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no change) and was allocated in space and time onto the domain by AKEM. In the
experimental scenario (NPE), the emissions from point-sources in Fairbanks and its
neighborhood were shut off to investigate the contribution of emissions from point-

sources to the PM; s-concentrations in the Fairbanks nonattainment area.

2.2.3 Emission data for WRF/Chem 2008/2009 simulations

The anthropogenic emissions for the 2008/2009 simulations performed by
Mélders et al. (2012) were based on the early version of the NEI2008, which was
released in 2010. Point-source emissions were not updated in this version of the
NEI2008. Therefore, emissions from some point sources were updated with data
provided by the facility holders in Fairbanks. For those point sources, for which no data
was provided, the emissions were assumed to increase by 1.5%/yr from those given in the
NEI2005.

Some nonpoint-emission sectors were not available in this version of the
NEI2008. Those sectors include industrial/commercial/institutional fuel combustion and
residential wood combustion. The 2008 emissions from
industrial/commercial/institutional fuel combustions were assumed to be the same as in
the NEI200S because these sectors just marginally changed over 2005-2008 in Fairbanks.
The emissions from residential combustion make up a large portion of the emissions in
the Fairbanks North Star Borough (FNSB) according to the NEI2005. Emissions from
residential combustions were obtained from Davies et al. (2009). Their data showed a

much higher emissions from residential wood combustion in 2008 as compared to the
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NEI2005. The increase in woodstove emissions, however, is expected to represent the
situation of emissions in the FNSB in winter 2008/2009 more accurately since the
increase in oil prices resulted in many households adding woodstoves or using wood
more intensively. Over the past few years, the use of wood-burning devices has further
increased to reduce heating costs in response to the bad economic situation. The number
of wood cutting permits in Fairbanks has increased threefold in 2009 as compared to
2007 (J. Conner, pers. comm., June 2010).

The mobile emissions as listed in the NEI2008 are less than they were in the
NEI2005. This is consistent with the lower traffic activity in 2008 as compared to 2005
(DOT, 2009). Some nonpoint-emission sectors were required to be updated with the latest
borough employment data. These updates were done using the data from Alaska
Department of Labor and Workforce Development (http://laborstats.alaska.gov).

The modified version of AKEM (Molders, 2010) was used to allocate the
anthropogenic emissions for 2008/2009 into space and time depending on population
density, traffic network, sources activity and temperature. The modified AKEM aims at
improving the allocation functions by using temperature dependent correction factors to
account for higher (lower) cold-start emissions and emissions from heating as
temperatures are below (above) the longterm monthly mean temperature based on the
experiences from the 2005/2006 simulations (Mdlders et al., 2011b) and other studies.
Several studies (e.g., Stump et al., 1990; Laurikko, 1995) showed that emissions
drastically increased under extremely cold weather conditions. Biogenic emissions for the

2008/2009 simulation were treated as in the 2005/2006 simulations.
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2.2.3.1 Emissions for the woodstove scenarios

As discussed above, the emission rates from residential combustions were
obtained from Davies et al. (2009) following recommendations from the FNSB as data
for residential combustion was not available in the NEI2008 at the time this study was
performed.

In the reference scenario for the 2008/2009 study (REF), WRF/Chem simulations
considered emissions from all source-categories. The fact that some households have two
heating devices, i.e., woodstoves co-exist with oil furnaces, was considered and described
in detail in Molders (2010) and Mdlders et al. (2011a).

Carlson et al. (2010) reported different numbers of home-heating devices,
including the number of uncertified wood-burning devices, than Davies et al. (2009).
Carlson et al. (2010) estimated a total of 9240 wood-burning devices in Fairbanks of
which 2930 were uncertified woodstoves and 90 were outdoor wood boilers. Meanwhile,
Davies et al. (2009) estimated that there exist 13829 wood-burning devices in Fairbanks
of which 5042 were uncertified woodstoves and 1500 were outdoor wood boilers,
respectively.

The benefit of using air-quality simulations as a database for AQUAT is that it can
include information on the effects of emissions from different kinds of sources on the
distribution of PM;s-concentrations. As pointed out in chapter 1, understanding the
contribution of uncertified wood-burning devices in general, and of the wood-burning

device changeouts in particular, to the PM;s-concentrations in the Fairbanks
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nonattainment area helps the assessment of the value of air-quality data for the
development of AQuAT.

Because of the inconsistency in the reported numbers, five sensitivity studies
(WSR, WSS1, WSS2, WSS3, WSS4) were performed by Mdlders et al. (2011a) and
Mbélders (2012; pers. com). I used these simulations to investigate the contributions of
uncertified wood-burning devices on the PM;s-concentrations in Fairbanks. In WSR,
WSS1 and WSS2, the emissions from uncertified wood-burning devices were exchanged
by emissions from the certified woodstoves to investigate their effects on the PM; s-
concentrations. In WSS3 and WSS4, the emissions from uncertified woodstoves were
excluded to investigate the contribution of these devices to the PM; s-concentrations in
Fairbanks. Note that the sensitivity studies WSS1, WSS2, WSS3, and WSS4 were only
performed from October 1 to October 14 to assess the importance of the number and type
of wood-burning devices.

In WSR, the uncertified wood-burning devices were exchanged by certified ones
based on the data of Carlson et al. (2010). In WSSI, the exchange of uncertified wood-
burning devices was based on the numbers reported by Davies et al. (2009). The number
of uncertified wood-burning devices exchanged in WSS2 was based on unpublished data
by Carlson and collaborators (pers. comm., November 2009). That data marginally
differed in the number of total wood-burning devices (9241) and uncertified woodstoves
(2934) from the numbers published in Carlson et al. (2010) and used in WSR, but did not

consider pellet stoves (0 versus 370 devices). In WSS3 and WSS4, the amount of
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emissions from uncertified wood-burning devices excluded from the total emission was
based on the report of Carlson et al. (2010) and Davies et al. (2009), respectively.

By excluding uncertified wood-burning devices at large numbers and by
exchanging the uncertified with certified wood-burning devices, the emissions, of both
primary PM> s and its precursors as well as of other emitted species, change. The total
annual emission rate from heating of the it specie after wood-burning device
replacements is given by (Mdlders et al., 2011a)

Ewsy=Erer+NexchE2- Zj NiE; @1
where Eygy is the total annual emission rate from heating of the i specie in the WSR,
WSS1, WSS2, WSS3, WSS4, respectively; Eggr is the total annual emission rate from
heating of the i specie in the reference simulation (REF). Furthermore, N,,;, and E, are
the number of wood-burning devices replaced and emission rates per certified wood-
burning device; N; and E; are the emission rates and numbers of uncertified wood-
burning devices, and the index j stands for the category of the noncertified wood-burning
devices that were excluded/exchanged, respectively. For WSS3 and WSS4, N,,.E,

equals zero.

2.2.4 Emission data for CMAQ simulations

The anthropogenic emissions used for the CMAQ simulations stem from the first
version of the Fairbanks 2008 emission inventory provided by Sierra Research Inc. (pers.
comm., March 2011). To apply this emission inventory to the simulation years (winter

2009/2010 and winter 2011), I assumed an emission increase of 1.5%/yr in accord with
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Mblders et al. (2011b; 2012). SMOKE served to allocate these “updated” emissions onto
the CMAQ-domain in time and space based on the information on emission-source
activities, land-use, and population density within each grid-cell. The spatial and
temporal allocations, as well as the partitioning of emitted species, used by SMOKE in
this study were those recommended for Fairbanks (Sierra Research Inc., pers. comm.,
March 2011