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Abstract

An up-to-date permafrost distribution map is critical for making engineering 

decisions during the planning and design of any engineering project in Interior Alaska. I 

used a combination of empirical-statistical and remote sensing techniques to generate a 

high-resolution spatially continuous near-surface (< 1.6 m) permafrost map by exploiting 

the correlative relationships between permafrost and biophysical terrain parameters. A 
Binary Logistic Regression (BLR) model was used to establish the relationship between 

vegetation type, aspect-slope and permafrost presence. The logistic coefficients for each 

variable class obtained from the BLR model were supplied to respective variable classes 

mapped from remotely sensed data to estimate permafrost probability for every pixel. 

The BLR model predicts permafrost presence/absence at an accuracy of 88%. Near

surface permafrost occupies 37% of the total study area. A permafrost map based on 

the interpretation of airborne electromagnetic (EM) resistivity data shows 22.5 -  43.5% 

of the total study area as underlain by permafrost. Permafrost distribution statistics from 

both the maps suggest near-surface permafrost distribution in the study area is sporadic 

(1 0 -5 0  % of the area underlain by permafrost).

Changes in air temperature and/or winter snow depth are important factors 

responsible for permafrost aggradation or degradation. I evaluated the effects of past 

and recent (1941-2008) climate changes on permafrost and active-layer dynamics at 

selected locations using the Geophysical Institute Permafrost Laboratory model. Results 

revealed that active-layer thickness reached 0.58 and 1.0 m, and mean annual 

permafrost temperature increased by 1.6 and 1.7 °C during 1966-1994 at two sites in 

response to increased mean annual air temperature, mean summer air temperature and 

winter snow depth. The study found that active-layer thickness is not only a function of 

summer air temperature but also of mean annual air temperature and winter snow depth. 

Model simulation with a projected (2008-2098) climate scenario predicts 0.22 m loss of 

near-surface permafrost at one site and complete permafrost disappearance at another 

site by 2098. The contrasting permafrost behaviors at different sites under similar 

climate scenarios highlight the role of soil type and ground ice volume on permafrost 

dynamics; these factors determine permafrost resilience under a warming climate.
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CHAPTER 1 INTRODUCTION

Permafrost or perennially frozen ground is defined as “ground (soil or rock and 

included ice and organic material) that remains at or below 0 °C for at least two 

consecutive years, for natural climatic reasons” (van Everdingen, 1998) Permafrost and 

permafrost-affected regions underlie ~22% of the exposed land in the Northern 

hemisphere (Brown et a l , 1997) and ~80% of Alaska (Jorgenson et a l , 2008)

Permafrost is abundant in the discontinuous zone of central Alaska under 

present climatic conditions and its presence is strongly influenced by topography and 

local ecosystem characteristics Permafrost stability is affected by natural causes, such 

as rising near-surface air temperature, changes in winter snow thickness, fire, flood etc , 

and/or anthropogenic causes, such as removal of surface vegetation for land-use or 

construction of a dam or reservoir Permafrost is considered degrading if such causes 

result in decreasing the thickness or the areal extent of permafrost (van Everdingen, 

1998)

Active-layer is the layer of ground above permafrost that thaws in summer and 

freezes again in winter (Muller, 1947) It is critical to the ecology and hydrology of 

permafrost terrain as it provides a rooting zone for plants and acts as a seasonal aquifer 

for near-surface ground water (Burn, 1998) Its thickness is highly variable and can be 

anywhere from a few centimeters to a few tens of meters, depending on the local micro- 

climatic condition, thickness of surface organic layer, vegetation type, snow distribution 

in winter, and local hydrologic condition Similarly, the amount of ground ice also varies 

greatly Permafrost with thin lenses of ice, layered ice, reticulated vein ice and ice 

wedges as big as 2-4 m long and 3-5 m deep have been reported (French and Shur, 

2010)

Permafrost degradation has major ecological and engineering implications The 

consequences of permafrost degradation can range from local changes in hydrology and 

vegetation to a potential global increase in the greenhouse gases (Walter et a l , 2006, 

Schuur et a l , 2009, Jorgenson et a l , 2010) Ice-rich ground is commonly found at the 

top of permafrost (Mackay, 1983, Burn, 1988) and therefore the melting of ground ice in
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degrading permafrost may lead to subsidence and accelerated erosion (Mackay, 1970). 

Degrading permafrost affects surface hydrology by impounding water in subsiding areas 

and enhancing drainage in upland areas (Woo, 1992). Subsequent changes in soil 

drainage can change the habitat composition for vegetation and wildlife (Jorgenson and 

Osterkamp, 2005), alter the soil carbon budget (Schuur et al., 2008), and can result in 

the emission of green house gases (Turetsky et al., 2007; Christensen et al., 2004).

The type of surface material and ground ice content define the nature of 

permafrost. Understanding the nature and distribution of permafrost is critical for guiding 

the engineering design of planned infrastructure and for predicting ecological responses 

to changing permafrost conditions (Brown et al., 1981). For example, improved methods 

for mapping permafrost distribution are essential to support engineering decisions when 

planning routes for roads and pipelines and to understand the dynamics of boreal forest 
ecosystem in Interior Alaska.

Ferrians (1965) classified permafrost areas into four classes, depending on the 

percent of the land area that is underlain by permafrost. The areas are designated as 

“continuous permafrost” (>90%), “discontinuous permafrost” (50-90%), “sporadic 

permafrost” (10-50%) and “isolated permafrost” (<10%). In Alaska the 67 °N line of 

latitude, which coincides with -6 °C mean annual air temperature (MAAT) isotherm, is 

the present approximate boundary between continuous and discontinuous permafrost 

zones (Jorgenson et al., 2008). South of 67 °N latitude permafrost is generally 

discontinuous to sporadic (Jorgenson et al., 2008) and relatively warm, being within 1 to 

2 °C of thawing in most areas (Osterkamp and Romanovsky, 1999; Osterkamp et al., 

2000; Osterkamp et al., 2009). Permafrost is present only as small isolated patches 

south of -1 °C MAAT isotherm. Jorgenson et al. (2008) mapped 80% of Alaska under the 

four permafrost classes, including 29% continuous, 35% discontinuous, 8% sporadic and 

8% isolated permafrost.

The construction of a new pipeline to transport natural gas from Alaska’s North 

Slope to the contiguous U.S. through Canada has been proposed along the Alaska 

Highway corridor from the Canadian border to Delta Junction, Alaska (Solie and Burns, 

2007) (Figure 1.1). In this corridor permafrost distribution is reported as discontinuous
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(Brown et al., 1997; Jorgenson et al., 2008; Reger and Hubbard, 2010). Since presence 

of permafrost at a site would affect the engineering design, cost of pipeline construction, 

and maintenance, a detailed understanding and up-to-date knowledge of present-day 

permafrost distribution and permafrost-terrain relationship in the corridor is imperative. A 

detailed and up-to-date near-surface permafrost map of the Alaska Highway corridor will 

enable informed decision-making during the planning and designing of pipeline route, 

and will be useful for identifying areas for further investigation so that permafrost areas 

can either be avoided or, if necessary, precautionary measures can be taken to maintain 

the physical and thermal state of permafrost.

A major challenge in mapping permafrost is that it is a thermal condition rather 

than a substance or physical object that is being mapped (Heginbottom, 2002) since 

permafrost is formally defined based solely on mean annual ground temperature. Due to 

the extensive distribution of permafrost, limited accessibility to the field sites and limited 

fieldwork time, direct field investigation of permafrost using ground temperature 

measurements or by ground-based geophysical surveys is limited to small areas. 

Consequently, indirect methods of mapping must be used which rely on the 

interpretation of various surface features that are correlated with the presence of 

permafrost (Morrissey et al., 1986).

A remote sensing satellite acquires information about objects and phenomena on 

the earth’s surface, but permafrost is a subsurface feature. The subsurface thermal or 

ice conditions are hidden from satellite sensors. However, many biophysical factors that 

indicate permafrost presence and reflect its condition (like vegetation, topography, snow 

cover) can be mapped from remote sensing data. In the discontinuous permafrost zone, 

permafrost distribution strongly depends on local climate, topography, hydrology, 

vegetation and snow cover (Brown, 1969; Smith, 1975; Goodrich, 1982). Brown (1969) 

provides a thorough review of factors which influence discontinuous permafrost. Many of 

these biophysical factors and permafrost features (patterned ground, pingo, paisa, 

solifluction lobe, slope failure, thermokarst) can be mapped using remotely sensed data 

and techniques in a cost-effective and timely manner (Panda et al., 2010). The 

relationships between these biophysical factors and permafrost have been exploited in
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Figure 1.1: Map of Alaska Highway Corridor. The Alaska Highway corridor between the 
Canadian border and Delta Junction is 360 km long and 18 km wide. The white 
rectangle between Mile Post 1344 and Mile Post 1356 represents the pilot study area 
mapped by Panda et al. (2010).
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the past to get indirect information about subsurface permafrost distribution over a large 

area (e.g. Morrissey et al., 1986; Jorgenson and Kreig, 1988; Leverington and Duguay, 

1997; Frauenfelder et al., 1998; Etzelmuller et al., 2006; Panda et al., 2008; Nguyen et 

al., 2009, Panda et al., 2010; Panda et al., in review). These studies showed that the 

established relationships are not universal and may vary depending on local climate, 

topography, and hydrology. Nonetheless, near-surface permafrost can be mapped with a 

few prudent field observations establishing the permafrost-terrain relationship in an area 

and applying the relationship to biophysical factors mapped from remotely sensed data. 

Thus, remotely sensed data and techniques can serve as a viable alternative to map 

permafrost in difficult terrains over a large area. The utility of remote sensing data can be 

further extended by integrating an empirical-statistical model based on field observations 

with a spatial model in a Geographic Information System (GIS) framework to produce 

spatially continuous permafrost maps (Panda et al., 2010, in review).

1.1. Hypotheses

The two central hypotheses of this research are

1. The relationship between permafrost and biophysical terrain parameters 

observed at discrete locations in the field can be statistically modeled and 

integrated with remote sensing techniques to produce spatially continuous 

predictive permafrost maps.

2. Recent climate warming will continue in future and permafrost in different 

landscape settings will respond differently to this warming. Permafrost table will 

deepen and its temperature will rise significantly, exceeding 0 °C threshold in 

many parts of Interior Alaska.

1.2. Objectives

The objectives of this study are to

1. Investigate the relationship between permafrost and biophysical terrain

parameters in the study area by sampling in different vegetative and topographic 

settings and model these using an empirical-statistical model.
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2. Generate a detailed vegetation map from high-resolution multispectral pan

sharpened SPOT 5 data.

3. Devise a method that allows using vegetation and topography mapped from 

remotely sensed data as input to the above empirical-statistical model to 

generate a high-resolution spatially continuous near-surface permafrost 

distribution map.

4. Reconstruct the past and recent (1941-2008) thermal history of permafrost by 

simulating soil temperature using the Geophysical Institute Permafrost 

Laboratory (GIPL) numerical model at selected locations in different biophysical 

settings.

5. Quantify the effects of changing air temperature and winter snow cover on 

permafrost temperature and active-layer dynamics.

6. Predict the possible changes in permafrost temperature and active-layer 

thickness in the 21st century by using future climate scenarios from the 

Intergovernmental Panel on Climate Change (IPCC) Global Circulation five- 

model-composite A1B (mid-range emission scenario) as input to the calibrated 

GIPL 2.0 model.

The thesis is organized in four chapters. This Chapter (Chapter 1) continues on 

to introduce the study area, its geological and geomorphological setting, vegetation and 

climate. It also presents a brief literature review on the application of remote sensing 

techniques for permafrost mapping and on permafrost temperature modeling. Chapter 2 

presents the method designed to map near-surface permafrost using a combination of 

field data, remotely sensed data and techniques, and the permafrost mapping results 

and application of airborne EM (140,000 Hz frequency) resistivity data on permafrost 

mapping. Chapter 3 presents numerical modeling of permafrost temperature and active- 

layer dynamics at three selected locations. Chapter 4 summarizes the findings of this 

research and lists conclusions, recommendations, and scope for future research.
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1.3. Study area

1.3.1. Location

The study area is located in east-central Alaska and extends through the Tanana 

Lowland along the northern flank of the eastern Alaska Range (Wahrhaftig, 1965) It 

encompasses a -110 km long and 18 km wide section of the Alaska Highway corridor 

extending from Mile Post 1329 to Mile Post 1397, bounded by latitude 63 3 -  63 9° N 

and longitude 143 5 -  145 1°W  (Figure 12) The Alaska Highway, built in 1942, 

stretches for 1422 miles from Dawson Creek, British Columbia to Delta Junction, Alaska 

(located 99 miles southeast of the city of Fairbanks) It is the only land transportation 

route to Interior Alaska, the region south of Arctic Circle, north of Alaska Range and east 

of meridian 153° W (Fritts and Brown, 1971), connecting the contiguous U S to Alaska 

through Canada

1.3.2. Geologic setting

This section briefly describes the geologic setting of the study area For details 

on the geologic setting of Interior Alaska the readers are referred to Holmes (1965), 

Holmes and Foster (1968), Nokleberg et al (1992), and Foster et al (1994)

The Tanana River, a major tributary of the Yukon River nourished primarily by 

melt-water supplied by glaciers in the Alaska Range to the south, roughly parallels the 

Alaska Highway in the study area South of the Tanana River valley the topography rises 

abruptly to the peaks of the Alaska Range Within the study area, elevations rise to more 

than 7,000 feet above sea level, with rugged, glacially-carved ridges and valleys In 

contrast, north of the Tanana River the hills are lower and forested, rising to just over 

3,000 feet above sea level (Solie and Burns, 2007) Treeline is about 3,000 feet in the 
study area

The study area encompasses three physiographic provinces the Yukon-Tanana 

Upland north of Tanana River, the Tanana-Kuskokwim Lowland along the Tanana River 

valley, and the Alaska Range south of the Tanana River (Wahrhaftig, 1965, Holmes and 

Foster, 1968) It is part of the Yukon-Tanana tectonic terrane that is bounded on the
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145o0’W 144°0'W

Figure 1.2: Study area map. (A) The white rectangle shows the general location of the 
study area in Alaska which is a part of Yukon-Tanana terrane. (B) A hillshade map of the 
white rectangular area shown in (A). The study area is shown enclosed in a black 
polygon that is 18 km wide and covers a ~110 km stretch of the Alaska Highway corridor 
between Mile Post 1329 and 1397. It encompasses three physiographic units, viz., the 
Yukon-Tanana Upland north of Tanana River, the Tanana-Kuskokwim Lowland along 
the Tanana River valley, and the Alaska Range south of the Tanana River.



9

south by the Denali fault, one of the longest strike-slip fault systems in the world (Harp et 

al., 2003), and on the north by the Tintina fault zone, a major strike-slip system parallel 

to the Denali fault (Figure 1.2). Both the Denali and the Tintina faults have experienced 

long-term right lateral strike-slip movements. The physical response of the region 

between these major fault zones has resulted in a complex structural history including 

extensive left-lateral movement along the northeast-trending faults (Page et al., 1995; 

Lesh and Ridgeway, 2007).

Carver et al. (2008) identified four major active faults (Dot “T” Johnson, Canteen, 

Granite mountain-Panoramic, and Billy Creek) in the study area with late Pleistocene 

and Holocene surface offsets. They interpreted Dot “T” Johnson fault as the modern 

structural boundary between the Alaska Range foothills and the Tanana Valley and 

Yukon-Tanana Upland.

The bedrock in the area consists mainly of complexly deformed metamorphic 

rocks, principally orthogneiss, schist, quartzite and semischist that have been intruded 

by Mesozoic and Tertiary plutonic rocks (Foster et al., 1994). Early mapping in the 

Mount Hayes Quadrangle assigned the entire metamorphic rock assemblage to the 

Birch Creek schist unit, regarded as Precambrian (Holmes, 1965; Holmes and Foster, 

1968). Later mapping divided the metamorphic rocks in the map area into three 

subterranes: Lake George subterrane north of the Tanana River, Jarvis Creek Glacier 

and Macomb subterranes south of the Tanana River (Nokleberg et al., 1992), based on 

the composition and origin of protoliths, present lithology, structure, and metamorphic 

history (Foster et al., 1994).

Two major late Quaternary glacial advances, the Delta and Donnelly glaciations, 

are recognized in the study area (Pewe and Holmes, 1964; Reger and Pewe, 2002). 

Nested, successively younger complexes of end and recessional moraines represent at 

least two extensive advances of large valley glaciers down the major drainages from the 

Alaska Range into the corridor (Reger and Pewe, 2002). The Delta moraines form a 

several-kilometer-wide belt of rounded hills and ridges, composed of well-rounded 

cobbles and boulders in a sandy matrix. The age and Marine Isotope Stage (MIS) 

correlation of the Delta glaciations is uncertain. Several early researchers assigned the
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Delta glaciations to the early Wisconsinan (MIS 4, -65-70 ka) (Holmes, 1965; Pewe et 

al., 1953) whereas recent studies assigned the Delta glaciations to MIS 6 (-140-190 ka) 

(Reger and Pewe, 2002; Beget and Keskinen, 2003; Westgate et al., 2008). The 

Donnelly drift represents late Pleistocene glacial deposits on the north flank of the 

Alaska Range. It correlates to MIS 2 (17-25 ka) and reached its maximum extent about 

20 ka (Reger and Pewe, 2002). Surficial geologic deposits in the study area are 

composed predominantly of alluvium, coarse fluvial sediments, glacio-fluvial gravel, and 

loess (Carver et al., 2008; Reger et al., 2008).

1.3.3. Vegetation

The vegetation in the study area is a mix of evergreen trees, deciduous trees, 

and shrubs. The evergreen trees include black spruce (Picea mariana) and white spruce 

(Picea glauca)\ deciduous trees include birch (Betula papyrifera), balsam poplar 

(Populus balsamifera), aspen (Populus tremuloides)', deciduous shrubs include a variety 

of willow (Salix sp.), alder (Alnus crispa and Alnus regusa), dwarf birch (Betula nana) 

and resin birch (Betula resinifera). Observations during summers of 2007 through 2010 

indicate that black spruce are mostly dominant along the valleys and low-lying plains, a 

mix of white spruce and birch is dominant on upland areas as well as on low-lying glacial 

outwash plains, and distinct patches of aspen are usually seen on south facing slopes 

and on glacial outwash plains along with white spruce and/or birch. Balsam poplar is 

usually present in recently disturbed areas (e.g. next to a road or trail) or next to a 

stream. Drained-lakes and inactive floodplains are often filled with graminoids (grasses 

and sedges).

1.3.4. Climate

The Mean Annual Air Temperature (MAAT) varies from -2.1 °C at Big Delta to 

-4.7 °C at Tok near the two ends of the study area (WRCC, 2011). The MAAT of Interior 

Alaska has increased from -3.6 °C to -2.2 °C over the last century (1906-2006), an 

increase of 1.4 °C compared to worldwide increase of 0.8 °C (Shulski and Wendler, 

2007; Wendler and Shulski, 2009); for the same period the mean annual precipitation 

was 280 mm with the annual value varying from 150 to 450 mm (Shulski and Wendler, 

2007; Wendler and Shulski, 2009). Wendler and Shulski (2009) also noted that over this



11

90 year time span, the mean annual precipitation decreased by 11%, and the length of 

the growing season increased by 45% (from 85 to 123 days) as a result of an earlier 

start in spring and a later first frost in autumn

1.4. Remote sensing as a permafrost mapping tool: a brief review

Remote sensing as a permafrost mapping tool is under continuous development 

with the availability of higher spatial, spectral, and temporal resolution data, acquired 

over different wavelength ranges of the electromagnetic spectrum Understanding the 

interrelationships among the various biophysical factors that affect the distribution and 

existence of permafrost is the key to developing predictive permafrost models (Morissey, 

1983) During the last few decades, permafrost scientists developed several models for 

predicting the distribution of near-surface permafrost

Morrissey et al (1986) initiated the use of remotely sensed data in permafrost 

mapping and evaluated models predicting the occurrence of permafrost using landscape 

information derived from Landsat Thematic Mapper (TM) satellite data for Caribou-Poker 

Creeks Research Watershed (CPCRW) located within the Yukon-Tanana uplands of 

central Alaska, approximately 48 km north of Fairbanks They developed logistic 

discriminant functions to predict permafrost using equivalent latitude (an index of direct 

potential solar radiation that depends on slope, aspect and actual latitude), TM daytime 

thermal channel, and vegetation classification derived from TM data A combination of 

TM-derived vegetation classes and daytime thermal channel produced highest (78%) 

permafrost classification accuracy They evaluated the model performance against 

photo-interpreted permafrost maps and soil temperature data

Jorgenson and Kreig (1988) mapped permafrost distribution within Spinach 

Creek Watershed near Fairbanks, Alaska, by calculating the heat balance at the ground 

surface Their model used vegetation, terrain unit, and equivalent latitude as input and 

assigned landscape component classes to each pixel Parameters defining thermal 

characteristics of each landscape component class were then assigned to each pixel for 

the heat balance computation Their model was responsive to spatial variability of a 

landscape and to changes in climate However, limited data for characterizing the micro
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climate of a broad range of vegetation was the major weakness The model was 

validated against a photo-interpreted map only and no field verification was undertaken

Leverington and Duguay (1997) applied a Neural Network model to predict 

permafrost within the top 1 5 m of ground surface over two study areas near Mayo, 

Yukon Territory They achieved 91% agreement between predicted and field measured 

permafrost classes using a combination of land cover and equivalent latitude maps as 

model input In order to test the efficacy of training data from one study area to predict 

permafrost in a neighboring study area, they used training data from study area one and 

predicted permafrost for study area two It resulted in only 60% agreement between 

predicted and field measured permafrost classes for study area two They concluded 

that portability of permafrost-biophysical terrain parameter relationship from one study 

area to another should not be assumed valid without field investigation and an extra 

classification test

Etzelmuller et al (2006) used an empirical model based on simple logistic 

regression to map permafrost in an area near lake Hovsgol, Mongolia In their study they 

used land cover derived from satellite images, and topo-climatic factors such as slope, 

aspect, curvature, potential radiation and wetness index derived from a DEM They 

calibrated the model with ground temperature data and used two-dimensional resistivity 

tomography measurements to validate the model However, the limited number of 

ground observations precluded a complete statistical assessment of their model

Nguyen et al (2009) studied the relationship between riparian vegetation 

communities and near-surface permafrost within the top 3 m of the ground surface for 

the Mackenzie River delta Subsequently, they mapped the extent of permafrost by 

mapping riparian vegetation communities from SPOT-5 satellite data

The above studies showed that remote sensing can be used for near-surface 

permafrost mapping by carefully choosing environmental variables that indicate 

permafrost presence/ absence in a given area They all found land cover/ vegetation as 

the most important indicator along with topography However, most of these studies 

used coarse resolution remotely sensed data. These past studies provided motivation to 

attempt near-surface permafrost mapping at high spatial-resolution by carefully choosing
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variables that have strong correlation with permafrost in the study area and also can be 

derived from high-spatial resolution remotely sensed data. The permafrost maps from 

past studies were either validated against photo-interpreted permafrost maps or limited 

field data. This provided me an opportunity to develop a methodology that not only 

predicts near-surface permafrost based on biophysical indicators recorded in the field 

but also allows for incorporating biophysical indicators (inputs) derived from remotely 

sensed data in a GIS framework to produce a spatially continuous high-resolution 

permafrost map.

1.5. Permafrost temperature modeling: a brief review

The air temperature is increasing in most of the permafrost areas of the earth, 

and this increase is influencing the ground surface temperature (Smith et al., 2010). 

Wendler and Shulski (2009) reported an increase in the MAAT of Interior Alaska by 

1.4 °C over the past century and the average temperature of the past three decades was 

highest during that period. The increasing ground temperature is causing widespread 

thawing and degradation of permafrost in many parts of the polar Northern hemisphere 

(Lachenbruch and Marshall, 1986; Osterkamp and Romanovsky, 1999; Jorgenson et al., 

2001; Camill, 2005; Osterkamp, 2005, 2007a, 2007b; Osterkamp et al., 2009; 

Christiansen et al., 2010; Jorgenson et al., 2010; Lewkowicz, 2010; Romanovsky et al., 

2010a, 2010b; Zhao et al., 2010). Consequently, the spatial diversity of permafrost 

thermal conditions is decreasing over time (Smith et al., 2010). The recent surge in 

climate warming warrants accelerated research efforts on understanding the current 

thermal state of permafrost in different ecological and geological settings in Interior 

Alaska. If the recent trend in climate warming continues, its effects on the permafrost 

thermal regime will be far-reaching, leading to considerable impacts on existing 

ecosystem structure, ecosystem services, infrastructure, and socio-economic conditions. 

In order to minimize the negative impacts of permafrost degradation on ecosystems and 

society, it is imperative to monitor permafrost dynamics, particularly its temperature, for 

timely assessment and prediction of possible negative consequences (Romanovsky et 

al., 2002). By employing a variety of field and modeling techniques, we can assess the 

effects of climate warming on permafrost environments that will facilitate reliable
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predictions on the future course of ecological and environmental changes at regional 

and local scales

Internationally coordinated efforts to study the Thermal State of Permafrost’ 

(TSP) started under the auspices of the International Polar Year Project 50 (Brown and 

Christiansen, 2006) Researchers from 21 countries are actively recording ground 

temperatures at approximately 400 existing and newly drilled boreholes worldwide 

There are currently 70 borehole sites in Alaska Ironically, none of these sites fall within 

the Alaska Highway corridor, despite the fact that the corridor will be a prime focus of 

development in the coming years Measurements from the 70 borehole sites in Alaska 

indicate substantial warming of the ground over the last 20 - 30 years, with the increase 

in ground temperature varying from 0 7 °C in the northern foothills of the Brooks Range 

to 2 °C on the Arctic Coastal Plain at the depth of zero annual-amplitude (Brown and 

Romanovsky, 2008)

This observed warming trend is anticipated to have a grave impact on the 

sustainability of permafrost, especially the warm permafrost in the discontinuous 

permafrost zones In fact, investigations by permafrost scientists already revealed that 

widespread permafrost degradation in the discontinuous permafrost zones of Interior 

Alaska is causing a large shift in the ecosystem from birch forests to fens and bogs 

(Jorgenson et a l , 2001, 2006), thus affecting the surface hydrology and habitats of the 

vegetation and wildlife Permafrost is a large carbon reservoir and contains roughly 10

30 times the amount of carbon generally found in deep non-permafrost mineral soils 

(Zimov et a l , 2006) Thawing of permafrost makes previously frozen organic matter, 

such as dead plants and animals preserved in permafrost for thousands of years, 

available for microbial decay The microbial decay of organic matter in the presence of 

free oxygen in soils generates carbon dioxide, and in the anoxic environment of lake 

bottoms generates methane The release of carbon dioxide and methane, the two main 

greenhouse gases, from thawing permafrost is expected to create a positive feedback 

loop between climate warming and permafrost degradation (Walter et a l , 2006) This 

cycle may ultimately contribute to elevating the level of greenhouse gases in the 

atmosphere beyond a threshold level at a dramatic rate However, there are regional 

differences in the response of permafrost to warming climate The surface biophysical
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factors such as surface organic layer, winter snow cover, and active-layer separate 

permafrost from the direct contact of air temperature and hence buffer the direct effects 

of changes in air temperature on permafrost This demonstrates the urgent need to 

characterize the climate-permafrost dynamics in different ecosystems, in order to 

forecast the course of ecological and environmental changes as a consequence of rapid 

climate warming This knowledge will enable us to plan wisely for the future and design 

effective mitigation plans and adaptation strategies to minimize the socio-economic 

impact of anticipated warming in Interior Alaska

It is anticipated that the recent climate warming will continue into the future with 

some possible short-term cooling at the inter-annual scale (NRC, 2002, IPCC, 2007) 

The permafrost table will deepen, mean annual permafrost temperature (MAPT) will rise 

significantly, and long term permafrost thaw may start in many parts of Interior Alaska 

(Marchenko et a l , 2008) However, there will be regional and local differences in the 

response of permafrost to warming climate because the buffering strength of surface 

biophysical factors varies spatially

Numerical thermal models simulate and help understand the effect of changing 

climate variables (air temperature and snow) and surface variables (organic layer 

thickness and soil moisture) on surface and subsurface soil temperature (Marchenko et 

a l , 2008) Once a model is calibrated and validated against the observed data, it can be 

used to simulate past and future soil temperature dynamics by forcing the model with 

past climate data and projected climate scenarios Thus, numerical modeling can be 

used to study the temporal permafrost and active-layer dynamics in different ecological 

settings The model simulations will provide insight to how permafrost responded to past 

climatic changes at a given site This will further our understanding of permafrost 

dynamics at that site and help make reliable prediction on the likely response of 

permafrost to future climatic changes

Reviews of previous work in the field of permafrost mapping and modeling, 

advancements in remote sensing technology and computational power, and 

recommendations from previous studies have laid the foundation of the current research 

that is presented in more detail in the following chapters
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CHAPTER 2 APPLICATION OF MULTI-SOURCE REMOTE SENSING AND FIELD 

DATA TO MAPPING PERMAFROST IN INTERIOR ALASKA1

2.1. Abstract

We used a combination of empirical-statistical and remote sensing techniques to 

generate a high-resolution spatially continuous near-surface (< 1.6 m) permafrost map. 

A Binary Logistic Regression model was used to establish the relationship between 

vegetation type, aspect-slope and permafrost presence. Permafrost occupies 45% of the 

total vegetated area and 37% of the total study area. A permafrost map based on the 

interpretation of airborne electromagnetic (EM) resistivity data shows 22.5 -  43.5% of 

the total study area as underlain by permafrost. Permafrost distribution statistics from 

both maps suggest permafrost distribution in the study area is sporadic (10-50% of the 

area underlain by permafrost).

1 Panda SK, Prakash A, Jorgenson MT, Solie DN. In review. Application of multi-source 
remote sensing and field data to mapping permafrost distribution in Interior Alaska. 
Submitted to GI Science and Remote Sensing.
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2.2. Introduction

Permafrost or perennially frozen ground is defined as ‘ground (soil or rock and 

included ice and organic material) that remains at or below 0 °C for at least two years, 

for natural climatic reasons’ (van Everdingen, 1998) Permafrost and permafrost-affected 

regions underlie -22% of the exposed land in the Northern hemisphere (Brown et a l , 

1997) and -80% of Alaska (Jorgenson et a l , 2008) The nature (surface materials and 

ground ice content) and distribution of permafrost are critical to engineering design and 

to ecological responses to changing permafrost conditions (Brown et a l , 1981) The 

melting of ground ice in degrading permafrost can cause differential thaw settlement that 

may lead to the failure of buildings or infrastructure located on permafrost-affected 

ground Degrading permafrost also affects surface hydrology by impounding water in 

subsiding areas and enhancing drainage of upland areas (Woo, 1990) The resulting 

changes in soil drainage can alter the decomposition and accumulation of soil carbon 

(Schuur et a l , 2008), shift the habitat composition for vegetation and wildlife (Jorgenson 

and Osterkamp, 2005), and increase the emission of green house gases (Turetsky et a l , 

2007, Christensen et a l , 2004) Thus, improved methods for mapping permafrost 

distribution are essential to designing road and pipelines and to understanding the 

dynamics of boreal forest ecosystems

The construction of a new pipeline to transport natural gas from Alaska’s North 

Slope to the contiguous U S through Canada has been proposed along the Alaska 

Highway corridor which runs from Dawson Creek (British Columbia) to Delta Junction 

(Alaska) In this corridor permafrost distribution is discontinuous, i e 50 -  90% of the 

area is underlain by permafrost (Brown et a l , 1997, Jorgenson et a l , 2008, Reger and 

Hubbard, 2010) Since presence or absence of permafrost at a site would affect the 

engineering design and cost of pipeline construction, it is essential to have detailed and 

up-to-date knowledge of permafrost distribution in the corridor A low-resolution 

permafrost map at a scale of 1 63,360 interpreted from false-color infrared aerial 

photographs taken in August 1980 is the only permafrost map publicly available for this 

corridor (Reger and Hubbard, 2010), although oil industry maps have been developed in 

the past for the pipeline alignment for the Trans-Alaska Pipeline System (Kreig and 

Reger, 1982) in the 1970s and for the Northwest Alaska Gas Pipeline project in the
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1980s. Thus, a detailed and up-to-date near-surface permafrost map of the Alaska 

Highway corridor is required for mitigating potential engineering problems associated 

with permafrost-affected terrain. This will enable informed decision making during the 

planning and designing of a pipeline route and identification of areas for further 

investigation so that permafrost areas can be avoided, or if necessary, engineering 

solutions can be designed to maintain the physical and thermal state of the permafrost.

Permafrost mapping using ground temperature measurements and/or ground 

based geophysical techniques is more traditional. However, these techniques are 

expensive, time-consuming and spatially restrictive due to the extensive nature of 

permafrost and difficult terrain in Alaska. Remote sensing and/or airborne EM resistivity 

provide efficient and cost effective techniques for mapping and/or monitoring permafrost 

over a large area. Imagery and elevation data acquired by remote sensing systems can 

be used to identify geomorphological features such as patterned ground, pingos, paisas, 

solifluction lobes, slope failure, thermokarst features or biophysical factors such as 

topography, surface hydrology, vegetation, snow cover and surface conditions that are 

correlated with or control the presence of permafrost (Smith, 1975; Goodrich, 1982; 

Panda et al., 2010). Several studies have demonstrated the usefulness of this approach 

for permafrost mapping (Morrissey et al., 1986; Jorgenson and Kreig, 1988; Leverington 

and Duguay, 1997; Frauenfelder et al., 1998; Etzelmuller et al., 2006; Panda et al., 

2008; Nguyen et al., 2009; Panda et al., 2010).

Morrissey et al. (1986) initiated the use of remotely sensed data in permafrost 

mapping and evaluated models predicting the occurrence of permafrost using landscape 

information derived from Landsat Thematic Mapper (TM) satellite data. Jorgenson and 

Kreig’s (1988) model mapped the permafrost distribution by calculating the heat balance 

at the ground surface for each pixel of the mapping area. Leverington and Duguay 

(1997) exploited the correlative relationship between surface properties and permafrost 

to determine an effective combination of data sources for permafrost prediction within 

the top 1.5 m of the ground surface using neural networks. Panda et al. (2010) combined 

remote sensing techniques with field measurements to predict the presence/absence of 

near-surface permafrost in a pilot study area along the Alaska Highway.
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Application of airborne EM resistivity data to map the location and thickness of 

permafrost has come a long way since its first use in the early 1970’s (Hoekstra et al., 

1975; Hoekstra, 1978). Since permafrost is defined solely based on temperature it can 

develop in all types of geologic materials ranging from very fine clay to big boulders, and 

even in bedrock. The electrical resistivity of permafrost ranges from a few hundred ohm- 

m to over 100,000 ohm-m, depending upon the material type, water content, and the 

temperature. The geophysical properties of most earth materials are altered by freezing. 

Electrical resistivity of clay, silt, sand and gravel show dramatic change as an increasing 

percentage of the pore water freezes with decreasing temperature. The contrast in 

electrical resistivity of earth materials in frozen and unfrozen conditions makes EM or 

ground resistivity methods useful for permafrost mapping (Scott and Kay, 1988; Scott et 

al., 1990; Kellet et al., 2000), but its accuracy and interpretation is also constrained by 

the similarity in resistivity values between frozen fine-grained soils and unfrozen coarse

grained soils.

In this study we undertook permafrost mapping for a section of the Alaska 

Highway corridor by using a logistic regression model linking the probability of near

surface (< 1.6 m) permafrost presence to surface variables derived from the remote 

sensing data that included vegetation type, topographic aspect and slope. We carried 

out extensive field sampling in the study area to record surface and shallow sub-surface 

variables including the presence or absence of permafrost. Most of the field data was 

used to develop the logistic regression model that we subsequently integrated with 

remote sensing techniques to generate a high-resolution spatially continuous 

probabilistic permafrost map of the study area. We processed the remote sensing data 

into surface variables that could be put in to this model. The results of probabilistic 

permafrost mapping were validated by comparing the prediction with the observations 

from the remaining field sites. We also mapped permafrost using airborne EM based 

electrical resistivity data and compared it with the probabilistic permafrost map.

2.3. Study area

The study area is located in east-central Alaska and encompasses a ~110-km 

long and 18-km wide section of the Alaska Highway corridor extending from Mile Post
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1329 to 1397, bounded by latitude 63.3 -  63.9° N and longitude 143.5 -  145.1° W 

(Figure 2.1). It stretches through the Tanana Lowland bounded by the Yukon-Tanana 

Upland in the north and the eastern Alaska Range in the south. It is a part of the only 

land transportation route to Interior Alaska that connects the mainland U.S. to Alaska 

through Canada. In the future, this corridor is likely to become a locus of many 

developmental projects because construction of a natural gas pipeline and an Alaska 

railroad extension are proposed along this route. Some parts of the study area were 

affected by the Delta and the late Wisconsin Donnelly glaciations. The surficial deposits 

are mostly of glacial, glacio-fluvial and fluvial origin (Reger et al., 2008). Permafrost 

distribution in this corridor was mapped as discontinuous (Brown et al., 1997; Jorgenson 

et al., 2008; Reger and Hubbard, 2010). The mean annual air temperature and 

precipitation range from -2.0 °C and 289 mm at Big Delta near Delta Junction to -4.7 °C 

and 245 mm at Tok, 40 km east of eastern end of the study area (WRCC, 2005).

2.4. Methods

2.4.1. F ie ldw ork

We sampled vegetation and soils at 330 locations during July 2007 and August

2008-2010, in different vegetation, topographic and geologic settings (Table 2.1). At 

each sample location, we recorded the vegetation type, thickness of the surface organic 

layer, i.e. the organic layer above mineral soil, topographic position, surface micro- 

topographic features, and the presence or absence of surface water. We used a 1,6-m- 

long soil auger to record soil type, presence or absence of ice and frozen soil. Sample 

locations were selected such that each vegetation class was homogeneous at the 2.5 m 

pixel scale and all vegetation classes in different topographic settings were adequately 

sampled. Areas of bedrock and blocky regolith with thin veneers of soil, mostly present 

on high slopes with little or no alpine vegetation cover, were avoided since we could not 

auger at those locations. Because permafrost presence or absence was difficult to 

determine for the rocky soils, these areas were excluded from our analysis by masking 

out unvegetated and alpine vegetation cover from the remote sensing derived vegetation 

map.
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145°0'W 144°0’W

Figure 2.T Study area map. (A) The white rectangle shows the location of the study area 
in Alaska. (B) A Hillshade model of the study area that covers 110x18 km stretch of the 
Alaska Highway corridor between Mile Post 1329 to 1397. Black dots represent locations 
sampled during field visits.
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Table 2 1 Summary of field data collected in different vegetation and topographic 
settings The number in parenthesis in the first column represents the number of stations 
sampled in that vegetation class

Vegetation Aspect Permafrost 

Present Absent

Moss thickness 
(cm)

Active-layer
thickness
(cm)

Open spruce (50) 45 -  Low plain 
3 -  North 
1 -  West 
1 -  Northwest

50 0 25 ±9 46 ± 12

Aspen (23) 10 -  Low plain 
3 -  East
3 -  Southeast
4 -  South
2 -  Southwest 
1 -  West

0 23 Very thin patchy 
moss or absent

Deciduous (31) 17 -  Low plain
3 -  North
4 -  Northeast 
1 -  East
1 -  Southeast 
1 -  South 
1 -  West 
3 -  Northwest

0 31 14 ± 5  (at 7 
stations),
Very thin patchy 
moss or absent at 
other stations

Wetland meadow (16) 16 -  Low plain 0 16 19 cm at two 
stations, absent at 
other stations

-

Closed spruce (116) 109 -  Low plain 
3 -  North 
1 -  Southwest
1 -  Northwest
2 -  Northeast

91 25 20 ±6 60 ± 14

Mixed spruce and 
deciduous (94)

69 -  Low plain 
5 -  North 
3 -  Northeast
3 -  East
4 -  Southeast 
4 -  South
3 -  Southwest 
2 -  West 
1 -  Northwest

19 75 14 ± 7 69 ± 12
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2.4.2. S tatistical model

Statistical modeling of relationships among surface variables and permafrost

presence or absence in the study area was undertaken using the Binary Logistic

Regression (BLR) model in SPSS 16.0, a statistical software package. BLR is a form of 

regression that can be used when the response variable is a dichotomy and the 

explanatory variables are of any type, continuous and/or categorical (Hosmer and 

Lemeshow, 2000). It applies maximum likelihood estimation after transforming the 

response variable into a logit variable (the natural log of the odds of the response 

occurring or not). The specific form of logistic regression model we used is:

n  , =  ------- ?— —  (2.1)
1 +  e '

where Z is the propensity towards the event of interest (log-odds); 

n is the probability that the ith case experiences the event of interest.

The model assumes that Z is linearly related to the predictors

Z, = b0 + b^n + b2xl2 + .........................+ bjX,j + .... + bpx,p (2.2)

Where X(J is the j,h predictor for the ith case; 

bj is the j th coefficient; 

p is the number of predictors.

The predictors relate to the probability of interest by substituting Z in Equation (2.1):

n  ' =  “ -  ( b o + b , x „ + b 2 x l2 + + b p X lp ) (2-3)1 +  e
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2.4.3. Remote sensing inputs

Satellite data included multi-spectral pan-sharpened scenes acquired on June 30 

and July 1, 2003 by the SPOT 5 satellite. Pan-sharpening for SPOT 5 is the process of 

merging the 2.5 m spatial resolution panchromatic band with the relatively low 10 m 

spatial resolution multi-spectral bands (Band 1 (green): 0.50 -  0.59 pm; Band 2 (red): 

0.61 -  0.68 pm; Band 3 (near infrared): 0.78 -  0.89 pm) to obtain the best characteristics 

of both panchromatic and multi-spectral bands (Zhang, 2002).

Airborne data included a Digital Elevation Model (DEM) interferometrically 

derived from Airborne Synthetic Aperture Radar (AIRSAR) data collected under NASA’s 

Pacific Rim 2000 mission and initially processed at the Jet Propulsion Laboratory (JPL) 

in Pasadena, California. The Alaska Satellite Facility (ASF) processed the AIRSAR C- 

band data to generate the 5 m spatial resolution DEM.

The EM-based resistivity data of the Alaska Highway corridor was acquired using 

the RESOLVE multi-coil multi-frequency EM system mounted on a helicopter. The 

survey was carried out by Fugro Airborne Surveys from August 2005 to January 2006 to 

delineate bedrock, surficial deposits and permafrost in the discontinuous permafrost 

zone of Alaska Highway corridor. The airborne EM system induces an electric current in 

the ground. The magnitude of the induced current depends on the resistivity of the 

ground to electrical current flow. Ground resistivity can be ten times higher for frozen 

ground than for unfrozen ground (Sartorelli and French, 1981). Although the EM data 

collected at multiple frequencies allow more sophisticated processing of the data for 

geophysical interpretation, we analyzed only the 140,000 Hz frequency because 

intensive processing of inversion algorithms was beyond the scope of this study and the 

high frequency EM signal is more effective for mapping near-surface permafrost due to 

its shallower penetration depth.

2.4.3.1. Vegetation mapping

The Normalized Difference Vegetation Index (NDVI), a ratio of the difference 

between near infrared and red bands to the sum of these two respective bands, is one of 

the most widely used indices applied to mapping vegetation from remote sensing images
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(Rouse et al., 1974; Jensen, 2000). The NDVI was calculated using SPOT band 2 and 3 

and used to delineate vegetated and unvegetated pixels by applying a simple threshold 

to the NDVI map where NDVI > 0 was assigned as vegetated. The unvegetated pixels 

(NDVI < 0) encompassing barren flood plains, landslides, exposed bedrock and man- 

made structures were excluded from subsequent analyses as these land-covers in the 

study area are highly likely to be underlain by rocky soils where determination of 

permafrost is difficult with only hand-held tools.

Image texture, defined as the function of the spatial variation in pixel intensities 

(gray-scale values), was also used as a means for discriminating different vegetation 

types. For SPOT band 3 we produced a texture map using a variance operator (ERDAS 

Field Guide, 2008). Analysis of this map shows that different vegetation canopies display 

different textural characteristics (for example the Mixed Spruce and Deciduous 

vegetation class shows higher variance values compared to either Spruce or Deciduous 

vegetation classes; Open Spruce in low-lying valleys shows lower variance compared to 

Closed Spruce forest on upland areas). Field observations also suggested that 

vegetation distribution depends on topography (elevation and slope). Therefore, we 

created an image composite of seven layers which includes bands 3, 2, and 1 from the 

SPOT scene, the NDVI layer, a texture (variance) layer, and elevation and slope layers 

from AIRSAR DEM to get the best vegetation classification result.

We used the maximum likelihood decision routine in ERDAS Imagine (ERDAS 

Field Guide, 2008; ESRI Developer Network, 2009) for vegetation classification. This 

considers both the variances and covariances of the class signatures when assigning 

each cell to one of the classes represented in the signature file. With the assumption that 

the distribution of a class sample is normal, a class can be characterized by the mean 

vector and the covariance matrix. Given these two characteristics for each cell value, the 

statistical probability is computed for each class to determine the membership of the 

cells to the class. With equal probabilities for each class defined in the signature file, 

each cell is assigned to the class to which it has the highest probability of being a 

member (ERDAS Field Guide, 2008; ESRI Developer Network, 2009). We mapped six 

vegetation classes from the seven layer image composite with an overall classification 

accuracy of 86.5% based on training polygons (Figure 2.2 and Table 2.2).
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Figure 2.2: Vegetation map. Vegetation map of the study area generated by using the 
Maximum Likelihood classification algorithm in ERDAS Imagine. White spaces within the 
vegetation map are masked out areas (water bodies, barren surfaces, clouds and recent 
burns).
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Table 2 2 Vegetation classification accuracy Numbers in parentheses in the first 
column represent number of sampled stations in that vegetation class

Vegetation

Class

Aspen Wetland

Meadow

Mixed 

Spruce and 

Deciduous

Open

Spruce

Deciduous Closed 

Spruce

Total

Correct

%

Correct

Aspen (21) 20 1 - - - - 20 95 2

Wetland 

Meadow (15)

1 14 - - - - 14 93 3

Mixed 

Spruce and 

Deciduous 

(78)

1 1 65 5 - 6 65 83 3

Open

Spruce (45)

- - 2 42 - 1 42 93 3

Deciduous

(26)

5 1 4 2 14 14 53 8

Closed 

Spruce (105)

- - 7 2 - 96 96 91 4

Total (290) 251 86 5
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The classification statistics revealed that vegetation covers 81% of the study 

area. Open Spruce, Closed Spruce, and Mixed Spruce and Deciduous vegetation 

classes are the dominant vegetation types, representing 82% of the total vegetation 
cover.

2.4.3.2. Aspect-slope mapping

The AIRSAR DEM was used to derive the aspect-slope map of the study area 

using the Spatial Analyst tool in ArcMap 9.3. We reclassified the aspect map into eight 

aspect classes using 45 degree aspect intervals (Table 2.3). Jorgenson et al. (1999) 

investigated the permafrost and ecology relationship at Fort Wainwright, Alaska, and 

found an 8° slope as the frequent boundary between frozen retransported deposits and 

unfrozen upland loess. This 8° cut-off may also correspond to where slope-wash and rill 

erosion can shift from erosion to deposition. The deposition of fine-grained soil changes 

the thermal characteristics and makes the soil more prone to permafrost development. 

Also, low-lying areas and valley bottoms in Interior Alaska are more likely underlain by 

near-surface permafrost than upland areas due to the presence of a thicker surface 

organic layer and winter temperature inversion (Panda et al., 2010). Hence, we 

extracted all the pixels with slope value less than 8° (which occupy 57% of the study 

area) from the slope map and added them to the aspect map as a low-lying surface 

class.

2.4.3.3. EM resistivity mapping

Frozen clay, silt, peat, sand and gravel show resistivity greater than 60, 60, 300, 

300 and 800Ohm-m, respectively (Hoekstra and McNeill, 1973; Scott and Kay, 1988; 

Scott et al., 1990). Bedrock is generally highly resistive to electric currents whether 

frozen or not. Therefore, it is often times difficult to differentiate frozen bedrock from 

unfrozen bedrock using resistivity data alone. Hence, we excluded all the bedrock areas 

from the resistivity map using a generalized bedrock map of the study area. We 

classified the rest of the resistivity map into four classes based on resistivity value 

ranges for different ground material types presented by Scott and Kay (1988) (Table 
2.4).
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Table 2.3: Input variables in the BLR model and their coefficients.

Class Description Coefficient

Vegetation Aspen Distinct patches of aspen trees -19.4

Wetland Meadow Open grass fields in drained lake 
beds and inactive flood plain

-3.0

Mixed Spruce and 
Deciduous

Dominantly mixed vegetation 
type (white spruce, black spruce, 
and different types of deciduous 
trees)

0.0

Open Spruce Scattered, usually short and 
stunted black spruce found in 
low-lying valleys and plains

34.5

Deciduous Dominantly one or more types of 
deciduous vegetation (birch, 
balsam poplar, dwarf birch, resin 
birch, alder, aspen etc.)

-19.65

Closed Spruce Densely populated spruce trees 
(white spruce, black spruce or a 
mix of both)

2.85

Aspect-slope North Aspect: (337.51 -  22.50 ) -3.38

North East Aspect: (22.51 -  67.50) -0.18

East Aspect: (67.51- 112.50) 0.82

South East Aspect: (112.51 -  157.50) 0.43

South Aspect: (157.51 -202.50) -18.63

South West Aspect: (202.51 -  247.50) -20.61

West Aspect: (247.51 -  292.50) -16.05

North West Aspect: (292.51 -  337.50) 0.02

Low Lying Plain Slope < 8° 0.0

Constant -1.55
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Table 2.4: Relationship between resistivity and frozen/ unfrozen ground condition. The 
relationship varies with the material type.

Class Resistivity (Ohm-m) Frozen/ Unfrozen % of study area

1 <60 Likely unfrozen 
irrespective of material 
type.

0.02

2 60 - 800 Frozen if the material type 
is clay, silt, sand or peat.

21.35

3 800- 10000 Frozen except in presence 
of bedrock.

22.50

4 >10000 Frozen bedrock. 0.13
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2.4.4. Probabilistic perm afrost mapping

We applied the established relationship (in the form of logistic coefficients for 

each input variable class) to vegetation and aspect-slope classes mapped from remotely 

sensed data. The Raster Calculator tool in ArcMap 9.3 was used to estimate the 

permafrost probability for each pixel in two steps. In the first step, we calculated the log- 

odds or Z (Equation (2.2)) for every pixel in the input maps using the coefficients 

obtained from the BLR model for input variable classes. In the second step, we 

calculated the probability of permafrost presence by substituting the value of Z in 

Equation (2.1) (Figure 2.3). For this study, pixels with probability less than 0.5 are 

classified and mapped as devoid of near-surface permafrost (‘permafrost absent’) and 

pixels with probability greater than 0.5 are classified and mapped as underlain by near

surface permafrost (‘permafrost present’).

2.4.5. EM res is tiv ity  based perm afrost distribution mapping

We interpreted the classified resistivity map as follows: Resistivity Class 1 

(resistivity < 60 Ohm-m) as permafrost absent irrespective of material type; Resistivity 

Class 2 (resistivity 60-800 Ohm-m) as permafrost present/ absent depending on the 

material type (for example a pixel with resistivity 200 Ohm-m might be frozen if the 

material type was silt or clay and might not be frozen if the material type was sand or 

gravel), but because we did not know the material type in each pixel this class is not as 

useful as others for permafrost mapping; Resistivity Class 3 (resistivity 800-10000 Ohm- 

m) as permafrost present irrespective of material type because we already excluded the 

bedrock areas and any other material type with resistivity > 800 Ohm-m should be frozen 

(Hoekstra and McNeill, 1973; Scott and Kay, 1988; Scott et al., 1990). Resistivity Class 4 

(resistivity > 10000 Ohm-m) occupies a tiny fraction (0.1 %) of the study area and most 

likely maps out the small patches of unexposed bedrock not included in ADGGS 

generalized bedrock map.
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Alaska

Figure 2.3: Schematic layout of data processing and analytical methods. Pixels with 
probability < 0.5 are classified and mapped as devoid of near-surface permafrost 
(permafrost absent) and pixels with probability > 0.5 are classified and mapped as 
underlain by near-surface permafrost (modified after Panda et al., 2010).
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2.5. Results

2.5.1. Field observations

Analysis of field data showed that vegetation type was strongly related to soil- 

permafrost characteristics. Vegetation where permafrost was absent (0%) included 

Aspen, Deciduous and Wetland Meadows (Table 2.1). In contrast, permafrost was found 

at intermediate frequency in Closed Spruce (78%) and at high frequency in Open Spruce 

(100%). These values are similar to permafrost frequency for ecosystems within Fort 

Wainwright in the central Tanana Valley, where frequencies of occurrence were 0% for 

Upland Moist Broadleaf Forest, 0% for Lowland Fen Meadows, 17% for Upland Moist 

Needleleaf Forest (white spruce), 84% for Lowland Wet Needleleaf Forest (black 

spruce), and 100% for Lowland Tussock Bogs (Jorgenson et al., 1999). Vegetation 

structure alone is not a strong indicator however. For example, permafrost occurrence 

for Needleleaf forests on Fort Wainwright varied greatly for riverine (0%), upland (17%), 

lowland gravelly (50%), and lowland (84%) physiographies.

Thickness of surface organic layers, including live mosses, was inversely related 

to active-layer thickness in different vegetation classes. For example, on low-lying plains 

(slope < 8°) the organic layer was thickest (26 cm) and the active-layer was thinnest 

(47 cm) for the Open Spruce vegetation class. In Closed Spruce, and Mixed Spruce and 

Deciduous vegetation classes, organic-layer thicknesses were 20 cm and 13 cm, and 

the active-layer thicknesses were 60 cm and 70 cm, respectively. The difference in 

active-layer thickness among vegetation classes was not only due to the difference in 

organic layer thickness, but may also have been due to the difference in winter snow 

depths. The winter snow cover, which acts as an insulator and retards the amount of 

heat flowing out of the ground, is generally shallower in densely populated Closed 

Spruce vegetation class compared to less dense Mixed Spruce and Deciduous 

vegetation class, because of the interception and holding of snow by coniferous tree 

canopies (Viereck, 1970; Sturm etal., 2001; Jorgenson etal., 2000).
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2.5.2. Statistical perm afrost probab ility  modeling

To avoid a chance occurrence of anomalous model performance, we ran the 

BLR model ten times, each time with approximately two-thirds of the randomly selected 

sampled data to train the model (training data) and the remaining one-third to validate 

the model (testing data). The minimum and maximum classification accuracies achieved 

with the training data ranged from 87.3% to 90.6%, while those for testing ranged from 

80.8% to 89.5% (Table 2.5). The average overall classification accuracy achieved for 

training and testing data were 89% and 85%, respectively. For all ten model runs, the 

significance levels using the Hosmer-Lemeshow goodness-of-fit statistic were well 

above 0.05, suggesting the models adequately fit the input data. The ten model runs 

with randomly selected training and testing data validated model performance and 

stability. We then ran the BLR model with all the sampled data to get the best possible 

coefficients for input variable classes to generate the permafrost probability map of the 

study area. The model correctly classified 145 data points out of 169 as permafrost 

absent and 146 out of 161 data points as underlain by permafrost (Table 2.6). The 

overall classification accuracy achieved was 88%.

2.5.3. Probabilistic perm afrost map

The high-resolution, spatially continuous map of near-surface permafrost created 

through BLR modeling shows 45% of the vegetated area (which corresponds to 37% of 

the total study area) as underlain by near-surface permafrost (Figure 2.4). The 

distribution statistics suggest permafrost distribution in the study area is sporadic (10 -  

50% of the area underlain by permafrost) instead of discontinuous (50 -  90% of the area 

underlain by permafrost) as previously reported based on limited borehole temperature 

measurements (Ferrians, 1998; Jorgenson et al., 2008). Permafrost presence was highly 

related to vegetation type (Table 2.7). Comparison of permafrost and vegetation maps 

revealed that 100% of the Open Spruce, 87% of Closed Spruce and 11 % of Mixed 

Spruce and Deciduous vegetation classes are underlain by permafrost, whereas the 

Aspen, Deciduous and Wetland Meadow vegetation classes are devoid of near-surface 

permafrost in the study area.
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Table 2.5: Classification statistics of BLR model runs with training and testing data.

Model Run Training Data 
(%)

Testing Data 
(%)

Classification accuracy 
(%)

Training
data

Testing
data

1 71.2 28.8 87.7 83.2

2 71.8 28.2 88.2 88.2

3 68.8 31.2 89.4 85.4

4 73.9 26.1 87.3 89.5

5 74.2 25.8 89.4 83.5

6 67.9 32.1 90.6 82.1

7 69.7 30.3 88.3 87.0

8 71.5 28.5 88.6 87.2

9 73.0 27.0 90.5 82.0

10 70.0 30.0 90.5 80.8

Average
Classification
Accuracy 89.0 85.0
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Table 2.6: Classification statistics from BLR model run using all sampled data points.

Observed

No permafrost 

Permafrost 

Overall (%)

Predicted

No permafrost Permafrost

145

15

24

146

Correct (%)

85.8

90.7

88.2
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Figure 2.4: Permafrost map. Permafrost distribution map of study area based on 
probability threshold of 0.5. The BLR model mapped 45% of the vegetated area (which 
corresponds to ~37% of the total study area) as underlain by near-surface permafrost. 
Gaps in the permafrost map indicate masked-out zones not included in the study.
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Table 2.7: Vegetation classes and permafrost distribution. Percentage of mapped 
vegetation classes and percentage of each vegetation class underlain by near-surface 
(< 1.6 m) permafrost in,the study area.

Vegetation Class Vegetation Class (%) Permafrost (%)

Aspen 8.1 0.0

Closed Spruce 34.0 87.0

Deciduous 7.2 0.0

Mixed Spruce and Deciduous 36.3 11.0

Open Spruce 11.4 100.0

Wetland Meadow 3.0 0.0
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Since ground sampling was conducted up to a maximum depth of 1.6 m, the 

permafrost map shows permafrost distribution in the top 1.6 m of the ground surface. We 

do not rule out the presence of permafrost at lower depth for areas mapped as devoid of 

permafrost, although, based on our field experience, published literature and limited 

borehole data, permafrost is usually absent under Deciduous, Aspen and Wetland 

Meadow vegetation cover in the study area. However, the areas mapped as devoid of 

permafrost in the Closed Spruce and Mixed Spruce and Deciduous vegetation classes 

may have permafrost at lower depth, which can be confirmed only by drilling deeper 

holes in the ground. Absence of permafrost on south-facing slopes and presence on 

north-facing slopes in favorable vegetation settings makes permafrost mapping easy. 

However, in flats it can be more problematic due to ground water effects. Also identifying 

permafrost under spruce forest is difficult in contrasting fluvial, colluvial and glacial 

deposits.

2.5.4. EM res is tiv ity  based perm afrost map

Classification of the resistivity map into four classes helped to map areas 

underlain by no permafrost, possible permafrost (depending on the material type) and 

permafrost (Figure 2.5). After excluding the bedrock areas (which cover 47% of the 

study area), based on the resistivity values alone 22.5% (Resistivity Class 3) of the 

study area is underlain by permafrost and 21% (Resistivity Class 2) of the study area is 

underlain by (possible) permafrost if the ground material type were clay, silt, sand or 

peat. Since we do not know the material type for every resistivity pixel it cannot be 

confirmed what percentage of Resistivity Class 2 is underlain by permafrost. The 

Resistivity Classes 1 and 4 together represent a tiny fraction (0.15%) of the study area 

with little contribution to the overall permafrost distribution statistics in the study area. 

Thus, permafrost occupies 22.5 -  43.5 % of the study area based on the interpretation of 

resistivity data.
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Figure 2.5: Resistivity classification map. Resistivity map classified into four classes; 
Resistivity Class 1: No Permafrost; Resistivity Class 2: Possible Permafrost; Resistivity 
Class 3: Permafrost; Resistivity Class 4: Permafrost. White polygons with black outlines 
are bedrock polygons (from ADGGS bedrock map) excluded from analysis.
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2.5.5. Comparison of probabilistic permafrost map w ith EM resistivity based
permafrost map

Comparison of the probabilistic permafrost map with the resistivity-based 

permafrost map revealed that 56% of Resistivity Class 2 and 65% of Resistivity Class 3 

are underlain by near-surface permafrost according to the probabilistic permafrost map 

(Figure 2.6). Resistivity Class 1 and 4 were not included in the comparison because of 

their negligible representation (0.15% of the study area). The lack of stronger correlation 

between the probabilistic permafrost map with the resistivity based permafrost map was 

likely due to the effects of surficial materials. In case of Resistivity Class 2, presence or 

absence of permafrost depends on the material type and resistivity value within the pixel. 

It is possible that 56% of the Resistivity Class 2 is underlain by permafrost. In case of 

Resistivity Class 3 (800 -  10000 Ohm-m), there should be 100% agreement between 

both permafrost maps since all geologic material types with resistivity greater than 800 

Ohm-m, except bedrock, should be frozen (bedrock was already excluded from the 

resistivity map). However, the 35% disagreement between the probabilistic permafrost 

map and the resistivity based permafrost map may be due to the glacial moraine or 

outwash deposits (composed of sediments ranging from clay to boulders) scattered 

throughout the study area or the presence of unexposed bedrock (not mapped in 

ADGGS bedrock map) that can be highly resistive to the airborne EM signal even though 

unfrozen. Nevertheless, based on the interpretation of resistivity data permafrost 

occupies 22.5 -  43.5% of the study area, which is in agreement with the probabilistic 

permafrost map that shows 37% of the study area as underlain by near-surface 

permafrost. The study reveals that EM resistivity data has the potential to detect and 

map permafrost distribution, but its accuracies can be enhanced if used in conjunction 

with a map of ground material types.

Our interpretation of the efficacy of airborne EM data to mapping permafrost 

concurs with the findings of others. Kellet et al. (2000) mapped discontinuous permafrost 

in the Canadian sub-arctic using a combination of airborne and surficial geophysical 

surveys supported by drilling, sampling and borehole geophysical logging. They used 

spatial distribution of ground-resistivity values and a resistivity-depth profile derived from 

an inversion model to characterize the subsurface extent of the permafrost. Their study
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Figure 2.6 Comparison of resistivity based permafrost map with probabilistic permafrost 
map. 56% of the Resistivity Class 2 (Possible Permafrost) and 65% of the Resistivity 
Class 3 (Permafrost) are underlain by permafrost according to the Probabilistic 
permafrost map. Resistivity Class 1 and 4 are not included in the comparison because of 
their negligible representation (0.15% of the study area).
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concluded that airborne EM data provided a simplified and regional pattern of the 

permafrost distribution with some ambiguity in areas where near-surface variations in 

electrical conductivity (due to buried landfills and other infrastructure) masked deeper 

permafrost layers. Ground geophysical surveys and drilling revealed a far more complex 

picture of permafrost distribution. Preliminary results from the investigation of airborne 

EM data to map permafrost in the discontinuous zone of Yukon Flats revealed good 

correlation between high resistivity values and known areas of permafrost (Smith et al., 

2010). They found high resistivity values over loess deposits, which are generally less 

resistive to airborne EM signal, due to high ice content.

2.6. Conclusions

High-resolution, spatially continuous maps of near-surface permafrost can be 

generated by developing logistic regression models from limited field data and 

integrating the logistic models in a GIS framework to predict permafrost distribution from 

remotely sensed data. Analysis of field data showed strong correlations between 

vegetation and soil-permafrost characteristics. Vegetation covers 81% of the study area. 

45% of the vegetated area (37% of the total study area) is underlain by near-surface 

permafrost. Interpretation of airborne EM resistivity data shows 22.5 -  43.5 % of the 

study area as underlain by permafrost. The comparison of permafrost distribution from 

both maps suggests permafrost distribution in the study area is sporadic instead of 

discontinuous as previously reported based on limited borehole temperature 

measurements and ground observations. Based on the correlative relationships between 

permafrost and surface variables in our study area, the logistic coefficients for surface 

variables likely can be used to generate probabilistic permafrost maps for other parts of 

Interior Alaska. The airborne EM resistivity data has the potential to detect and map 

permafrost distribution, but it is more useful when accompanied by a map of ground 

material type.

The probabilistic permafrost map produced in this study will be useful for 

planning pipeline or railroad routes and identifying areas for more detailed ground 

investigations. It also will serve as a baseline map along with the vegetation map to



53

identify areas of permafrost degradation and future changes in vegetation cover and 
wetland areas.
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Appendix 2A Empirical-statistical model sensitiv ity analysis

The model was run three times, each time with one of the surface variables as 

the explanatory variable. The model produced 86%, 60% and 56% classification 

accuracy with vegetation, aspect-slope and elevation as the only explanatory variable, 

respectively (Table 2A.1). The model run with different combinations of two out of the 

three variables produced highest classification accuracy (88%) for the combination of 

vegetation and aspect-slope variables and lowest classification accuracy (60%) for the 

combination of aspect-slope and elevation variables. Running the model with all three 

surface variables as explanatory variables did not improve the classification accuracy 

achieved with the combination of vegetation and aspect-slope variables. This suggests 

that elevation was not contributing to the overall classification accuracy. Hence, we used 

a combination of vegetation and aspect-slope as explanatory variables in the final 

model.

Table 2A.1: BLR model classification accuracy with different input variables. 
Classification accuracy achieved by running the BLR model successively with a single 
input variable and different combination of input variables.

Appendices

Variable(s) Classification Accuracy (%)

Only Elevation 56.1

Only Aspect-slope 59.7

Only Vegetation 86.4

Aspect-slope and Elevation 60.0

Vegetation and Elevation 86.4

Vegetation and Aspect-slope 88.2

Vegetation, Aspect-slope, and Elevation 88.2
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Appendix 2B Comparison o f probabilistic permafrost map w ith photo-interpreted 
map

To assess the accuracy of the probabilistic permafrost map, we compared our 

results to the photo-interpreted permafrost map published by the Alaska Division of 

Geological and Geophysical Surveys (Reger and Hubbard, 2010). The extent of 

permafrost and ice content for this map was inferred by interpreting ~1:63,360 scale, 

false-color infrared aerial photographs taken in August 1980. Interpreted proxy data 

included vegetation, slope, aspect, landforms, soil type, local drainage, and terrain 

features. They mapped permafrost in the corridor in five different classes: continuously 

frozen (more than 90% of the area inferred to be underlain by permafrost), 

discontinuously frozen (50-90% of the area underlain by permafrost), sporadically frozen 

(10-50% of the area underlain by permafrost), generally unfrozen (0-10% of the area 

underlain by permafrost), and no permafrost. In the analysis, we compared only their 

continuously and discontinuously frozen permafrost classes with our probabilistic map 

because the rest of the classes constituted only 7.4% of the total vegetated area and 

almost always coincided with our permafrost absent class (Figure 2B.1).

There was a 75% agreement on a pixel-by-pixel basis between our probability 

map and the continuously frozen permafrost area identified by Reger and Hubbard 

(2010) (Figure 2B.1). To compare the discontinuously frozen permafrost class, we 

extracted all the pixels that fall within Reger and Hubbard’s (2010) discontinuously 

frozen permafrost polygons and found out that 60% of them were mapped as underlain 

by permafrost in our model, which is within the frozen percentage range of 50-90% used 

by Reger and Hubbard (2010). Hence, we conclude that our model-derived permafrost 

map agrees with the discontinuously frozen permafrost class of the photo-interpreted 

map.

The 25% disagreement between the interpretation of the continuously frozen 

class could be due to several reasons. First, our permafrost map represents permafrost 

in the top 1.6 m of the ground surface whereas the photo-interpreted permafrost map 

represents permafrost up to a depth of 7.5 m. Second, Reger and Hubbard (2010)
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Figure 2B.1: Study area map showing different combinations of the photo-interpreted 
permafrost (Reger and Hubbard, 2010) and probabilistic permafrost classes. ‘Generally 
unfrozen’ and ‘no permafrost’ classes from the photo-interpreted permafrost map were 
combined and presented as ‘No Permafrost’ class. The hill shade model derived from 
AIRSAR DEM is in the background. Gaps in the modeled areas indicate masked-out 
zones that reveal the hill shade. Shades of red and green represent disagreement and 
agreement between the photo-interpreted and probabilistic permafrost maps, 
respectively.
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mapped permafrost by interpreting vegetation from older false-color infrared air-photos 

taken in August 1980, whereas, we mapped vegetation from a SPOT 5 scene acquired 

in July 2003. Third, differences in the resolution of the data sets may have had an 

impact: we used SPOT 5 pan-sharpened multi-spectral images at 2.5 m spatial 

resolution and 5 m AIRSAR DEM, whereas Reger and Hubbard (2010) used air photos 

printed at 1:63,360 scale. Fourth, we excluded alpine vegetation from our analysis 

because we have very few field measurements of this vegetation class. Finally, both 

approaches have errors associated with the mental and statistical models used for 

mapping.
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CHAPTER 3 NUMERICAL MODELING OF PERMAFROST DYNAMICS AT 
SELECTED SITES IN INTERIOR ALASKA1

3.1. Abstract

Changes in air temperature and/or winter snow depth are important factors 

responsible for permafrost aggradation or degradation in Interior Alaska. To evaluate 

effects of past and recent (1941-2008) changes in air temperature and winter snow 

depth on permafrost and active-layer dynamics, we reconstructed permafrost thermal 

history at three locations using the Geophysical Institute Permafrost Laboratory 2.0 

model. Results revealed that active-layer thickness reached 0.58 to 1.0 m and mean 

annual permafrost temperature increased by 1.6 to 1.7 °C during 1966-1994 at two of 

three sites in response to increased mean annual air temperature, mean summer air 

temperature and winter snow depth. We found that the active-layer thickness is not only 

a function of summer air temperature but also of mean annual air temperature and 

winter snow depth. Model simulation with a projected (2008-2098) climate scenario 

predicts 0.22 m loss of near-surface permafrost at one site and complete permafrost 

disappearance in the top 20 m of the ground surface at another site by the end of the 

21st century. Permafrost might have been present at the third site before 1950, but no 

longer exists at this site. Analyses showed contrasting permafrost behaviors at three 

sites under similar climate scenarios, primarily due to differences in soil properties and 

ground ice volume; these factors determine permafrost resilience under a warming 

climate.

1 Panda SK, Romanovsky VE, Prakash A, Marchenko S. In review. Numerical modeling 
of permafrost dynamics at selected sites in Interior Alaska. Submitted to Permafrost and 
Periglacial Processes.
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3.2. Introduction

The air temperature is increasing in most of the permafrost areas of the Earth, 

and this increase is influencing the ground surface temperature. The increasing ground 

temperature is causing widespread thawing and degradation of permafrost in many parts 

of the polar Northern Hemisphere (Lachenbruch and Marshall, 1986; Osterkamp and 

Romanovsky, 1999; Jorgenson et al., 2001; Camill, 2005; Osterkamp, 2005, 2007a, 

2007b; Osterkamp et al., 2009; Christiansen et al., 2010; Jorgenson et al., 2010; 

Lewkowicz, 2010; Romanovsky et al., 2010a, 2010b; Zhao et al., 2010). Consequently, 

the spatial diversity of permafrost thermal conditions is decreasing over time (Smith et 

al., 2010). Permafrost degradation can bring dramatic changes to landscape features, 

ecosystem structure, and infrastructure stability. If the recent trend in climate warming 

continues, its effects on the permafrost thermal regime will be far-reaching, leading to 

considerable impacts on existing ecosystem structure, ecosystem services, and socio

economic conditions. In order to minimize the negative impacts of permafrost 

degradation on ecosystems and society, it is imperative to monitor permafrost dynamics 

for timely assessment and prediction of possible negative consequences (Romanovsky 

et al., 2002).

The permafrost surface is separated from the direct effects of air temperature by 

the surface organic layer, winter snow, and the active-layer. These biophysical factors 

buffer the direct effect of changes in air temperature on permafrost. The surface organic 

layer, which includes surface vegetation cover and dead organic matter, insulates the 

ground from warmer summer air temperature, reducing the heat flow from the warmer 

atmosphere into the colder ground. In winter, when the surface organic layer is frozen, 

heat flows from the warmer ground into the colder atmosphere. Snow cover insulates the 

ground from colder air temperature during winter. In the beginning of the thawing 

season, because of its high latent heat of fusion, snow acts as a heat sink which retards 

warming of the ground surface. However, the net effect of snow cover causes an 

increase in the mean annual ground surface temperature (MAGST) (Osterkamp, 2007b). 

Thawed and frozen thermal properties and the water content of the active-layer 

significantly influence the warming effect of snow cover (Lachenbruch, 1959; 

Romanovsky, 1987). The difference in the thermal conductivity of a thawed vs. a frozen
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active-layer causes a negative ‘thermal offset’, defined as the difference between the 

mean annual permafrost surface temperature (MAPST) and MAGST (Kudryavtzev et al., 

1974; Goodrich, 1978; Burn and Smith, 1988; Romanovsky and Osterkamp, 1995). 

Consequently, the mean annual ground temperature usually decreases with depth in the 

active-layer.

There are other factors that can also contribute to an increase or decrease of 

active-layer and permafrost temperatures. Examples include topography (slope, aspect, 

elevation), surface and subsurface hydrology, geology (soil and rock type, tectonic 

setting), and natural (fire and flood) and anthropogenic disturbances. However, 

numerous studies have shown that increases in mean annual air temperature (MAAT), 

winter snow depth, and a combination of these two factors are the primary causes of 

permafrost warming and subsequent thawing on local as well as regional scales 

(Lachenbruch and Marshall, 1986; Osterkamp and Romanovsky, 1996; Osterkamp and 

Romanovsky, 1999; Jorgenson et al., 2001; Camill, 2005; Osterkamp, 2005, 2007a, 

2007b; Osterkamp and Jorgenson, 2006; Akerman and Johansson, 2008; Romanovsky 

et al., 2010a).

Wendler and Shulski (2009) reported an increase in the MAAT of Interior Alaska 

by 1.4 °C over the past century compared to 0.8 °C worldwide. The increase in the 

MAAT of Interior Alaska was not uniform during the past century, being most dramatic 

during the past three decades. After the end of the ‘Little Ice Age’ in the middle of the 

20th century, air temperature warmed until about 1940, followed by a cooling trend until 

the mid-1970s. In 1976, the shift in Pacific Decadal Oscillation (PDO, a pattern of Pacific 

climate variability) caused an abrupt 1-2 °C increase in MAAT (Hartmann and Wendler, 

2003; Hartmann and Wendler, 2005). The 1980s were the warmest of the 20th century. A 

cooling trend then developed until the late 1990s, followed by warming again in the 

beginning of the 21st century.

It is anticipated that the recent climate warming will continue into the future with 

some possible short-term cooling at the inter-annual scale (NRC, 2002; IPCC, 2007). 

The permafrost table will deepen, mean annual permafrost temperature (MAPT) will 

increase significantly, and long term permafrost thaw may start in many parts of Interior
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Alaska (Marchenko et al., 2008). However, there will be regional and local differences in 

the response of permafrost to warming climate because the buffering effect of surface 

biophysical factors varies spatially.

In this paper, we investigate the influence of temporal changes in near-surface 

air temperature and snow depth on permafrost dynamics at selected sites in Interior 

Alaska. The objectives of this paper are to reconstruct the past and recent (1941-2008) 

thermal history of permafrost by using the Geophysical Institute Permafrost Laboratory 

(GIPL) 2.0 numerical model and permafrost temperature reanalysis method 

(Romanovsky et al., 2002); to evaluate the effects of past and recent climate (change in 

air temperature and winter snow depth) on permafrost temperature and active-layer 

thickness (ALT) dynamics at three different ecological and geological settings in Interior 

Alaska; to compare the permafrost and active-layer dynamics at these three sites that 

experience similar climatic conditions; and to predict the possible changes in permafrost 

and active-layer dynamics by using future climate scenarios for the state of Alaska (i.e. 

monthly air temperature and precipitation for the period 2008-2098) from the 

Intergovernmental Panel on Climate Change (IPCC) Global Circulation five-model- 

composite A1B (midrange) scenario as input to the GIPL 2.0 model.

3.3. Study area and site conditions

The study area is a section of the Alaska Highway corridor (Figure 3.1). It is the 

only land transportation route that connects Alaska with the contiguous US and is the 

locus of many planned and proposed development projects (e.g. a natural gas pipeline 

and a railroad) in Interior Alaska.

We installed HOBO automatic soil temperature data loggers (Onset, 2010) in 

three different geological and ecological settings (Table 3.1) along the Alaska Highway 

corridor. Based on the site characteristics that uniquely represent each station under 

investigation, in the rest of this document Station 1, Station 2 and Station 3 are referred 

to as Tussock station’, ‘Drunken Forest station’, and ‘Bedrock station’, respectively. 

Station 1, Tussock station, is located near Alaska Highway mile post 1393 (28 miles 

southeast of Delta Junction), approximately 2 km south of the Alaska Highway in a



Figure 3.1: Study area map. (A) Location of the study area within Alaska is shown with a 
white box. (B) Locations of three soil temperature data logger stations (1, 2, and 3) and 
the Dry Creek climate station along the Alaska Highway. The Alaska Highway (which 
runs NW -  SE) meets the Richardson Highway (which runs N-S) at Delta Junction. The 
background is a hill shade model derived from the National Elevation Dataset (NED) 
60 m Digital Elevation Model.
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Table 3 1 Vegetation type and soil profiles at three soil temperature data logger 
stations

Station 1 Station 2 Station 3

(Tussock station) (Drunken Forest 
station)

(Bedrock station)

Vegetation Stunted black spruce 
(height < 3 m), 
tussocky ground

Black spruce (height 
4-10 m), drunken 
forest

Predominantly 
spruce (height 4-10 
m) with few willow 
and birch

Topography Low plain Foothill Mound slope

Soil profile

0 00 -  0 13 m Moss 
and grass 
0 1 3 -  0 60 m 
Organic silt 
0 60 -  2 00 m Silt 
2 00 -  5 00 m Sand 
5 00 -  20 00 m Gravel

0 00 -  0 20 m Moss 
0 20 -  0 60 m 
Organic silt
0 60 -  1 50 m Sand
1 50 -  20 0 m Gravel

0 00 -  0 16 m Moss 
0 16 -  0 51 m Sand 
0 51 -  0 87 m Gruss
0 87 -  1 50 m 
Weathered Granite
1 50 - 20 0 m 
Granite

Measured
active-layer
thickness

0 5 m (on 9/29/2007) 0 45 m (on 
7/21/2007)

No active layer 
Hit rock at 0 87 m

Data logger 
depth

0 5m 0 45 m 0 87 m

Note Soil profiles are inferred from nearby Department of Transportation and Public 
Facilities borehole records (Brazo, 1987)
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tussocky setting (Figure 3.1). It is an open stunted black spruce forest with grass and 

moss on the surface. Reger et al. (2008) mapped the surficial deposit at this site as 

stream-terrace alluvium chiefly composed of organic sandy silt and silty sand overlying 

well-sorted, polymictic sand and gravel.

Station 2, Drunken Forest station, is located near Alaska Highway mile post 1370 

(52 miles southeast of Delta Junction), approximately 0.18 km south of the Highway in a 

drunken spruce forest setting. Drunken forest is a common term used to describe trees 

displaced from their normal vertical alignment due to frost heaving or the melting of 

subsurface ice wedges that occurs in a permafrost environment. Reger et al. (2008) 

mapped the surficial deposit as mixed colluvium and alluvial deposits chiefly composed 

of organic silt mixed with sandy angular to subangular pebble gravels derived from 

weathered granitic uplands. Station 3, Bedrock station, is located 0.04 km north of 

Station 2 on the east-sloping face of a small mound. Vegetation is predominantly spruce 

with some willow and birch. Reger et al. (2008) mapped the site as thinly-buried 

bedrock.

3.4. Methodology

3.4.1. Dataset

We used HOBO Pro V2 automatic soil temperature data loggers to collect soil 

temperature data. These data loggers have two sensors; one sensor was placed within 

the surface organic layer and the other at depth within the soil (Table 3.1). The loggers 

have been continuously recording data at two-hour intervals since July 2007. The HOBO 

Pro V2 logger uses an optical USB communications interface (via a compatible shuttle or 

base station) for launching and reading out the logger and operates in the temperature 

range of -40 °C to 100 °C (accuracy: 0.25-0.20 °C over -10 to 40 °C) (Onset, 2010). We 

also collected data on vegetation type, surface organic layer thickness, and winter snow 

depth at two sites, and soil type and moisture at all three sites.

We obtained historic climate data (daily air temperature and precipitation) for the 

period 1996-2009 from the Dry Creek climate station, which is a National Climate Data 

Center (NCDC) climate station located at latitude 63.41° N, longitude 144.36° W
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(elevation 411.5 m asl) approximately 54 km from the Tussock station and 32 km from 

the Drunken Forest and Bedrock stations.

Wendler and Shulski (2009) compared the air temperature data from Fairbanks 

with data from four other Interior Alaska meteorological stations (Betties, Galena, 

McGrath, and Tanana) for the period 1942-2006. They found that the air temperature 

fluctuation in the last six decades has been uniform in Interior Alaska. Hence, to study 

permafrost and active-layer dynamics at our three stations, we reconstructed historic 

(1941-2008) climate data (daily average air temperature and snow depth) for the Dry 

Creek climate station by deriving a set of linear regression equations (Equation 3.1 and 

3.2) based on 13 years of recorded climate data (1996-2009) from the Dry Creek and 

Fairbanks climate stations.

Dry Creekat = 0.93*Fairbanksat -  0.74 R2 = 0.94 (3.1)

Dry Creeksd = 0.91 *Fairbankssd + 0.01 R2=0.91 (3.2)

where at is daily average air temperature and Sd is daily average snow depth.

The timing of snow appearance in the beginning of winter, the thickness of snow 

cover throughout the winter, the duration of snow on the ground, and the timing of snow 

disappearance in spring change from year to year. All the above factors affect MAGST 

and, hence, MAPT. However, using all the above factors to study the effect of snow on 

MAPT for a longer time period would make interpretation complex and results perhaps 

misleading. Therefore, we decided to use a simpler and more consistent snow 

parameter to study the effect of changing snow on MAPT; we chose a single snow 

parameter, mean annual snow depth (MASD), which is the sum of daily snow depth on 

the ground (for one year) divided by 365 days, to study the effects of changing snow on 

MAGST and MAPT.

A linear trend fit to the Dry Creek MAAT and mean summer air temperature 

(MSAT) data showed a 1.6 °C rise in both MAAT (from -4.2 °C to -2.6 °C) and MSAT 

(from 12.5 °C to 14.1 °C) between 1941 and 2008 (Figure 3.2A and 3.2B). However, the 

linear trend fit to the MASD data for the same time period showed no statistically-
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Figure 3 2 Reconstructed mean annual air temperature, mean summer air temperature 
and mean annual snow depth at Dry Creek climate station (A) Mean annual air 
temperature obtained by applying regression equation 3 1 on Fairbanks daily air 
temperature data, the dashed line is linear trend fit to the data (B) Mean summer air 
temperature calculated from June, July, and August daily air temperature, the dashed 
line is linear trend fit to the data (C) Mean annual snow depth obtained by applying 
regression equation 3 2 on Fairbanks daily snow depth data
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significant trend and an average value of 0.18 m. The MASD was abnormally high 

(=0.2 m higher than the average MASD of 1941-2008) in 1970, 1990, and 1992 

(Figure 3.2C). The MASD during most of the late 1990s and 2000s was mostly below 

the average MASD (0.18 m) of 1941-2008.

3.4.2. Permafrost thermal model

The GIPL 2.0 model takes air temperature, snow depth, surface organic layer 

properties, moisture, thermal conductivity and heat capacity of different soil layers as 

input and simulates daily average soil temperature at desired depths. It is a numerical 

simulator of the transient temporal and spatial response of permafrost to measured or 

projected changes in air temperature and snow depth. It numerically solves a one

dimensional nonlinear heat equation with phase change. In this model the process of soil 

freezing/thawing is modeled in accordance with the unfrozen water content curve and 

soil thermal properties, which are specific for each soil layer and for each geographic 

location (Marchenko et al., 2008).

The mathematical model behind the GIPL 2.0 is the enthalpy formulation of the 

one-dimensional Stefan Problem (Alexiades and Solomon, 1993; Verdi, 1994). It uses 

the quasi-linear heat conduction equation, which expresses the energy conservation law:

dH{J ,f) = d iv{A {y,t)V t(y ,z)),y  £ Q , r e f  (3.3)
OT

where H(y, t) is the enthalpy:

H ( y , t ) = [ c ( y , t ) d t  + L(/>{yJ) (3.4)

where:

t = Temperature (°C)

y = Depth (m); the computational depth domain is 0^Qs20 for our simulation

x = Time: qj is the time interval with an initial time step of 24 hours
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The value of the temperature gradient at the lower boundary (20 m depth) is 

0.001 Kelvin/meter. C(y, t) is the heat capacity, L is the latent heat of freezing/fusion, A(y, 

t) is thermal conductivity, and 0(y, t) is the volumetric unfrozen water content. More 

details of this model are documented by Nicolsky et al. (2007) and Marchenko et al. 

(2008).

3.4.3. Modeling steps

One year of climate data (daily air temperature and snow depth from the Dry 

Creek climate station) and the initial soil temperature from the installed temperature data 

logger were supplied as input to the model for model calibration against measured 

changes in soil temperature. The soil characterizations used in the model (Table 3.2) 

were based on extensive empirical observations conducted by the Geophysical Institute 

Permafrost Group at locations representative of the major physiographic units in Alaska.

The model parameters were systematically adjusted in successive model runs to 

achieve a good match between measured and modeled soil temperature at logger depth 

(Figure 3.3A and 3.3B). Then, the available climate data (1996-2008) from the Dry Creek 

climate station (daily average air temperature and snow depth) were used in the 

calibrated model to simulate daily average soil temperature in the upper 20 m of the soil 

column from 1996-2008. To study permafrost dynamics for a longer period, 68 years of 

climate data (1941-2008) from Fairbanks were used to reconstruct the climate history of 

the Dry Creek climate station using a set of linear regression equations (Equations 3.1 

and 3.2). The reconstructed climate data for the Dry Creek climate station were used in 

the model to simulate soil temperature and to analyze the permafrost temperature and 

active-layer dynamics over the past 68 years.
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Table 3.2: Input parameters in the GIPL model. Soil and surface organic layer 
parameters used in the GIPL model for simulating soil and/or permafrost temperature in 
the upper 20 m of the ground surface.

Soil Layer (m) Moisture 
(fraction of 1)

Thawed
Heat
Capacity

Frozen Heat 
Capacity

Ratio of Frozen to 
Thawed Thermal 
Conductivity

Tussock station

0 .00 -0 .13  (Moss) 0.92 2.0 X106 1.85 X106 6.6

0.13 -  0.60 (Organic silt) 0.85 2.1 X106 2.00 X106 2.8

0 .60 -2 .00  (Silt) 0.52 2.1 X106 1.76 X106 1.3

2 .00 -5 .00  (Sand) 0.28 2.5 X106 2.00 X106 1.5

5.00 -  20.0 (Gravel) 0.22 2.4 X106 1.90 X106 1.4

Drunken Forest station

0.00 -  0.20 (Moss) 0.15 1.7X106 1.50 X106 1.6

0.20 -  0.60 (Organic silt) 0.50 2.6 X106 2.40 X106 1.5

0 .6 0 - 1.50 (Sand) 0.45 2.6 X106 2.00 X106 1.5

1 .50-20 .0  (Gravel) 0.10 2.6 X106 2.00 X106 1.3

Bedrock station

0.00 -  0.16 (Moss) 0.03 1.7 X106 1.50 X106 1.3

0.16-0.51 (Sand) 0.30 2.6 X106 2.40 X106 1.9

0.51 -0 .8 7  (Gruss) 0.12 2.6 X106 2.00 X106 1.5

0.87 -  1.50 (Weathered rock) 0.05 2.6 X106 2.00X106 1.2

1 .50-20 .0  (Bedrock) 0.04 2.6 X106 2.00X106 1.3

Moisture: Volumetric water content as a fraction of 1
Thawed and frozen volumetric heat capacity in J/m3K [J: Joules; m: meter; K: Kelvin] 
Thawed and frozen thermal conductivity in W/mK [W: Watts; m: meter; K: Kelvin]
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Figure 3.3. Comparison of measured soil temperature with modeled soil temperature. (A) 
At Tussock station at 0.5 m depth. (B) At Drunken Forest station at 0.45 m depth, the 
sharp rise in measured soil temperature during spring is due to the percolation of surface 
snow melt water to the data logger at depth.
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3.5. Results and discussions

3.5.1. Tussock station

The MAAT generally decreased during the time period 1941-1965 with an 

interannual variation as large as 3.2 °C and an average of -4.1 °C (Figure 3.2A and 

Table 3.3). Unlike MAAT, the MASD during 1941-1965 was more or less stable with an 

interannual variation as large as 0.15 m and an average of 0.22 m. In response to 

decreasing MAAT, the permafrost temperature (at 1 m depth) decreased during this time 

period and was coldest in 1963 (-3.8 °C) due to the combined effect of low MAAT 

(-4.8 °C) and low MASD (0.17 m). Since 1966 the MAAT has gradually increased; the 

average MAAT in the period 1966-1994 was -3.0 °C (1.0 °C warmer than in 1941-1965), 

with an interannual variation as large as 3.1 °C (Figure 3.2A and Table 3.3). The 

average MASD in 1966-1994 was 0.26 m (0.04 m higher than in 1941-1965), while in 

1990 and 1992 the MASD was more than 50% higher than the average 1966-1994 

MASD. In response to higher MAAT and MASD, the permafrost temperature also 

increased, from -2.5 °C to -0.9 °C using a linear trend fit, and the average MAPT was 

-1.7 °C, which is 0.9 °C higher than the average MAPT from 1941-1965 (Figure 3.4A and 

Table 3.3). The ALT gradually increased from 0.45 m to 0.58 m starting in 1966; it was 

thickest (0.58 m thick) in 1992-93 and 1995 (Figure 3.4B). Increases in MAAT, MASD, 

and MSAT (from 13.5 °C to 14.0 °C) during 1966-1994 resulted in gradual thickening of 

the active-layer. The ALT increased rapidly during 1989-1994 and was thickest during 

this period. Comparing the average 1989-1994 MSAT with that of 1983-1988 (the 6-year 

period before 1989) and 1995-2000 (the 6-year period after 1994) revealed that the 

average 1989-1994 MSAT was 0.4 °C and 0.7 °C higher than that of the 1983-1988 and 

1995-2000 periods, respectively. The MASD in 1989-1994 was 0.11 m and 0.13 m 

higher than that of the 1983-88 and 1995-2000 periods, respectively.
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Table 3.3: Calculated average MAAT, MASD, MAPT, ALT, and mean annual soil 
temperature at three stations under investigation.

Station 1941-1965 1966- 1994 1995-2008

All three 
stations

Average MAAT -4.1 °C -3.0 °C -3.0 °C

Tussock
station

Average MASD 0.22 m 0.26 m 0.20 m

Average MAPT at 1 m depth -2.6 °C -1.7 °C -2.0 °C

ALT range 0 .38 -0 .47  m 0 .43 -0 .58  m 0.45 -  0.58 m

Drunken
Forest

Average MASD 0.17 m 0.20 m 0.15 m

station Average MAPT at 1 m depth -1.9 °C -0.85 °C -0.8 °C

ALT range 0.37-0 .5 4  m 0.45 -  0.99 m 0.52- 1 . 0 m

Bedrock
station

Average MASD 0.17 m 0.20 m 0.15m

Average mean annual soil 
temperature at 1 m depth

o 0 O 1.9 °C 1.4 °C

Note: The daily snow cover at Tussock station was adjusted (by adding 0.1 m to daily 
snow depth data from Dry Creek climate station) to account for the effect of rough 
surface topography and open forest canopy which favors more snow accumulation on 
the ground compared to sites with relatively smooth surfaces and dense forest canopy 
(Viereck, 1970; Sturm eta!., 2001; Jorgenson etal., 2000).
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Figure 3.4: Modeled permafrost dynamics at Tussock station. Modeled mean annual 
permafrost temperature and active-layer thickness for the time periods 1941-2008 and 
1965-2008 (with 20% less daily snow depth) obtained from the calibrated GIPL model. 
(A) Permafrost temperature (at 1 m depth). (B) Active-layer thickness.
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Model simulation with decreased snow showed that a 20% decrease in daily 

winter snow depth could cause up to 1 6 °C decrease in MAPT and up to 0 10 m 

decrease in ALT at this station depending on the snow density, seasonal air 

temperature, soil moisture, and soil active- layer thermal properties (Figure 3 4) Hence, 

both higher summer air temperature and deeper winter snow depth were responsible for 

the rapid increase in ALT during 1989-1994 Since the winter of 1995-96 was not cold 

enough to balance the warming effect of increased snow in previous years, the active 

layer continued to be thickest in 1995 (Figure 3 4B) The average MAAT and MSAT in 

1995-2008 were the same as in 1966-1994, however, the average MASD was 0 20 m 

(0 06 m less than the average MASD in 1966-1994) The average MAPT in 1995-2008 

was -2 0 °C (0 3 °C lower than the average MAPT in 1966-1994) Hence, during 1995

2008 the decrease in MASD was the principal cause of the decrease in MAPT at this 

station The ALT also decreased in 1996-2008, the average ALT in this period was 

0 10 m less than in 1992-93 These findings are in disagreement with the implicit 

assumption that ALT is a function of summer air temperature only and suggest that 

MAAT and winter snow depth may have a strong influence on the ALT, since the depth 

to which ground thaws in summer and freezes in winter is ultimately a function of 

balance between summer and winter energy fluxes at the ground surface

In response to wide-ranging interannual variations in MAAT and MASD, MAPT 

(at the 1 m depth) also varied widely with an interannual fluctuation as large as 1 9 °C 

(Figure 3 4A) This demonstrates the very dynamic response of the near-surface 

permafrost to changing MAAT and MASD at this station The near-surface air 

temperature and near-surface permafrost temperature vary in tandem, and an increase 

or decrease in snow cover can accelerate or decelerate the effect of increasing air 

temperature on permafrost

3.5.2. Drunken Forest station

Like at Tussock station, MAPT at this station (at the 1 m depth) decreased during 

the time period 1941-1965 in response to decreasing MAAT (Figure 3 5A) The



80

A
Modeled permafrost temperature (at 1 m depth) at Drunken Forest Station

t  V t  "t •n v> tr> •/*,
Cf O' O' O'

t— o'■C ■-C -C oo-' a- a- c*
f-, w*s f" Os

30 0© 0C 5© 00 O'O' O' S' c o o c - c - o o o o  • — — ci <~s *n n

Figure 3.5: Modeled permafrost dynamics at Drunken Forest station. Modeled mean 
annual permafrost temperature and active-layer thickness for the time periods 1941
2008 and 1965-2008 (with 20% less daily snow depth) obtained from the calibrated GIPL 
model. (A) Permafrost temperature (at 1 m depth). (B) Active-layer thickness.



81

MAPT was coldest in 1963 (-2.8 °C) due to the combined effect of low MAAT (-4.8 °C) 

and low MASD (0.11 m). In response to increasing MAAT and MASD in 1966-1994, the 

MAPT increased (from -1.7 °C to -0.01 °C using a linear trend fit); the average MAPT 

was -0.9 °C (0.9 °C higher than the average MAPT in 1941-1965) (Figure 3.5A). The 

ALT has gradually increased since 1966 (from 0.45 m -  1.0 m) and was thickest (1.0 m 

thick) in 1995 due to increases in MAAT, MASD, and MAST (Figure 3.5B).

The effect of abnormally high snow depth in 1990 and 1992 was more dramatic 

at this station than it was at Tussock station. Model simulation with 20% decrease in 

daily winter snow depth showed up to 1.0 °C decrease in MAPT and up to 0.31 m 

decrease in ALT at this station depending on the snow density, seasonal air 

temperatures, soil moisture, and soil thermal properties in the active layer (Figure 3.5). 

Hence, the modeling results suggest that winter snow depth played a major role in the 

rapid ALT increase during 1989-1995 that occurred along with a 0.4 °C increase in 

average MSAT.

The warming effect of high snow depth increased not only the ALT but also the 

soil temperature in the active-layer to such an extent that the active layer did not 

refreeze completely for the following three winters, resulting in the development of a 

short-lived talik that lasted from 1992-1994 before it disappeared in 1995. Snow depth 

was also abnormally high in 1970 but the model did not show any talik development in 

1970 because MAPT was colder (-1.0 °C), perhaps reflecting the fact that several years 

of high snow depth are required under present climatic conditions to cause the 

substantial change in soil temperature required to develop a talik. In the future warming- 

climate scenario predicted by climate models, such short-term taliks will continue to 

appear and disappear until the climate has warmed enough so that the winter 

temperature will no longer be able to freeze the entire active layer, resulting in a 

permanent talik at this station.

3.5.3. Bedrock station

This station is located just 40 m north of the Drunken Forest station on the east- 

facing slope of a small mound, but the surface geology at this station contrasts starkly 

with that at the Drunken Forest station. During soil temperature data logger installation,
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we hit granite bedrock at less than one meter depth. The bedrock was overlain by gruss 

(weathered granite), with sand uppermost. We modeled this station by assuming 

permafrost was present here in the early 1940s. However, the modeling result revealed 

that permafrost disappeared in the beginning of the 1950s and never recovered after 

that. The presence of little or no moisture in bedrock means that the latent heat effect of 

moisture is minimal, and bedrock is highly responsive to the warming and cooling effect 

of near-surface air temperature and change in snow depth. Hence, the presence of near

surface bedrock at a site creates a situation of extremely dynamic ground thermal 

regime.

3.5.4. Comparison o f perm afrost and active-layer dynamics at Tussock and
Drunken Forest stations

Permafrost (at the 1 m depth) at Drunken Forest station in the period 1941-2008 

was 0.9 °C warmer than at Tussock station (Table 3.3). According to linear trend fit 

(statistically significant at the 99% confidence interval), the MAPT at Tussock and 

Drunken Forest stations increased by 1.6 °C and 1.7 °C respectively during 1966-1994 

(the MAPT was highest at both stations in 1994) (Figure 3.4A and 3.5A). However, the 

magnitude of interannual variation in MAPT was larger at Tussock station than it was at 

Drunken Forest station.

The ALT increased by 0.13 m at Tussock station compared to 0.55 m at Drunken 

Forest station during 1966-1995 (Figure 3.4B and 3.5B). Since similar climatic conditions 

(daily air temperature and snow depth) were used for model simulation at both stations, 

the differences in the behavior of permafrost temperature (the difference in the 

magnitude of interannual MAPT variability) and ALT at these two stations are attributed 

to differences in surface organic layer thickness, moisture contents, the amount of 

ground ice, and the thermal properties of soil layers. The moisture content in organic silt 

layers below the moss layers are 85% and 50% for the Tussock station and Drunken 

Forest station, respectively (Table 3.2). The presence of more ground ice in the active- 

layer helps to propagate the climate signal to greater depth; at the same time, it also 

slows the active-layer thawing process during summer (due to the latent heat effect of 

ground ice). The average MSAT in 1996-2008 was 0.4 °C cooler than in 1982-1994. The 

average MASDs were 0.08 m less in 1996-2008 than they were in 1982-1994 at both



83

Tussock station and Drunken Forest station. The combined effect of cooler MSAT and 

lower MASD led to a decrease in ALT during 1996-2008 at both stations. The 1.5 °C and 

1.0 °C cooler MAAT and MSAT of 1996 (compared to the average MAAT and MSAT 

temperatures in 1982-1994) and relatively thinner winter snow depth explain the abrupt 

decrease of 0.07 m and 0.33 m in ALT at Tussock station and Drunken Forest station, 

respectively, in 1996 (Figure 3.4B and 3.5B).

The modeling results showed that permafrost temperature is more sensitive to 

climate change at Tussock station than at Drunken Forest station; this, in turn, suggests 

a greater role of surface organic layer thickness, moisture content, ground ice, and soil 

thermal properties in influencing the response of permafrost to climate change. The 

presence of a thinner surface organic layer, more ground ice, and colder MAPT at 

Tussock station than at Drunken Forest station allows better propagation of the climate 

signal to deeper soil, and hence greater variation in the interannual permafrost 

temperature at Tussock station. The resilience or vulnerability of permafrost to climate 

change is controlled to a large degree by the volume and structure of ground ice within 

the soil (Jorgenson et al., 2010). The colder MAPT also resulted from greater thermal 

offset (the difference between MAPT and MAGST). Thermal offset can protect 

permafrost from a warming climate for several tens of years, but in the long run the 

warming effect will overcome the negative feedback of thermal offset and permafrost will 

begin to thaw. Hence, the greater volume of ground ice makes the permafrost at 

Tussock station more resilient to climate change than the permafrost at Drunken Forest 

station.

3.5.5. Modeling perm afrost dynamics in the 21st century

We used projected climate data (average monthly air temperature and total 

monthly precipitation) for Tussock station and Drunken Forest station from the IPCC 

five-climate-model composite A1B (midrange emission scenario) (available from 

Scenario Network for Alaska Planning [SNAP] at www.snap.uaf.edu/downloads/alaska- 

climate-datasets) to study the possible response of permafrost temperature and ALT to 

projected changes in 21st century climate.

http://www.snap.uaf.edu/downloads/alaska-
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The IPCC five-climate-model composite contains the mean values of average 
monthly air temperature (°C) and total monthly precipitation (mm) from the output of the 

five best models (out of 15 models used by the IPCC) for the state of Alaska, 

downscaled to 2 km grid cells. The ranks of the models for overall accuracy in Alaska 

and the far north are as follows: 1) ECHAM5, 2) GFDL21, 3) MIROC, 4) HAD, and 5) 

CCCMA (SNAP, 2009).

3.5.5.1. Tussock station

The projected MAAT shows a cooling trend until 2019, when a warming begins. 

The air temperature is projected to hover around 0 °C during most of the 2040s, cool 

down by 1-2 °C during the 2050s, then follow a gradual warming trend and remain above 

0 °C for rest of the 21st century (Figure 3.6A). The projected MASD data show a very 

gentle increase, with MASD ranging from 0.12 m in the beginning of the century to 

0.13 m toward the end of the century (Figure 3.6B). The average projected MASD for the 

time period 2008-2098 is 0.125 m.

The modeling results predict that MAPT will decrease by 0.7 -  1.0 °C at Tussock 

station (at the 1m, 5 m, and 20 m depths) from 2008-2019 because of a projected 

cooling trend in MAAT and decrease in MASD. In the early 2020s the MAPT will begin to 

rise; following a warming trend, it is projected to increase by 1.9 °C (at the 1 m depth, 

with interannual variations as large as 1.5 °C) and 1.7 °C (at the 5 and 20 m depths) by 
the end of the century (Figure 3.7). However, according to the model prediction the 

mean annual ground temperature at and below the 1 m depth will continue to be below 

0 °C, and permafrost at this station will survive the warming projected to occur during the 

21st century.
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Figure 3.6: Projected climate data at Tussock station. Projected mean annual air 
temperature and mean annual snow depth for the time period 2008-2098 from the IPCC 
five-climate-model composite A1B midrange emission scenario obtained from SNAP.
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Modeled permafrost temperature at Tussock Station
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Figure 3 7 Modeled permafrost temperature at Tussock station At 1 m, 5 m, and 20 m 
depths from the calibrated GIPL model



87

According to the modeling result the ALT will decrease by 0.05 m between 2008

2013 due to a cooling trend in MSAT and MAAT and a thinner MASD. During the rest of 

the century ALT is projected to gradually increase with some interannual variations, 

reaching a maximum thickness of 0.72 m in 2090 and then decreasing by 0.10 m by the 

end of the century (Figure 3.8). Hence, the model predicts a 49% ALT increase and a 

0.22 m loss of near-surface permafrost at Tussock station by the end of the century.

3.5.5.2. Drunken Forest station

The projected MAAT and MASD data for the 21st century from the IPCC five- 

climate-model composite at Drunken Forest station follows a trend similar to that 

projected for Tussock station with small differences in values. The MASD is projected to 

increase by 0.017 m, from 0.108 m at the beginning of the century to 0.125 m by the end 

of the century.

The modeling result at this station shows that the MAPT will decrease by 0.45

0.75 °C (at the 1 m, 5 m, and 20 m depths) between 2008-2020 due to a cooling trend in 

MAAT and thinner MASD. The MAPT is projected to be coldest in 2018 at the 1 m 

(-1.8 °C) and 5 m (-1.5 °C) depths, and in 2020 at the 20 m (-1.5 °C) depth 

(Figure 3.9A). It is projected to gradually increase after 2018 in response to rising MAAT 

and MASD and to reach the 0 °C threshold in 2050, 2068, and 2090 at the 1 m, 5 m, and 

20 m depths, respectively (Figure 3.9A). It is projected to rise by 1.8 °C at the 1 m depth 

(between 2018-2050), 1.5 °C at the 5 m depth (between 2018-2068), and 1.5 °C at the 

20 m depth (between 2020-2090).

After the permafrost temperature reaches the 0 °C threshold at the 1 m depth, 

ground temperature at this depth is projected to stay close to 0 °C for another 14 years 

until 2064 and then begin to rise rapidly, because the latent heat effect of frozen soil 

moisture at this depth will substantially slow the permafrost warming process when soil 

temperature is close to 0 °C (Romanovsky and Osterkamp, 2000). However, after the 

permafrost temperature reaches the 0 °C threshold the ground temperature at the 5 m 

and 20 m depths is projected to stay close to 0 °C for two years and one year, 

respectively, and then to rise rapidly (Figure 3.9A). After soil temperature crosses the 

0 °C threshold, its rise will be far more dramatic at the 20 m depth than it is at the 1 m
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Projected mean summer air temperature at Tussock Station

Figure 3.8: Correlation of projected mean summer air temperature and active-layer 
thickness. Projected mean summer (June, July, and August) air temperature from the 
IPCC five-climate-model composite and modeled active-layer thickness at Tussock 
station. (A) Projected mean summer air temperature. (B) Active-layer thickness.
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Modeled permafrost temperature at Durnken Forest Station

o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o  
r  j r j  r  j r i  t '- i  r j  n  r t  n  r t  r i  r i  r i  r j  r i  f n  r i  c n  r i  r j  n  f t  n  m  n  f i  m  n  n  r s  r t  r i  r - i  r i  i n  r t  r - i  n n  n n  r i  f  i  r i  r - j  n

Modeled permafrost table depth at Drunken Forest Station
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Figure 3.9: Modeled permafrost dynamics at Drunken Forest station. Modeled 
permafrost temperature and permafrost table depth for the time period 2008-2098 
obtained from calibrated GIPL model. (A) Permafrost temperature at 1 m, 5 m, 20 m 
depths. (B) Permafrost table depth.
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and 5 m depths because of low ice content in the soil at 20 m. The time required for the 

MAPT to rise from -1.0 °C to 0 °C at 1 m, 5 m, and 20 m is predicted to be 17 years, 31 

years, and 57 years, respectively.

The model predicts a 0.08 m decrease in permafrost table depth between 2008

2015. After 2015, the permafrost table is projected to deepen gradually at the rate of

0.02 m/year until 2064, and after that to deepen at the rapid rate of 0.6 m/year; 

permafrost in the top 20 m of the soil is projected to disappear by the beginning of the 

2090s (Figure 3.9B). According to the projected climate scenarios the MAAT will be 

mostly above 0 °C beginning in the 2060s and MASD will also be greater. The combined 

effect of increased MAAT (above 0 qC), higher MASD, and little or no ice content in the 

soil below the 1.5 m depth is projected to lead to dramatic permafrost loss at this station 
after 2064.

The projected air temperature at Drunken Forest station for the 21st century 

(2008-2098) shows a 3.3 °C warming in MSAT (13.5 °C to 16.8 °C) and a 6.3 °C 

warming in mean winter air temperature (MWAT) (-21.5 °C to -15.2 °C) (Figure 3.10). 

The MASD will increase by 0.02 m during the same period. The predicted rise in 

average MSAT and MWAT will lead to a thicker active layer in the the first half of the 21st 

century, because the seasonally-thawed layer thickness will increase, while the MWAT 

will still be cold enough to refreeze the thawed layer from the preceding summer; in the 

second half of the century a shallower active layer will exist due to a decrease in the 

seasonally-frozen layer thickness. In the first half of the century, the ALT is predicted to 

increase by 0.38 m (between 2008-2053), reaching a maximum thickness of 0.92 m in 

2053. Projected further rises in MSAT, MWAT, and MASD in the second half of the 

century, between 2053-2098, will be more rapid than rises seen in the first half, and will 

result in talik development and a decrease in the ALT (seasonally-frozen layer) by

0.67 m, reaching a minimum freezing depth of 0.25 m in 2098 when the winter air 

temperature will no longer be cold enough to freeze the ground to a deeper level and the 

summer air temperature will be warm enough to completely thaw the preceding winter’s 

seasonally-frozen layer (Figure 3.10).
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Projected mean summer air temperature at Drunken Forest Station
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Projected mean winter air temperature at Drunken Forest Station
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Modeled active-layer thickness at Drunken Forest Station

Figure 3.10: Projected mean summer (June, July, and August) and winter (December, 
January, and February) air temperatures from the IPCC five-climate-model composite. 
Modeled ALT is obtained from the calibrated GIPL model.
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The modeling results for three different Interior Alaska ecological and geological 

settings have unravelled the permafrost and active-layer dynamics of the past 68 years. 

The study found that at two stations the ALT has been increasing since 1966 due to 

increases in MAAT, MSAT, and MASD. The ALT reached a maximum depth of 0.58 m at 

Tussock station in 1992-93 and 1995 and 1.0 m at Drunken Forest station in 1995. The 

study showed that increased MASD, along with increases in MSAT and MAAT, played a 

major role in the ALT increase in the early 1990s; this result is in disagreement with the 

more widespread understanding that ALT is a function of MSAT only. The ALT at both 

stations has decreased since 1995. Again, the modeling results suggest that low MASD 

and a decrease in MSAT were responsible for the decrease in ALT during 1996-2008. 

During 1966-1994, the MAPT increased by 1.6 °C at Tussock station and 1.7 °C at 

Drunken Forest station in response to increases in MAAT and MASD. The average 

MAPT (at the 1 m depth) in 1995-2008 was warmer than it was in 1941-1964 by 0.6 °C 

at Tussock station and by 1.1 °C at Drunken Forest station. In a probable future warming 

scenario, the permafrost temperatures at these stations are unlikely to return to the 

conditions of the 1940s and 1950s. The modeling results at Bedrock station suggest that 

permafrost might have been present at a deeper depth in the 1940s and disappeared at 

the beginning of the 1950s. Such contrasting behavior of permafrost at two stations just 

40 m apart (Drunken Forest and Bedrock stations) underlines the very discontinuous 

nature of permafrost in Interior Alaska.

The projected climate scenarios from the IPCC five-climate-model composite 

predict that the current trends of cooling MAAT and continued low MASD will continue 

until the late 2010s. Consequently, the MAPT will decrease by 0.7-1.0 °C at Tussock 

station and by 0.45-0.75 °C at Drunken Forest station at various depths. In the beginning 

of the 2020s, the trend is projected to switch direction; MAPT will begin to increase again 

and will continue increasing for the rest of the century. The model predicts a 0.22 m loss 

of near-surface permafrost at Tussock station by the end of the 21st century. At Drunken 

Forest station, the MAPT will reach the 0 °C threshold by 2050, 2068, and 2090 at the 

1 m, 5 m, and 20 m depths, respectively. The model predicts a 0.08 m recovery of the 

permafrost table between 2008-2015. After 2015, the permafrost table will start

3.6. Conclusions
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deepening gradually at a rate of 0.02 m/year in the beginning and at a dramatic rate of

0.6 m/year after 2064. Permafrost in the top 20 m of the ground is predicted to 

completely disappear in the early 2090s.

Permafrost warming has serious engineering, environmental, ecological, and 

societal implications. Therefore, in a likely future warming scenario numerical models 

like GIPL can provide insight into the response of permafrost to climate change in 

different ecological and geological settings, enabling us to better predict the likely 

consequences of warming permafrost in Interior Alaska. A better understanding of the 

future thermal state of permafrost will facilitate the development of more effective 

mitigation plans, adaptation strategies, and engineering practices that will minimize the 

impact of a warming climate on the permafrost environment and hence on society.
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Appendix 3A

Abbreviations

ALT: Active-Layer Thickness

IPCC: Intergovernmental Panel on Climate Change

MAAT: Mean Annual Air Temperature

MAGST: Mean Annual Ground Surface Temperature

MAPST: Mean Annual Permafrost Surface Temperature

MAPT: Mean Annual Permafrost Temperature

MASD: Mean Annual Snow Depth

MSAT: Mean Summer Air Temperature

MWAT: Mean Winter Air Temperature

NCDC: National Climate Data Center
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CHAPTER 4 SUMMARY AND CONCLUSIONS

4.1. Summary

This research used a pragmatic three-pronged approach of field measurements, 

remote sensing and modeling to generate a high-resolution, spatially continuous near

surface permafrost map for a large part of the proposed Alaska pipeline corridor. Using 

limited field measurements, the correlative relationships between near-surface 

permafrost and biophysical terrain parameters were established and used as basis to 

develop an empirical-statistical BLR model that estimates probability of permafrost 

presence at a given location. After validation, this model was used for mapping 

permafrost in the entire study area.

The main advantage of this approach is that it can be applied to other areas that 

have similar biophysical and ecologic settings. The input data required for the BLR 

model can be easily measured at the ground or derived from remotely sensed data. 

Thus, spatially continuous permafrost distribution maps can be generated for areas that 

are difficult to access and are difficult to map using direct field measurements. This 

makes the approach proposed and followed in this study a quick, practical and cost- 

effective alternative tool for regional and local scale permafrost mapping.

The study presented here differs from previous studies in the type of remote 

sensing data used and in the algorithm employed to estimate permafrost probability. The 

BLR model used to estimate permafrost probability yields coefficients for each input 

variable in the model that can be easily passed onto the surface variable derived from 

remotely sensed data in a GIS framework to produce spatially continuous permafrost 

maps. Some of the previous studies compared their model output against a photo

interpreted permafrost map only and did not carry out any field validation (Morrissey et 
al., 1986; Jorgenson and Kreig, 1988; Etzelmuller et al., 2006). The model used in this 

study was tested against field observations and was also compared with a photo

interpreted map (Appendix 2B).
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A direct comparison of the permafrost mapping results of this study to those in 

previous studies is not meaningful because the derived prediction accuracy is site- 

specific. A general conclusion derived from the published literature is that the success is 

higher when a larger part of the study area is underlain by permafrost. Regardless of the 

technique used, the mapping accuracy drops as the extent of permafrost becomes 

limited.

The numerical modeling results unraveled the permafrost and active-layer 

dynamics of the past 68 years at three different biophysical settings. It enabled study of 

the temporal trends (inter-annual and decadal to centennial time scales) of permafrost 

temperature and active-layer thickness due to past climatic changes. The study also 

predicted the possible changes in permafrost temperature, depth of permafrost table and 

active-layer thickness for the years 2011 -  2099 in response to projected climate 

change.

4.2. Conclusions

The following conclusions were drawn from the results of this study:

1. Field data show a strong correlation between vegetation and near-surface 

permafrost characteristics in the study area.

2. High-resolution, spatially continuous near-surface permafrost maps can be 

generated from remotely sensed data by using a BLR model that is based on the 

correlative relationships between surface biophysical factors (e.g. vegetation and 

topography) and permafrost presence in the field.

3. Vegetation covers 81% of the total study area. Open Spruce, Closed Spruce, and 

Mixed Spruce and Deciduous vegetation classes are the dominant vegetation 

types, representing 82% of the total vegetation cover.

4. 45% of the total vegetated area (which is 37% of the total study area) is underlain

by near-surface permafrost according to probabilistic permafrost mapping.
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5. Use of SPOT 5 pan-sharpened multi-spectral data (spatial resolution: 2.5 m) for 

vegetation mapping and AIRSAR DEM (spatial resolution: 5 m) for topographic 

mapping resulted in a permafrost map of 5 m spatial resolution which is 

equivalent to a 1:5,000 scale map. Hence, the permafrost map produced as one 

of the products of this research is more detailed and far better than the existing 

permafrost map of the study area which is at 1:63,360 scale.

6. The traditional way of permafrost mapping from air-photo interpretation is 

subjective, qualitative, depends entirely on the experience and familiarity of the 

interpreter with the area of interest, and less likely to be reproducible. On the 

other hand the method presented in this research is based on quantitative 

relationships between surface biophysical factors and permafrost in the study 

area and hence reproducible. Being a pixel based approach, the map is more 

detailed and its resolution/scale is directly proportional to the spatial resolution of 

the input datasets.

7. Interpretation of airborne EM resistivity data acquired at 140,000 Hz frequency 

showed 22.5 -  43.5 % of the study area as underlain by near-surface permafrost.

8. The permafrost distribution statistics obtained from both (BLR model and EM 

resistivity interpretation) maps suggest near-surface permafrost distribution in the 

study area is sporadic. This finding is in disagreement with previously published 

coarse resolution permafrost maps which mapped permafrost in the study area 

as discontinuous.

9. Assuming that vegetation, topography and permafrost maintain the same 

relationship throughout Interior Alaska, the logistic coefficients estimated for 

vegetation and topographic classes in this study can be used to estimate 

permafrost probability in other parts of Interior Alaska. Nevertheless, 

extrapolation of the BLR model in space and time should be done with some field 

checking.
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10. The airborne EM resistivity data has the potential to detect and map near-surface 

permafrost distribution. However, it would be more useful if accompanied by a 

detailed map of ground material type.

11. The probabilistic permafrost map produced in this study will be useful for 

planning pipeline or railroad routes and identifying areas for more detailed 

ground investigations. Along with the vegetation map it will also serve as a 

baseline map to identify areas of permafrost degradation, changing vegetation 

and expanding wetlands in the future.

12. In contrast to more widespread understanding that ALT is a function of MSAT 

only, the permfrost temperature modeling study revealed that increased MASD, 

along with increases in MSAT and MAAT, played a major role in the ALT 

increase in the early 1990s.

13. During 1966-1994, the MAPT increased by ~2.0 °C at Tussock station and 

Drunken Forest station in response to increases in MAAT and MASD.

14. The contrasting behavior of permafrost at two stations just 40 m apart (Drunken 

Forest and Bedrock stations) underlines the very sporadic nature of permafrost in 

Interior Alaska.

15. Modeling of permafrost dynamics using future climate scenarios suggest 0.22 m 

loss of near-surface permafrost at Tussock station and complete disappearance 

of permafrost (within top 20 m of ground surface) at Drunken Forest station by 

the end of the 21st century.

4.3. Broader impacts

Permafrost is an important component of the ecosystems in Interior Alaska. 

Recent increase in the rate of climate warming and plans for engineering development in 

the study area demand accelerated research efforts on permafrost mapping and 

monitoring of its thermal state. These efforts are vital to identify areas underlain by 

permafrost, study their physical and thermal characteristics, make reliable predictions of 

the future course of ecological changes and changes in ground stability, and devise
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effective mitigation strategies and adaptation plans that will minimize the negative 

impacts of changing climate on permafrost and ultimately on ecosystem and ground 

stability. The products of this research, comprising a permafrost mapping technique from 

remotely sensed data, a vegetation map, a near-surface permafrost map, acquired field 

data, soil temperature data, and published literature, contribute to the growing body of 

permafrost knowledge, data, and literature, that will serve the permafrost research 

community in years to come. The vegetation map and near-surface permafrost map are 

the best resolution maps currently available for the study area. These maps will serve as 

baseline data to assess changes in vegetation and permafrost distribution in future, 

either due to disturbance or climate change. The field data on vegetation, soil and 

permafrost collected over four summer field seasons (2007-2010) is an important 

contribution of this research. A GIS file of the complete field dataset will be archived at 

ADGGS digital archive and will be available as a free download for public use. Eighteen 

HOBO soil temperature data loggers are installed in different vegetation and geologic 

settings of the study area as part of this project. The multi-year soil temperature data 

from these installed data loggers is another useful product of this research. The four 

years and three years of continuous soil temperature data from six (installed in summer 

2007) and twelve loggers (installed in summer 2008), respectively, will also be available 

as a free download for public use from the ADDGS digital archive. As there are very few 

multi-year ground temperature monitoring stations and publicly available ground 

temperature records in the study area, the data collected as part of this research will 

serve as reference data to study the impact of future climate change and disturbance on 

ground thermal regime.

These research products are very timely since government and private agencies 

are interested in building a natural-gas pipeline and railroad extension through the study 

area. Ecologists, climate scientists and permafrost scientists are concerned about the 

sustainability of ecosystems and stability of ground if climate continues to warm at the 

current rate, as permafrost lends foundation to both. The soil temperature modeling 

results provide new insight into the climate-permafrost dynamics, and the methodology 

can be employed to study the fate of permafrost in different biophysical settings under 

projected climate change scenarios. The mathematical modeling of future permafrost
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dynamics will facilitate the study of thermokarst development and its impact on existing 

ecosystems. Permafrost is one of the major reservoirs of terrestrial organic carbon; 

thawing/degrading permafrost makes previously frozen organic carbon available for 

microbial decomposition that causes release of greenhouse gases such as carbon 

dioxide and methane to the atmosphere, which causes further warming of the 

atmosphere (Walter et al., 2006). Thus, thawing permafrost is a positive feedback to 

climate warming. In a future warming scenario, predicting the rate of permafrost 

degradation at a site using the numerical modeling technique presented in this research 

will help estimate how much organic carbon will be available for microbial 

decomposition. These data are critical input to the carbon model and to study of the 

global carbon budget. The fact that the study site is already identified as a high priority 

site for Alaska’s economic development makes this study very exciting and directly 

benefits society. Several other research groups and private agencies (e.g. Alaska 

Department of Transportation and Public Facilities, TransCanada Corp., Denali -  The 

Alaska Gas Pipeline, etc.) will potentially benefit from the baseline data and the results 

of this research project.

4.4. Recommendations and scope fo r future work

This section lists recommendations that may improve remote sensing based 

permafrost mapping and modeling research in the future.

1. Mapping moss/ organic layer thickness from LIDAR data

In favorable vegetation and landscape settings, surface moss/ organic layer 

thickness is a good indicator of the presence and depth of permafrost. Extracting moss 

or surface organic layer thickness from LIDAR data would be a useful variable in 

permafrost mapping and predicting the depth of permafrost.

2. Deeper depth of investigation

Permafrost in the study area is relatively warm and its distribution is sporadic. At 

many locations the surface microtopography, vegetation settings and landscape position 

suggest the presence of permafrost, but I did not find frozen soil in the top 1.6 m of the
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ground surface. At these locations permafrost is likely to be present at a deeper depth. 

Increasing the depth of field-based observations of permafrost presence by using a gas- 

powered auger instead of a hand-held auger will help to identify areas of permafrost that 

may have been excluded in the current map due to the shallow depth of investigation.

3. More uniform distribution of sampled stations

Seventy percent of the sampled stations were selected based on access to the 

stations and with the intent to optimize the use of time and resources. More uniform and 

widespread distribution of sampled stations would provide a more accurate permafrost 

map since it would capture the variability in biophysical parameters and permafrost in an 

unbiased way over a large area.

4. Use of soil moisture data derived from high spatial resolution remotely sensed

data

Near-surface permafrost acts as a shallow aquitard (i.e. water cannot penetrate 

through the permafrost), and its presence usually causes perched water table and wet 

soil in and above the active-layer. Currently, soil moisture derived from remotely sensed 

data are available at few kilometers spatial resolution only. In future, the availability of 

remotely sensed soil moisture data at higher spatial resolution (at few meters) will serve 

as an important variable in permafrost mapping model.

5. Energy balance at surface

Winter and summer energy balance at the surface is one of the important 

parameters that governs the presence/absence of permafrost at a given site. Innovative 

approaches to estimating the energy balance at the ground surface and within the 

active-layer using thermal remote sensing data will not only help in permafrost 

distribution mapping but will also help in modeling permafrost temperature dynamics by 

feeding the energy balance data as input to a numerical simulator.

6 . Coupling between regional climate models and permafrost models
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Coupling between regional climate models and permafrost models will help 

simulate the effect of changing climate on ground thermal regime. This will facilitate both 

the study of the thermal state of permafrost as well as its regular monitoring in a rapidly 

changing climate.

7. Forestfire-permafrost feedback in boreal forests of Interior Alaska

Forestfire is one of the most widespread and important disturbances affecting 

Alaska’s boreal forest. The reduction in depth of surface organic layer is the most 

relevant measure of fire severity in the black spruce forest types in Interior Alaska 

(Viereck, 1973; Kasischke et al., 2008). Fire severity affects post-fire soil temperature 

and soil moisture which in turn controls the post-fire recovery of vegetation and 

permafrost. Studies showed that within a single fire event, black spruce sites without 

permafrost have shallower residual surface organic layers following the fires than sites 

with permafrost (Kasischke and Johnstone, 2005; Harden et al., 2006). Kasischke et al. 

(2010) reported a 50% increase in burned areas in Alaska’s boreal forest between 2000

2010, the largest increase in any decade since the 1940s. They concluded that recent 

changes in climate have resulted in increases in the frequency of large fire years and a 

dramatic increase in extreme fire events. Also, since permafrost is warming, the 

likelihood of increases in the frequency of deep-burning fires that change forest 

ecosystems is high. In such a scenario it would be essential to quantify the forestfire- 

permafrost feedback in different ecosystems. The higher frequency of large fire years 

and extreme fire events will result in greater permafrost thaw and deeper active layer 

which will lead to more extreme fire events. Thus, the spatial pattern of forestfire regime 

affects the near-surface permafrost distribution and its thermal state. To better assess 

the fate of near-surface permafrost in a warming climate scenario, it would be useful to 

include the forestfire-permafrost feedback in modeling permafrost and active-layer 

dynamics in Interior Alaska.
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APPENDIX A 

ANALYSIS OF AIRBORNE ELECTROMAGNETIC RESISTIVITY DATA FOR NEAR
SURFACE PERMAFROST MAPPING ALONG ALASKA HIGHWAY CORRIDOR, 
INTERIOR ALASKA 

A.1. Introduction

Permafrost can develop in all types of geologic materials ranging from very fine 

clay to big boulders, and even in bedrock as it is defined solely based on temperature. 

The geophysical properties of most earth materials are altered by freezing, and these 

changes are most dramatic when the materials have pore water. For example, electrical 

resistivity of most materials such as clay, silt, sand and gravel shows a dramatic 

increase as increasing percentage of their pore water freezes with decreasing 

temperature (Figure A1). It is the presence of ice in permafrost that makes it more 

resistive to the flow of electric current compared to unfrozen ground. This contrast in 

electrical resistivity of earth materials, in ice-rich frozen and unfrozen conditions, makes 

electromagnetic (EM) or ground resistivity methods useful for permafrost mapping 

(Hoekstra et al., 1975; Scott eta l., 1990; Kellet etal., 2000).

A.2. Purpose

The purpose of this study was to process and analyze airborne apparent 

resistivity data acquired at 140000 Hz frequency along a small section of the Alaska 

Highway corridor (Figure A2) to evaluate its potential to map near-surface permafrost in 

the discontinuous permafrost setting of Interior Alaska.

A.3. Objectives

1. Examine the unprocessed airborne apparent resistivity data to understand how 

the data was gridded and interpolated to generate the spatially continuous 

resistivity image.
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Temperature (°C)

Figure A1: Resistivity variation with temperature for different types of geologic materials. 
Below freezing temperatures, resistivity of silt, sand and gravel may be >10 times higher 
than their normal resistivity in unfrozen state (Scott et al., 1990).
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Figure A2: A small section of the study area for which airborne resistivity data was 
processed. This section is 23 km long x 18 km wide and is a part of the 320 km long 
Alaska Highway corridor that stretches from Delta Junction to the Canadian border.
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2. Process the airborne EM resistivity to determine the relationship between the 

recorded resistivity value and the surficial geologic units.

3. Evaluate the potential of airborne EM resistivity to map near-surface permafrost.

A.4. Data acquisition and processing

The airborne resistivity survey was carried out using the RESOLVE multi-coil 

multi-frequency EM system under contract to Stevens Exploration Management Corp., 

Mining and Geological Consultants, for the State of Alaska, Department of Natural 

Resources, Division of Geological and Geophysical Surveys (DGGS) (Burns, 2007). The 

survey was flown August 27, 2005 to January 16, 2006. The goal of the survey was to 

provide information to help assess the geologic hazards, construction materials and 

mineral potential along the Alaska Highway corridor from Delta Junction to the Canadian 

border. Flight lines were flown in an azimuthal direction of 170°/350° with a traverse line 

separation of % mile (402 m). Tie lines were flown orthogonal to the traverse lines with a 

line separation of 3 miles (4828 m). The helicopter flew at an average speed of 68 mph 

(109 km/h) with an EM sensor height of approximately 100 feet (30 m). Table A1 lists the 

survey specifications.

EM data was acquired at six different frequencies (400 Hz, 1,800 Hz, 3,300 Hz, 

8,200 Hz, 40,000 Hz,140,000 Hz) using five co-planar coil pairs and one co-axial coil 

pair. The primary magnetic field from the transmitter coil causes eddy currents to flow in 

nearby conductors. The receiver coil detects the secondary magnetic field resulting from 

these eddy currents. The in-phase and quadrature components of the secondary 

magnetic field amplitude are measured separately with the multi-coil system. These 

components along with altitude of the bird (EM sensors unit) above ground are used to 

calculate apparent resistivity in ohm-m using a pseudo-layer half-space model 

(Figure A3). For this study I used resistivity data acquired at 140,000 Hz only, because I 

was interested in near-surface permafrost mapping, and this frequency interacts with 

ground material at shallowest depths. The inputs to the resistivity algorithm are the in

phase and quadrature amplitudes of the secondary field. The algorithm calculates the 

apparent resistivity in ohm-m, and the apparent height (h) of the bird above the 

conductive source. Any difference between the apparent height and the true height (a),
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Table A1: Survey specifications (Garrie, 2006).

Parameters Specifications

Traverse line direction 1707350°

Traverse line spacing % miles (=402 m)

Tie line direction 807260°

Tie line spacing 3 miles (=4828 m)

Sample interval 10 Hz, 3.3 m @ 120 km/h

Aircraft mean terrain clearance 58 m

EM sensor mean terrain clearance 30 m

Average speed 68 mph (109 km/h)

Navigation (guidance) ±5 m, Real-time GPS

Post-survey flight path ±2 m, Differential GPS
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Figure A3: A pseudo-layer half-space model. The top of the half-space is defined 
numerically by ‘h’. The pseudo-layer half-space model is equivalent to a two-layer case 
where the upper layer has an infinite resistivity. The thickness ‘t’ is the difference 
between the interpreted height h and the bird altitude ‘a’ (Fraser, 1978).
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as measured by the radar altimeter, is called the pseudo-layer and reflects the difference 

between real geology and a homogenous half space. This difference is often attributed 

to the presence of a highly resistive upper layer. For a detailed account of the survey 

equipment, acquisition, quality control, data processing, and survey results readers are 

referred to the report by Garrie (2006).

A.4.1. Determination o f apparent res istiv ity

Apparent resistivity was derived from EM data by using the pseudo-layer half

space model of Fraser (1978). This model yields the apparent resistivity and the 

apparent sensor-source distance directly from a transformation of the in-phase and 

quadrature components. The pseudo-layer is merely an artifice to account for 

differences between the computed sensor-source distance and the measured bird 

altitude.

Amplitude (ppm) = [In-phase2 + Quadrature2]1'2 (A1)

A.5. Method

1. In-phase and quadrature components of the resistivity data for one traverse line 

and one tie line were extracted from the line data sets using the Awk program 

(Figure A4).

2. Resistivity values from the raster image for all the points in the line data were 

extracted using the grdtrack command in Generic Mapping Tool (GMT).

3. Line resistivity and raster resistivity values were compared for the two profile 

lines to understand the smoothing effect of the modified Akima spline 

interpolation technique.

4. In-phase and quadrature responses were compared with the bird height along 

the two profiles to understand the influence of bird height on in-phase and 

quadrature response.
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Figure A4: Raster resistivity image of a part of the study area. It is overlain by two 
profiles from two flight lines that were used to compare line resistivity with interpolated 
raster resistivity values. The line data were interpolated using a modified Akima spline 
interpolation technique to generate the pixel based raster resistivity map shown in the 
background. Line and raster resistivity along these two profiles were also compared with 
surficial geologic units.
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5. 156 locations were sampled using a 1.6 m long hand-held soil auger in different 

geologic, topographic and vegetation settings in August 2008. Ground-sampled 

points were classified into seven catagories based on topography and presence 

or absence of frozen ground. The seven ground-sampled point classes (GSPC) 

are 1- low-lying frozen, 2- low-lying unfrozen, 3- north-facing slopes, 4- south- 

facing slopes, 6- low-lying possible frozen, 7- on ridge top, and 8- east-facing 

slopes. Mean raster resistivity values were extracted for each ground sample 

location point using a 100 m radius buffer zone.

6. Box plots of raster resistivity values for all the GSPC were compared to find out 

how resistivity information can be used to delineate frozen and unfrozen ground 

in different topographic units.

7. Box plots of raster resistivity values for different GSPC in each geologic unit were 

compared separately to study the correlation between EM resistivity and 

frozen/unfrozen ground in each geologic unit.

A.6. Results

A.6.1. Comparison o f Line and Raster resistivity data

Figure A5 and Figure A6 show the comparison of line resistivity values with 

raster resistivity values along the two profiles shown in Figure A4. A modified Akima 

spline (Akima, 1970) interpolation method was applied to line resistivity data to generate 

the raster resistivity map.

Along the profile of flight line 227 (Figure A5), the line data matches well with the 

raster data except for the sharp peaks/troughs where the modified Akima spline 

smoothed out the values and fitted a relatively smoother curve. The significantly low 

resistivity between distances 3300 m to 4800 m corresponds to the active channel of the 

Robertson River. The variation in apparent resistivity along the profile corresponds well 

with the variation in material type (geologic units) and presence of water bodies along 

the profile.
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Figure A5: Comparison of line resistivity with raster resistivity along NW-SE trending 
profile line of flight line 227 (Red: line data; Blue: raster data). The profile location is 
shown in Figure A4.
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Along profile line 109 (Figure A6), the modified Akima spline resulted in more 

rigorous smoothing. Consequently there is greater mismatch between the line and raster 

data. The greater variation in line data along profile 109 corresponds well with different 

material types and different stages of floodplain-lakes along the profile. The profile 

crosses over eight different geologic units. The significantly low resistivity at distance 

3000 m, and between 4000 m and 4700 m corresponds to an abandoned river channel 

and the Tanana River channel, respectively (Figure A6).

A.6.2. Influence o f bird height on in-phase and quadrature components o f the 
secondary magnetic field

Figure A7 and Figure A8 illustrate the influence of bird height on the in-phase 

and quadrature components at the receiver coil. A slight variation in bird height can 

cause a significant change in in-phase and quadrature response which ultimately affects 

the apparent resistivity calculation (Fraser, 1978). A decrease in bird height causes an 

increase in in-phase and quadrature response and vice versa. A few meters change in 

survey altitude can introduce significant EM anomalies (Fraser, 1978).

A.6.3. Box plot analysis o f resistivity data

The median and resistivity value distribution of five GSPCs (based on topography 

and presence or absence of permafrost) were compared (Figure A9). For low-lying 

valleys, floodplain and outwash plain the median and resistivity value distributions were 

very similar for permafrost present and permafrost absent classes. However, for north- 

facing slopes (out of 20 locations, 7 were underlain by permafrost and at 13 locations the 

presence of permafrost could not be determine due to the presence of rock) and south- 

facing slopes a significant difference in resistivity values was found. For north-facing 

slopes the median resistivity value (log 3.25 ohm-m) was significantly greater than for 

south-facing slopes (log 2.75 ohm-m). Slopes are generally underlain by rock (study 

area is a metamorphic terrain). Assuming little variation in rock type on north-facing 

versus south-facing slopes, the significant difference in resistivity values between the 

two slopes was interpreted to be due to the presence/absence of permafrost. Hence, the 

findings suggested that permafrost could be mapped on slopes using EM resistivity data.
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Figure A6: Comparison of line resistivity with raster resistivity along E-W trending profile 
line of flight line 109 (Red: line data; Blue: raster data). The profile location is shown in 
Figure A4.
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Figure A7. Influence of topography and bird height on in-phase and quadrature 
components of 140000 Hz line data along the flight line 227. (Red: in-phase; Blue 
quadrature; Orange: terrain elevation; Brown: bird height)
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Figure A8: Influence of bird height and topography on in-phase and quadrature 
components of 140000 Hz frequency line data along flight line 109. (Red: in-phase; Blue: 
quadrature; Orange: terrain elevation; Brown: bird height).
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Figure A9: Box plot of raster resistivity values for GSPCs (1: low-lying permafrost 
present; 2: low-lying permafrost absent; 3: low-lying possible permafrost; 4: north-facing 
slope; 5: south-facing slope). For each ground sampled location a 100 m radius buffer 
zone was used to extract the raster resistivity values for all pixels within the buffer zone; 
their mean value was used for the analysis.
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The electrical resistivity of the ground varies not only with material type but also 

with temperature, amount of ground ice and unfrozen water content (Figure A1). The 

resistivity value at a given location is therefore a combined response of all the above 

factors. In the case of low-lying valleys or plains, the ground is usually a mix of different 

material types (clay, silt, sand, gravel, pebble, boulders, etc.). Hence, in low-lying areas 

the delineation of permafrost presence or absence based on resistivity data alone can 

be complicated and often misleading. To map permafrost, analyzing resistivity values 

separately in each geologic unit might be beneficial.

The scatter plot of aspect versus apparent resistivity values for all pixels within 

the study area also shows higher resistivity for north-facing slopes than for south-facing 

slopes (Figure A10). In the study area slopes are generally underlain by bedrock with 

little or no soil cover. Assuming little or no variation in the material type on south versus 

north-facing slopes, higher resistivity on north-facing slopes is most likely due to the 

presence of permafrost. This conclusion is in agreement with the widely accepted 

generalization that north-facing slopes are underlain by permafrost and south-facing 

slopes are usually free of permafrost in Interior Alaska.

For all the alluvium deposits (active floodplain, abandoned floodplain, inactive 

floodplain, stream terrace, alluvial fan deposit) the material type ranges from silt to 

gravel with presence of pebbles and cobbles. The resistivity of unfrozen alluvium 

deposits can range from 100 -  1000 ohm-m (Figure A1). For all the locations sampled in 

alluvium units, the apparent resistivity values are less than 1000 ohm-m (Figure A11), 

which suggests that alluvium units are generally devoid of permafrost. In the case of 

mixed colluvium and alluvial deposits which are made up of inorganic silt mixed with 

sandy angular to subangular pebbly gravel, the resistivity values for permafrost present 

and permafrost absent GSPC in low-lying areas are very similar (Figure A11C). Hence, 

the resistivity values fail to discriminate between permafrost present and permafrost 

absent GSPC in low-lying areas.
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Figure A10: A scatter plot of apparent resistivity versus aspect for each pixel in the study 
area. The yellow line traces the top surface of the bulk of the data. Data points above the 
yellow line are considered outliers.
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In retransported silt and sand, and low-land loess deposits, the apparent 

resistivity for low-lying permafrost present GSPC is approximately 1000 ohm-m (Figure 

A11F) which is representative of frozen silt and sand. For these geologic units resistivity 

values greater than or equal to 1000 ohm-m imply presence of permafrost.

Slackwater flood deposits chiefly contain organic sandy and silty backswamp 

sediments deposited during floods in slackwater basins (Reger et al., 2008). Apparent 

resistivity for the locations sampled in this unit was higher than 3000 ohm-m (Figure 

A11I), which suggested definite frozen ground conditions and hence presence of 

permafrost for this unit. Similarly, for swamp deposits which contain locally woody, 

autochthonous peat with organic silt and sand, the median resistivity value for all the 

locations sampled were higher than 4000 ohm-m (Figure A11N). In these geologic units, 

the resistivity values were in agreement with the frozen ground observed during field 

investigation and can be used to map permafrost.

In the case of glacial deposits (till and morainal deposits; glacial outwash), the 

sediment size ranges from silt to big boulders and accordingly resistivity also varies 

widely. Resistivity values for locations sampled in glacial deposits in low-lying permafrost 

present and low-lying permafrost absent GSPC are very similar (Figure A11J-M), and 

hence it fails to discriminate between permafrost present and absent for low-lying areas. 

However, in upland areas significant differences in resistivity between north-facing and 

south-facing slopes suggest resistivity data can be used to map permafrost.



128

10000 0

9000 0 

8000 0 

7000 0

E 6000 0 £O
£» 5000 0 
‘>
~  4000 0 (0 0)0£

3000 0 

2000 0

1000 0

0 0

Figure A11: Box plots (A-O) of apparent resistivity values for different GSPCs in different 
surficial geologic units (1: low-lying permafrost present; 2: low-lying permafrost absent; 
3: north-facing slope; 4: south-facing slope; 6: low-lying possible permafrost; 7: on ridge 
tops; 8: east-facing slope). For each ground sampled location a 100 m radius buffer 
zone was used to extract raster resistivity values and their mean value was used for 
analysis. The same scale was used for all the box plots (A-O), so that resistivity in 
different material types can be compared.
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Abandoned-floodplain alluvium

Mixed colluvium and alluvial deposits
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Alluvial-fan deposits

Inactive-floodplain alluvium



Retransported silt and sand and lowland loess

Stream-terrace alluvium



Jokulhlaup deposits

Slackwater flood deposits
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Till and associated morainal deposits of Delta glaciation
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Till and associated morainal depoists of Donnelly glaciation
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Outwash of Donnelly glaciation

Outwash of Delta glaciation
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Swamp deposit

Thinly covered bedrock
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A.7. Conclusions

1. Line resistivity data corresponds well with geologic units along the two profiles 

that were studied (Figure A5 and Figure A6).

2. The modified Akima spline interpolation technique fits a smooth curve to the line 

data. Significant differences in the resistivity values were found between line and 

raster data where sharp peaks and troughs occurred in the line data (Figure A5). 

The raster resistivity values maintain the same relationship with geologic units as 

line resistivity, though along a profile of high variation in geologic units the Akima 

spline does more rigorous smoothing (Figure A6).

3. Resistivity of ground to the flow of electric current is a function of material type, 

amount of ground ice, ground temperature and unfrozen water content (Figure 

A9). In low-lying areas, which are mainly glacial and glacio-fluvial deposits in the 

study area, the material types vary widely and so does the frozen ground 

condition. Resistivity values for all the locations sampled in low-lying permafrost 

present and permafrost absent areas were very similar; hence it was difficult to 

delineate permafrost areas in glacial and glacio-fluvial geologic units based on 

resistivity data.

4. In the case of retransported silt and sand and lowland loess, swamp, and 

slackwater flood deposits resistivity values were well in agreement with field 

observations, i.e. for all the locations where permafrost was found during field 

investigation resistivity values also suggest the presence of permafrost. Hence, 

for these geologic units resistivity can be used to delineate permafrost.

5. For all types of alluvium deposits (active floodplain, abandoned floodplain, 

inactive floodplain, stream terrace, alluvial fan), resistivity at all the sampled 

locations was less than 1000 ohm-m which suggests that either alluvium deposits 

are generally devoid of ice-rich permafrost or permafrost is present in isolated 

small patches that are too small to influence the ground resistivity.
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6. Glacial deposits in the study area are mainly till and morainal deposits and 

outwash plains. The material type in these units varies from silt to big boulders 

and so does the amount of ground ice. Because of the wide variations in material 

type and ground ice, interpretation of resistivity data fails to discriminate between 

permafrost and non-permafrost areas.

7. A strong correlation between resistivity, north-facing and south-facing slopes 

shows up in all the geologic units except one, which is in agreement with the 

widely accepted generalization that north-facing slopes are generally underlain 

by permafrost and south-facing slopes are devoid of permafrost in the study 

area.
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