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Abstract

As part of the International Monitoring Systems of the Preparatory Commissions for the 

Comprehensive Nuclear-Test-Ban Treaty Organization, the Infrasound Group at the Uni­

versity of Alaska Fairbanks maintains and operates two infrasound stations to monitor 

global nuclear activity. In addition, the group specializes in detecting and classifying the 

man-made and naturally produced signals recorded at both stations by computing vari­

ous characterization parameters (e.g. mean of the cross correlation maxima, trace velocity, 

direction of arrival, and planarity values) using the in-house developed weighted least- 

squares algorithm.

Classifying commonly observed low-frequency (0.015-0.1 Hz) signals at our stations, 

namely mountain associated waves and high trace-velocity signals, using a traditional ap­

proach (e.g. analysis of power spectral density) presents a problem. Such signals can 

be separated statistically by setting a window to estimate the trace velocity for each sig­

nal type. The feasibility of such a technique is demonstrated by studying and compar­

ing various summary plots (e.g. universal time, seasonal and azimuthal variations) that 

are produced by analyzing the Fairbanks and Antarctic data (2004-2007). Such plots with 

the availability of magnetic activity information (from the College International Geophys­

ical Observatory located at Fairbanks, Alaska) leads to identification of possible physical 

sources of the two signal types. Throughout this thesis a newly-developed, robust al­

gorithm (sum of squares of variance ratios) with improved detection quality (under low 

signal to noise ratios) over two well-known detection algorithms (mean of the cross corre­

lation maxima and Fisher Statistics) is investigated for its efficacy as a new detector.

A neural network is examined for its ability to automatically classify the two signals 

described above against clutter (spurious signals with common characteristics). Four iden­

tical perceptron networks are trained and validated (with >92% classification rates) using 

eight independent datasets; each dataset consists of three-element (each element being a 

characterization parameter) feature vectors. The validated networks are tested against an 

expert, Prof. Charles R. Wilson, who has been studying those signals for decades. From the



graphical comparisons, we conclude that such networks are excellent candidate for substi­

tuting for the expert. Advantages to such networks include robustness and resistance to 

errors, and the bias of a human operator.
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Chapter 1 

Introduction

1.1 Abstract

The Prepatory Commission for the Comprehensive Nuclear-Test-Ban Treaty Organization 

(CTBTO), an international organization established on 19 November 1996, monitors for 

nuclear weapons testing, and encourages the disarmament of nuclear weapons. It moni­

tors global nuclear activity by overseeing 321 stations of the International Monitoring Sys­

tem (IMS) that are located throughout the world with four different technologies: seis­

mic, infrasound, hydroacoustic, and radionuclide [1, 2, 3]. A network of 16 radionuclide 

laboratories also supports the IMS. Each of these stations sends data continuously to the 

International Data Center (IDC) in Vienna, where these data are analyzed and are made 

available to countries who have signed the treaty. The IMS is designed to record shock 

waves generated by nuclear explosions in the air, in the water, and ground. By deploy­

ing four different technologies, the CTBTO can reduce the risk of missing nuclear events, 

decrease false alarms, and therefore, improve the detection and the verification of nuclear 

activity. There are 55 certified IMS infrasonic stations operating around the world, and 

the Infrasound Group at the Geophysical Institute of the University of Alaska Fairbanks, 

operates and maintains two stations; one is located in Fairbanks, Alaska (I53US); the other 

is positioned at Windless Bight, Antarctica (I55US). Each array consists of eight micro­

phones, developed by Chaparral Physics. A more detailed description of the instruments 

is given in a later section of this chapter. The Infrasound Group [4] has installed and op­

erated seven different infrasonic arrays in different countries (Alaska, Canada, Sweden, 

and Antarctica) since 1965. Since then the group has been observing and studying both 

man-made and naturally produced infrasound signals. One of the tasks of the group is to 

detect and characterize infrasound signals from the background noise. We have identified 

the sources of several types of infrasound signals with the help of the ground truth when 

available.

Identified infrasound signals include mine blasts, aircraft, bolides, microbaroms, moun­
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tain associated waves (MAWs), high trace velocity signals (HTVs), auroral infrasound, vol­

canic eruptions, earthquakes, and landslides, to name a few [5]. These signal types will be 

described in more detail later. In order to help characterize the signals, several parameters 

are estimated from the data, including: a weighted least squares algorithm for trace veloc­

ity Vt, azimuth 0, and planarity c x and a detection scheme based on the mean of the cross 

correlation maxima (MCCM). Our group uses those parameters exclusively (with ground 

truth information when available) to identify the possible sources of infrasound signals 

detected at our stations (I53US and I55US).

In the atmosphere, a travelling sound wave loses energy by dissipative processes (at­

mospheric absorption) which depend on the frequency of the sound wave and on tempera­

ture, pressure, and humidity. As the frequency of the sound wave increases, the amplitude 

attenuation of the sound wave with distance also increases. Infrasound, being acoustic 

waves of the lowest propagating frequencies, can travel long distances with little attenua­

tion, and that allows detection and identification of a distant source signal [6]. The effects 

of atmospheric absorption on travelling sound waves is discussed in a later section of this 

chapter.

This dissertation tries to answer basic two questions that are of interest to the infra­

sound community. Can two common signal types with similar properties, namely moun­

tain associated waves and high trace velocity signals, be separated statistically? Can a 

neural network be used to automate classification of these signals among clutter (spurious 

signals with common characteristics)?

1.2 Thesis Organization

In Chapter 1, background information is discussed, such as properties of sound, atmo­

spheric absorption, and the wave equation. Various characterization parameters (MCCM, 

Vf, 0, and a x) including definitions and derivations are introduced here. This thesis exclu­

sively relies on these parameters to detect and identify infrasound signals. The lower and 

upper trace velocity limits for ground source signals and the HTVs are determined using
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a ray tracing model.

In Chapter 2, we introduce examples of infrasound signals detected at the Fairbanks 

array (I53US). They are divided into three different frequency groups: low-frequency sig­

nals (0.015-0.1 Hz), microbaroms (0.1-0.5 Hz), and high-frequency signals (0.5-10 Hz). We 

show their waveforms, power spectral densities, and characterization parameters: MCCM, 

Vt, 0, and c x. The low-frequency signals are largely divided into two groups: MAWs are 

produced by the interaction of tropospheric wind flow and mountain ranges; HTVs are 

based on non-ground sources and that have trace velocity greater than 650 m/s. The high- 

frequency signals include mine blasts.

In Chapter 3, we turn our focus to a statistical study of the low-frequency infrasound 

signals from the both the Fairbanks and Antarctic arrays. We discuss an empirical com­

parison of four detection algorithms: the mean of the cross correlation maxima, the Fisher 

Statistic (F-stat), the sum of the squares of variance ratios (SSVR1 and SSVR2). We then de­

termine the parameters that define MAWs, HTVs, and clutter based on a statistical study. 

The MAWs are compared with the HTVs by azimuthal, UT, and seasonal variations. We 

also use magnetometer data from College International Geophysical Observatory (CIGO) 

to show a similarity between HTVs and magnetic disturbances in the atmosphere.

In Chapter 4, a neural network is used to classify three types of low-frequency signals: 

MAWs, HTVs, and clutter. We begin by introducing the basic structure and mathematical 

properties of a perceptron. An exclusive OR (XOR) example is used to illustrate the limi­

tation of the perceptron, and a more powerful perceptron network is introduced. We use 

four different data sets to train and validate the four perceptron networks: the MCCM- 

and SSVR2-based networks for the Fairbanks and Antarctic arrays.

In Chapter 5, the trained networks are tested against an expert, Prof. Charles R. Wilson, 

who has been studying the MAWs and HTVs for decades. He selected seven days with 

high MAW activity and six days with high HTV activity from the 2008 Fairbanks data. 

These data sets were never exposed to our networks for training. We then use modified 

detection summary plots to show expert-identified MAWs and HTVs, and they are com­
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pared with the outputs of the MCCM- and SSVR2-based perceptron networks to illustrate 

the effectiveness of the trained neural networks.

In Chapter 6, we summarize our findings. These include the possible sources of MAWs 

and HTVs, the advantage of the SSVR2 detection method, and the feasibility of the percep­

tron networks to perform our classification problem. Finally, we present the significance 

of this research and suggest possible future directions.

1.3 Sound

Sound is a compression wave that travels through a medium (solid, liquid, or gas). Hu­

man hearing is capable of detecting only a limited range of frequencies, so sounds are 

commonly divided into three groups based on the frequency range: infrasound (0.001-16 

Hz), audible (16 Hz-20 kHz), ultrasound (above 20 kHz). The lower and the upper limits 

of audibility vary depending on the person [7]. People have been studying sound for cen­

turies, but the field of acoustics was not widely accepted by scientific communities until 

Rayleigh and Reynolds [8] used ray concepts to explain acoustic phenomena in the nine­

teenth century. Rayleigh and Stokes [9] extensively studied the sound generated by the 

vibrating strings and organ pipes in the nineteenth century, and they laid the foundation 

of the field of acoustics.

The Earth's atmosphere has following properties: it is roughly composed of nitrogen 

(78%), oxygen (21%), argon (1%), and carbon dioxide (0.1%); at sea level, the density of 

dry air at 20 °C is approximately 1.2 Kg/m3; the sound speed in dry air at 0 °C is roughly 

331 m/s. The sound speed is also called the adiabatic speed because sound propagates in 

the atmosphere with a negligible heat flow [10]. In a stable atmosphere, the sound speed 

depends only on temperature and humidity of the air. The sound speed tends to increase 

with the rise in humidity level of the air; however, the correction is usually less than 1.5% 

[8]-

In a liquid or gas, sound waves are longitudinal waves, that travel through a medium 

with periodic compressions and rarefactions that are in the same direction as the direction
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of propagation. A sound wave is characterized by frequency, /, wavelength X, and am­

plitude, A. The amplitude of a harmonic wave travelling in the x-direction at time t and 

position x can be written as,

A(x, t) = Amcos(kx -  cof), (1-1)

where co is the angular frequency (to = 2tc/), k is the wave number (k = 2%/X), t is the time in 

seconds. In acoustics, the amplitude, Am, is the maximum pressure of the wave, and it is 

measured in Pa. We can construct any wave form by superimposing a sufficient number of 

simple harmonic waves with carefully chosen frequencies and amplitudes. This is a basic 

idea of the Fourier Series, and there are some conditions that have to be met before the 

Fourier Series representation of an actual wave can exist: the wave has finite number of 

discontinuities, maxima, and minima in any period; the wave is absolutely integrable in 

any period [11].

A sound wave carries acoustic energy, including both kinetic and potential energy. 

The acoustic energy moves at the sound speed in the direction of the wave propagation. 

The kinetic and potential energies are of equal amplitude for a plane wave [8, 12]. For a 

harmonic point source in a homogeneous medium, the pressure and the velocity of the 

sound wave at position r and time t can be written as,

p(r,t) = Re((pc)e-ia% (1.2)

v(f,t) = Re((vc)e~i<ot), (1-3)

where Re(z) is the real part of the complex number z, and pc and vc are complex pressure

and velocity amplitudes, respectively. The complex pressure pc is the solution to radial

component of the wave equation (Eq. 1.15) in spherical coordinates. It is given by

p c( r )  =  S ( ^ ) ,  ( 1.4)

where S is a constant. As the wave moves away from the source, the amplitude of complex 

pressure pc decreases as 1/r (Eq. 1.2). The acoustic intensity of the source is defined as I = pv 

and it is a function of time. By writing pc and vc in terms of real and imaginary parts, the
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time-averaged intensity over a harmonic period of the wave, IaVg can be written as,

lavg = 2^Pcvc)i (1-5)

where the superscript asterisk is a complex conjugate. The acoustic power of the source 

is obtained by integrating the acoustic intensity over an arbitrary surface that encloses 

the source. For example, the time averaged acoustical power Wavg of a point source in a 

homogeneous medium is obtained by

Wflpg = J  j  Iavg ■ ndA, (1.6)
A

where IaVg is the time-averaged intensity of the source, A is the arbitrary surface that en­

closes the source and n is the unit normal vector directed outward at the surface.

Although we can measure pressure amplitude in terms of Pa, it is customary to use the 

sound pressure level to report the quantity in decibels (dB). The sound pressure level, Lp, 

is defined by [8],

Lp = 10Zog10̂ % ^  (1.7)
P ref

where (pi)avg is the time average of the squared sound pressure ps; pref  is commonly the 

threshold of human hearing and is usually taken as 2 x l 0 5 Pa. For a harmonic sound 

wave, the time average of the squared pressure over a single period is given by (pl)avg = 

\pc\2/2. For example, a jack hammer at one meter away from an observer produces 2 Pa, 

equivalent to 100 dB; a television set at one meter away from the observer produces 0.02 

Pa, equivalent to 60 dB; the threshold of pain for human ear is roughly 63.25 Pa, equivalent 

to 130 dB. An increase of the sound pressure level by 10 dB corresponds to an increase of 

(Ps)avg by a factor of ten.

1.4 Wave Equation

In the previous section, we discussed the properties and characteristics of sound. In this 

section we focus on the propagation of a sound wave in the atmosphere. The wave equa­

tion and sound speed are derived using the standard linearisation of the continuity and
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momentum equations, followed by the effect of atmospheric absorption. Then, a ray- 

tracing model is used to describe the wave propagation paths of the sound in a stable 

atmosphere.

We, first, start with two well-known fluid equations to obtain the wave equation: the 

conservation of mass and the conservation of momentum [13]. The former is also known 

as the continuity equation where it (without the thermal diffusion and source terms) can 

be written as

|B + V.(p0) = O, (1.8)

where p and v are density and velocity of the air. For a gas, the forces exerted by the 

particle's immediate neighbor overwhelm other types of forces (such as gravity, Coriolis, 

shear, etc). With that in mind, we can write the momentum equation as,

P ^  = -Vp, (1.9)

where D/Dt=(d/dt + v ■ V). For acoustic waves, perturbations in pressure and density are 

very small compared to average pressure and density of the atmosphere. Assuming the

atmosphere is windless and homogeneous, the pressure, density, and wind speed of the

atmosphere can be written as

Pa=Pavg+P, (1-10)

Pa — Pavg + P > (l.H )

Va =V, (1.12)

where paVg and pavg are the time-averaged pressure and density of the atmosphere. Substi­

tuting Eq. 1.12 into Eqs. 1.8 and 1.9, and retaining only linear terms, we obtain

^  + pOTg(V-!5) = 0, (1.13)

pavg^  = -Vp. (1.14)

Combining Eq. 1.14 with the relation p = c2p, we finally obtain the wave equation as

* 2p - h w = 0 ' (L15)



8

where c is the sound speed.

As described above, travelling sound wave in a medium undergoes periodic compres­

sions and rarefactions, but such motions are so rapid that we can simply ignore heat trans­

fer between air molecules in the medium. Such an approximation is known as the adiabatic 

approximation, and it yields the equation of state, which allows us to write the pressure in 

terms of the density

P a = K p l  (1.16)

where K is a constant, y = cp/cv is the specific heat ratio, cp and cv are the specific heat

of air at constant pressure and constant volume, respectively. Writing the pressure and

density of the atmosphere in terms of their average values, and applying the first-order 

Taylor approximation to expand the pressure about the average pressure value, we obtain 

the relation,

P«(pfl + P) = Pavg + (~=r~)avgP, (1-17)
op a

where the derivative is evaluated at pa = pavg. Using Eq. 1.16 and pa -  paVg + p, we find

r2 _ vVavS
= ' C -

From the ideal gas law, pavg -  pavgRT, we obtain the expression for sound speed as

c= y fy K f, (1.19)

where y~1.4 for dry air, R =287 J/kg/K, and T is the temperature in K.

Three well-known physical processes are responsible for the energy loss of a travelling 

sound wave in the atmosphere [10,12]: thermal conduction, viscosity of air, and relaxation 

losses of oxygen and nitrogen molecules in air. As mentioned before, the former (heat 

transfer) plays negligible role in the energy loss of the travelling wave, however; the other 

two terms play significant role in that of the travelling wave. Heat is produced as a result 

of all three processes, and the energy loss is larger at higher frequencies of the travelling 

wave. There are three physical profiles used to describe the Earth's atmosphere: tempera­

ture, pressure, and relative humidity. Such profiles are closely related to the three physical
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processes described above. For air, viscosity and thermal conduction are proportional to 

T3/2/(T+110) and T3/2/(245.4£>-27'6/T), where T is temperature of air in K. Primary cause of 

the relaxation losses occur when O2 and Nz molecules collides with H2O molecules, and 

so the relative amount of water molecule in air plays important role in determining the 

amount of energy loss by the relaxation process. As the temperature increases, the relative 

humidity decreases in the absent of pressure change, and the resulting relaxation losses 

are decreased. If the pressure gets larger then the relative humidity also increases in the 

absent of temperature change, and the resulting relaxation losses are increased. Evidently, 

the viscosity and thermal conduction increase as the pressure increases while the temper­

ature remains constant. The relaxation losses also increases with increasing pressure. It is 

complicated to compute energy loss of the travelling wave, as the three physical processes 

are function of the temperature, pressure, and relative humidity.

As described above, the absorption of the sound wave depends on three atmospheric 

parameters: the atmospheric pressure, the relative humidity, and the temperature. Fig.

1.1 shows three atmospheric parameters measured on December 10, 2007 at Fairbanks by 

a weather balloon [14] for a height up to about 30 km. These data are invaluable to us 

because we can compare measured temperature and pressure data against the available 

models. The NASA developed MSISE-90 model [15] to describe neutral temperature and 

densities in Earth's atmosphere (up to 600 Km). Such a model is commonly used for tem­

perature modelling in the upper Earth's atmosphere, and is used to model temperature 

profile in this section in order to estimate atmospheric absorption coefficients and prop­

agation paths of a sound wave. The modelled temperature profile is compared with the 

measured (by the weather balloon) data (See Fig. 1.1). The pressure model is based on the 

exponential function p = poe~az, where po is the pressure at the ground, a is a constant and 

z is an altitude. There are no available models for relative humidity so, we have to rely 

on the measured data to estimate the atmospheric absorption. The relative humidity in air 

has a negligible effect on the atmospheric absorption in the upper atmosphere [16] and so, 

the relative humidity value are kept at 3% for heights above 31 Km.
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The left, center, and right panels in Fig. 1.1 show the absolute temperature, pressure, 

and relative humidity as functions of altitude. Blue and red lines are physically measured 

and extrapolated values, respectively. In the temperature profile, there are roughly four 

regions: the troposphere (8-20 km), the stratosphere (20-45 km), the mesosphere (45-97 

km), the thermosphere (above 97 km). The pressure profile is plotted in the logarithmic 

scale and decreases exponentially with altitude. All three quantities are extrapolated in 

increments of 500 m. These atmospheric profiles are used in later part of this Section to 

compute atmospheric absorption rates and propagation paths of a harmonic wave (at var­

ious frequencies) as a function of altitude.

International Organization for Standardization (ISO) develops international standards 

on a variety of subjects and make them available to the public [17]. The ISO 9613-1:1993(E) 

document provides an analytical method of computing the degree of atmospheric absorp­

tion under various meteorological conditions, and such a method is used to calculate the 

atmospheric absorption rate as a function of altitude. Fig. 1.2 shows atmospheric absorp­

tion rate (dB/km) of a harmonic wave for various frequencies as a function of height. The 

absorption rates for all frequencies increase near the boundary between the troposphere 

and stratosphere; however, the increase is less noticeable for a frequency of 10 Hz at the 

boundary. The coefficients remain fairly constant in the stratospheric region, but they 

increase exponentially above the stratosphere. The figure demonstrates that the absorp­

tion rate is lowest for low frequencies, which leads to the conclusion that a low-frequency 

sound wave in the atmosphere can be detected at farther range than a high-frequency wave 

can.

Low-frequency infrasound can travel global distances relatively unattenuated, how­

ever; such a wave is subject to significant refraction by the vertical temperature gradient 

and wind profiles of the atmosphere [3,18], Georges and Beasley [19] used the best avail­

able seasonal wind models to compute the effect of wind on the trace velocity and the 

azimuth of acoustic propagation; they found variations of 20 percent or more for the trace 

velocity and deviations of up to 10° for the bearing. Their wind models show seasonal
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(a )  T e m p e r a t u r e  (b )  P r e s s u r e  (c )  R e la t iv e  h u m id it y

Figure 1.1. Measured and modelled atmospheric profiles at Fairbanks, Alaska. Blue and 
red curves in each of the profiles are measured (using a weather balloon [14] on Decem­
ber 10, 2007) and modelled quantity, respectively, (a) The MSISE-90 model [15] is used to 
model temperature profile up to 200 Km, (b) The pressure profile is modelled using an ex­
ponential function up to 200 Km and (c) Relative humidity values are kept fixed at 3% for 
heights above 31 Km (see text for details). There profiles are used in later part of this Sec­
tion to estimate atmospheric absorption coefficients and propagation paths of a harmonic 
wave at various frequencies.
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(a )  T e m p e r a t u r e  p ro f ile  (b )  A t m o s p h e r ic  a b s o r p t io n  ra te s

T e m p e r a t u r e  (K )  A b s o r p t io n  ra te  (d B / K m )

Figure 1.2. Atmospheric absorption rates (dB/Km) of a harmonic wave, (a) Temperature 
profile and (b) atmospheric absorption coefficients (dB/Km) as a function of frequency and 
height. The absorption rate increases as the frequency of the wave increases, which leads 
to the conclusion that a low-frequency wave in the atmosphere can be detected at farther 
range than a high-frequency wave can.
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variations on the speed and the direction of winds in the upper atmosphere (up to 200 

km), and variations are much larger in East-West direction than in North-South direction. 

Elford [20] uses radio observation to describe the behavior of prevailing winds in medium 

latitudes ( 80-100 Km), and he finds that the winds being directed toward the East for 

most of the year with presence of large wind gradient during summer and winder. Go- 

erke, Young, and Cook [21] provide direct evidence for the wind's effect on variations in 

the trace velocity and the azimuth estimation for long path, low-frequency sound waves. 

Most of the low-frequency sources studied in this thesis are less than 1,000 km away. At 

these ranges, the wind's effect on the propagation of sound waves may become significant. 

Unfortunately, it is very difficult or nearly impossible to obtain accurate three-dimensional 

wind and temperature profiles for a large scale studies like the one presented in this thesis. 

For this reason, we ignore the wind's effect on the propagation of sound waves.

The wave equation (Eq. 1.15) is solved in two dimensions using a ray tracing model, 

developed by Dr. Doug P. Drob of the Navy Research Laboratory [22, 23]. The model 

takes four input parameters: temperature, pressure, relative humidity, and wind speed. 

For the reason mentioned above and simplicity, we solve the wave equation for a stable 

atmosphere using one-dimensional atmospheric profiles described in Fig. 1.1.

The apparent sound speed (or trace velocity, Vt) of a wave arriving at the array with 

an elevation angle (<})) will be higher than the actual sound speed defined by Eq. 1.19. The 

elevation angle, <|), can be estimated from:

()> = cos~  ̂(■—), (1.20)

where Vt is a trace velocity. As we shall see soon, the $ is a key parameter that differenti­

ates ground source signals from non-ground source signals. The azimuth (or 0) measures 

direction of arrival in degrees. In the later section, we will discuss the estimation of various 

characterization parameters and their uncertainties.

Fig. 1.3 shows the wave propagation paths and corresponding sound pressure levels 

of a harmonic wave with a frequency of 0.03 Hz, typical of what is studied in this thesis. 

Multiple rays are launched from a source located at the origin with various elevation an­
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gles, and a sound speed of 325 m/ s. In the top panel, we can see stratospheric ( 45 km) 

and thermospheric (120-140 km) returns to the ground. Strong winds can produce such 

returns [19], however; these returns are indistinguishable from the stratospheric and ther­

mospheric returns. As we mentioned before, the wind's effect is ignored throughout this 

thesis.

When a sound wave travels through two different isotropic media, two things can hap­

pen to the wave: reflection occurs when the incident wave impinges upon the surface of a 

different medium; refraction occurs as the incident wave travels through the new medium. 

Good examples for the reflection and refraction are the ground surface and stratospheric 

returns in Fig. 1.3(a), respectively. In the atmosphere, the media is continuously variable 

with height, and so we must solve the differential form of the wave equation (Eq. 1.15) to 

obtain the propagation path of the wave [8,9]. In 3-dimensional system, the wave equation 

becomes

^ = c ( u ) 2V2u, (1 .21)

where the sound speed (c) depends on the position (u), and the operator V2 = ^  .

The position u is given by

u(r,t) = A(r,t)e,(i7- wt\ (1.22)

where A is the amplitude of the wave, k is the 3-dimensional wave vector, and w is the

angular frequency of the wave. The wavelength of a harmonic wave with a frequency of

0.03 Hz is approximately 10 km, which is larger than the scale height of the atmosphere 

(0.5 km) used in our ray tracing program. Therefore, the propagation paths of the wave 

shown in Fig. 1.3(a) are rough estimates; however, such a practice is widely used as a first 

approach in computing the wave propagation path [24].

Fig. 1.3(b) shows the amplitude attenuation of the harmonic waves. Such attenuation 

is caused by atmospheric absorption and the geometric spreading of the wave. For sim­

plicity, we assume that the power of the sound wave has an isotropic distribution, then the 

attenuation of the sound wave [10] by spherical spreading is then given by

Lp = Lw- 10logi^nr2) -  ar, (1.23)
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(a )  R a y  t r a c in g s  o f  s o u n d  w a v e s  in  th e  io w e r  a t m o s p h e r e  (f= 0 .0 3  H z )

(b )  S o u n d  p r e s s u r e  le v e ls  o f  c o r r e s p o n d in g  s o u n d  w a v e s

Figure 1.3. (a) Ray tracings and (b) corresponding sound pressure levels. All harmonic 
waves have a frequency value of 0.03 Hz, typical of what is studied in this thesis. Multiple 
rays are launched from the origin with various elevation angles, and the sound speed of 
325 m/s. In (a), stratospheric ( 45 km) and thermospheric (120-140 km) returns can be 
seen. In (b), attenuation of the waves due to the spherical spreading dominates over the 
atmospheric absorption for the first a few kilometers. Notice that the attenuation is lowest 
for the low-elevation-angle rays.
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where Lp is the sound pressure level in dB, Lw is the sound power level in dB, a  is the 

atmospheric absorption coefficient (dB/m), and r is the radial distance in m. We arbitrarily 

chose a sound power level Lw to be 180 dB, which is a rough estimate of 1883 Krakatoa 

eruption, 161 Km from the source. The attenuation of a sound wave is dominated by the 

spherical spreading for the first a few kilometers of the propagation. The atmospheric 

absorption increases very rapidly, as the harmonic wave approaches the thermosphere. 

For example, a ray launched at 60° (blue curve) does not return to the ground and quickly 

gets absorbed by the thermosphere. On the other hand, a ray launched at 50° (black curve) 

returns to the ground, but with a significant power loss ( 70 dB). Notice that the difference 

in power loss ( 10 dB) of the waves between the two launch angles (48° and 50°) when 

the wave first returns to the ground. A harmonic wave with an elevation angle greater 

than 50° will have significantly higher power loss. Thus, we estimate the upper limit of 

the elevation angle ((])) to be 50° for the ground source signals. Since we cannot measure 

the amount of power loss in a signal, this does not determine whether we can detect the 

signal.

1.5 Instrumentation

A microphone is a device that converts acoustical energy into electrical energy, and the 

most common microphone design uses a thin membrane that vibrates in response to the 

pressure fluctuations in the atmosphere [25]. The microphones developed by Chaparral 

Physics are designed to operate in the frequency range between 0.01 and 200 Hz [4], The 

Fairbanks (I53US) and Antarctic (I55US) arrays consist of eight Model 5 Chaparral micro­

phone sensors [26, 27]. Fig. 1.4 shows the configuration of the Fairbanks array (located at 

Fairbanks, Alaska). Five microphones are placed at the vertices of a rough pentagon, with 

three microphones lying inside the pentagon in a triangular arrangement. The aperture of 

the array is approximately 1,700 meters and the inner three sensors are roughly 170 me­

ters apart. Similar array configuration is used for the Antarctic array (located at Windless 

Bight, Antarctica). The array is designed to handle both long and short period signals.
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Such an array design significantly reduces spatial and temporal aliasing for infrasound 

signals of interest to the CTBTO [4],
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Figure 1.4. Fairbanks array (I53US) configuration. Geographic north and east are directed 
toward the positive y- and x-axes (measured in Km), respectively. Blue circles indicate 
microphone locations and the center of mass of the array is marked by red circle. Such 
an array design handles both long- and short-period signals while significantly reducing 
spatial and temporal aliasing for infrasound signals of interest to the CTBTO.

Each microphone is equipped with a four sets of noise reducers to minimize wind 

noise effects [2, 18]. Each noise reducer, or rosette, contains 28 low-impedance, vented
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pipes arranged radially. Fig. 1.5 shows a noise reducing pipe system for one element of 

the Fairbanks array.

08 metres

153 Noise Reducing Pip© System, 
___________ View Plan___________
FteNanw. Pffcaray-tH______________
m a t - ’jc m fc te td d  I  f  •*S 2& 2  j j  c j f f l p & x s d c y  A 5 n a  fc fa y o

t5®US FA1 &ifras®yf»dGocjtyntal {ns&Jta, i*3h»Tsfty «t Als£ka

Figure 1.5. Noise reducing pipe configuration at I53US. The vault houses a Model 5 Cha­
parral Physics microphone sensor, Geotech digitizer and power supply. Each rosette con­
tains 28 low-impedance, vented pipes arranged radially. Each vent is indicated by a small 
circle at the end of each pipe segment. The pipes all connect to a central summing mani­
fold, indicated by the four large circles.
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1.6 Estimation of Parameters

We estimate several parameters to characterize infrasound signals: the mean of the cross 

correlation maxima, Fisher statistic, trace velocity, azimuth, and planarity. The angle 0 is 

measured clockwise from the geographic north. MCCM is a signal detection algorithm 

developed by Prof. John Olson of the Infrasound Group at the University of Alaska Fair­

banks for infrasound signals recorded on an array. It is obtained by first computing cross 

correlations from all possible combinations of non-redundant sensor pairings to find the 

maximum correlation values and then taking the mean of all those cross correlation max­

ima.

There are two other signal detection algorithms examined in this thesis: the Fisher F 

statistic (F-stat) and the sum of the squares of variance ratios (SSVR). The former, which 

measures the ratio of signal to noise power, is used by some other infrasound groups to 

detect coherent signals across an array. The latter, which is developed for this thesis, is 

introduced and defined at the beginning of Chapter 3. In brief description, the SSVR detec­

tor utilizes principle component analysis [28] and covariance matrix [29, 30] of the power 

spectral densities to find correlated signals. Such detectors are computationally efficient 

and perform exceptionally well under the low signal to noise ratios. Detailed discussion 

of the three detection algorithms and their relative performance using receiver operating 

characteristics (ROC) curves are included in Chapter 3.

We borrow the notation of Olson and Szuberla [31] to derive equations used to estimate 

signal parameters and their uncertainties. Consider an array consisting of N  sensors that 

lie in the plane at (*,,!/,), where i = 1, • • -,N. The standard bra-ket notation of Dirac [32] 

is used. Each sensor registers a different time of arrival as a plane wave passes through 

the array. A time delay vector (|t)) is computed by finding time delays that maximize the 

cross correlations from all possible combinations of non-redundant sensor pairings. For an 

array with eight sensors, time delay vector |t) may be written in the following matrix form

T > = X | f > , (1.24)
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Eq. 1.24 can be solved in the least squares sense to obtain estimates for the slowness vector 

([/)). For a perfectly plane wave in a noise free environment (with an infinite sampling 

rate), \f) is an exact solution to Eq. 1.24. This is, of course, not the case for real signals and 

we represent the time delay vector ([/)) by adding a time error vector |e)

|T)=X|f) + |e). (1.25)

Time measurement errors come from many sources, including: finite sampling, non-planar 

arrivals (from atmospheric turbulence or near-field sources), multiple arrivals from vari­

ous azimuths, and wind noise. The presence of noise in a signal contributes to the non- 

planar wave arrival. Each element of the error vector is assumed to have a normal distri­

bution with a zero mean and the same variance o2.

The goal is then to find an estimate \f) that minimizes the sum squared error E = (e|e)

or,

E= (x —Xf|x —Xf), (1.26)

We differentiate Eq. 1.26 with respect to the slowness vector ([/")), set the equation to zero, 

and solve for the slowness vector ([/")) [33]. The solution is given by

|/) = (XTX )-1XT |x). (1.27)

The estimate ]f) is an unbiased estimator and we can verify that simply by computing the 

expectation of Eq. 1.27 with a substitution of |x) from Eq. 1.25.

We define a residual error Rq by substituting Eq. 1.27 into Eq. 1.26,

Kg = (T|I-R|T), (1.28)
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where R = X(XTX) JXT is an idempotent matrix. The expectation [33,34] of Eq. 1.28 can be 

written as

Rg = d2IK I-R )L  (1.29)

(1.31)

where r is the rank of the idempotent matrix R and N is the total number of sensors in the 

array. The planarity (ox) is measured in seconds and is obtained by taking a square root of 

a 2. The planarity measures how well the model (Eq. 1.24) fits the data, and it depends on 

the propagation distance, the propagation path, and the wavelength of the signal.

The trace velocity is defined as projection of true velocity in the plane of an array of

microphones. The trace velocity and the azimuth of the plane wave crossing an array are

given by

% = - f L = ,  (1.32)

e = tan~1(i-), (1.33)
h

where/i and/2  are elements of the estimator /). The uncertainty of the slowness vector 

depends on a T and Vt estimates.

From the distributions of x) and Eq. 1.27, we can infer the distributions of the slowness 

vector [/). Since the slowness vector follows %2 distribution, it is a natural choice to use 

constant chi square boundaries as confidence limits. Szuberla and Olson [35, 36] describe 

X 2 method for computing uncertainty in the slowness vector estimate at confidence level 

p. They utilize the covariance matrix of the inter-station separations (X) to describe the 

probability distribution of the slowness vector P r[ f)]

Pr[\f)] = Ke-(V2<T?)/|D|f/ (1-34)

where D is the [2,2] diagonal matrix of eigenvalues of the covariance matrix (XTX), 1f)  is 

projection of the residuals of the slowness vector into the principle axes of the covariance
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matrix, and k  is some normalization constant. Then, constant probability surfaces (2-D 

ellipses) of the f )  are obtained by setting the exponent of the Eq. 1.34 to various con­

stants. The uncertainty in the slowness vector estimate for q degrees of freedom and at p 

confidence level, for example, is given by

Eq. 1.35 is an equation of ellipse, with semi-major and -minor axes given by j f .  A fraction 

p of the ensemble of \f) estimates is then bounded by the ellipse.

Fig. 1.6 shows the uncertainty in trace velocity (8Vf) estimation as a function of Vt 

(green line) for the Fairbanks array. The artificial wave used to generate this plot has a 

center frequency of 0.03 Hz and an azimuth of 100°. The error bars are produced for two
TMplanarity values with a 90% confidence level. A MATLAB algorithm called eventSig,

developed by Prof. Curt A. L. Szuberla at the Geophysical Institute of the University of

Alaska Fairbanks, is used to produce error bars. Blue and red curves show lower and

upper limits of the trace-velocity estimate. Solid and dotted curves are produced with

a x = 0.5 seconds and crx = 0.3 seconds, respectively. The error bars increase with larger Vt

and a x. For example, the uncertainty for a x = 0.3 seconds at Vt = 1.0 Km/s is roughly 0.3

Km/s; whereas, the uncertainty for a T = 0.5 seconds at Vt = 1.0 Km/s is approximately 0.5

Km/s. We ignore signals with the Vt greater than 1.5 Km/s due to their exceedingly high

uncertainties. For g t = 0.5 seconds, the lower and the upper limits on Vt of 1.5 Km/s are

0.95 Km/s and 2.05 Km/s, respectively. We conclude that the uncertainty in Vt decreases

(or the accuracy of the Vt estimate improves) with smaller Vt and ax values.

Fig. 1.7 illustrates the uncertainty in azimuth (80) estimation as a function of Vt for the

Fairbanks array. The artificial wave used to generate this plot has a center frequency of

0.03 Hz and an azimuth of 100°. The error bars are produced for two planarity values with
TMa 90% confidence level. The same MATLAB algorithm (EventSig) is used to compute 

the error bars. Blue and red curves indicate the lower and upper limits of the azimuth

(1.35)

(1.36)
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5V. for the Fairbanks array with f . = 0.03 Hz and 6=100°
t center

Figure 1.6. Uncertainty in trace velocity (Vt) estimation for I53US. The artificial wave used 
to generate this plot has a center frequency of 0.03 Hz and an azimuth of 100°. The error 
bars for the Vt (green line) are produced for two planarity values with a 90% confidence 
level. We conclude that the uncertainty in Vt decreases (or the accuracy of the Vt estimate 
improves) with smaller Vt and c T values.

estimate. Solid and dotted curves are produced with a x = 0.5 seconds and a x = 0.3 seconds, 

respectively. The error bars increase with larger Vt and ot values. For example, the uncer­

tainty for a x = 0.3 seconds at Vt -  1.0 Km/s is roughly 17°; whereas, the uncertainty for ox = 

0.5 seconds at Vt -  1.0 Km/s is roughly 30°. Comparing with Fig. 1.6, we find that the 5Vt
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increases at a proportionally faster rate than 80 as the value of Vt estimate increases. We 

can conclude that the uncertainty in 0 decreases (or the accuracy of 0 estimate enhances) 

with smaller Vt and c x values. It is important to be aware of those error bars when we 

encounter Vt and 0 estimates. Similar error bars (5Vf and 80) are expected for the Antarctic 

array.

1.7 High Trace Velocity Signals

On both the Fairbanks and Antarctic arrays, high trace velocity signals (HTVs) are defined 

as low-frequency infrasound signals with the Vt greater than 650 m/s. We are interested 

in HTVs because we suspect that a primary source mechanism is a strong magnetic distur­

bance in the Earth's ionosphere. It is a well-known observational fact that active auroras 

are accompanied by strong magnetic disturbances in the ionosphere. Wilson identified two 

types of aurora-related signals: one is generated by the lateral supersonic motion of auro­

ral electro-jet currents [37, 38, 39, 40] and the other one is produced by pulsating auroras 

[41,42,40]. Wilson and Olson [42] confirmed the detection of pulsating auroral infrasound 

at the Fairbanks array using pulsating auroral images from the all-sky cameras.

Most of all-sky camera images become unavailable during the winter months because 

of cloudy sky. Unfortunately, active auroras are observed during the same period and so, 

we need a new method to study the relation between auroras and the HTVs. Fortunately, 

we have College International Geophysical Observatory (CIGO), which is located near 

Fairbanks, Alaska to measure local magnetic variation in the atmosphere [43]. In Chapter 

3, time variations of local magnetic disturbances (from CIGO) are compared with those of 

HTVs to demonstrate a similarity (or correlation) between auroras and the HTVs.

As we shall see, the HTVs are quiet in the second and third quarters of the year and 

active in the first and fourth quarters of the year for the Fairbanks and Antarctic arrays 

(Figs. 3.10 and 3.19). The average temperature of the first and fourth quarters of the year 

at Fairbanks is roughly 19 °F, and the average sound speed during these quarters is ap­

proximately 327 m/s. Based on Eq. 1.20 and upper limit of the elevation angle (<|) = 50°)
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50 fo r  th e  F a ir b a n k s  a rra y  w ith  f  =  0 .0 3  H z  a n d  6=1 00°
'  center

Figure 1.7. Uncertainty in azimuth (9) estimation for I53US. The artificial wave used to 
generate this plot has a center frequency of 0.03 Hz and an azimuth of 100°. The error 
bars for the 0 (green line) are generated for two planarity values with a 90% confidence 
level. We can conclude that the uncertainty in 0 decreases (or the accuracy of 0 estimate 
enhances) with smaller Vt and oT values.

determined earlier for the ground source signals, we estimate the upper Vt limit for these 

signals to be approximately 600 m/s, including the uncertainty (refer to Fig. 1.6). The 

lower limit of the trace velocity for the HTVs is chosen to be 650 m/s (rather than 600 m/s) 

to minimize possible overlapping between the HTVs and ground source signals. The av­
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erage temperature of the second and third quarters at Antarctic is roughly 10 °F, so we will 

keep trace velocity limits the same for the Antarctic array as well.

The MAWs, generated by the interaction of tropospheric wind flow over mountain 

ranges, can dominate ground source signals [44]. Analysis of the Fairbanks data shows 

that MAWs predominantly come from three mountain ranges in Alaska: the Saint Elias 

Range, the Alaska and Aleutian Ranges, and possibly the Seward and Chukotsk Peninsu­

las. Analysis of the Antarctic data shows that principle source of MAWs is the Alps Range 

of South Island, New Zealand. Both MAWs and FITVs have irregular waveforms, and 

their power spectrum density show almost no distinction from one to another. Therefore, 

the trace velocity is exclusively used to discriminate HTVs from the MAWs.
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Chapter 2 

Signal Review

2.1 Abstract

Our group's main responsibility is to detect and classify infrasound waves commonly ob­

served at Fairbanks and Antarctic arrays. Examples of such waves include mine blasts, mi­

crobaroms, mountain associated waves (MAWs), and high trace velocity signals (HTVs). It 

is therefore vital for our group to identify these four signals from other unknown coherent 

signals detected at our stations. From our experience the detection quality of such signals 

degrades as the signal to noise ratios (SNRs) decrease, and to improve the detection quality, 

a new detection algorithm (sum of squares of variance ratios: SSVR) is developed in this 

thesis (refer to Chapter 3). Since the SSVR algorithm is based on temporal and frequency 

characteristics of the signals, large portion of this chapter is devoted to the waveforms and 

power spectrum of the four commonly observed signals at our arrays. As for completion, 

we add detection summary plots to illustrate temporal trend of various characterization 

parameters associate with each signal type. In Chapter 3, the performance of the SSVR 

detector is compared with the two well known detectors (MCCM and Fisher F-stat) using 

the receiver operating characteristics curves.

Each section in this chapter covers a different frequency group for signals of interests 

to our group: high frequency signals (0.5-10 Hz), microbaroms (0.1-0.5 Hz), and low fre­

quency signals (0.015-0.1 Hz). We characterize the signals by computing various parame­

ters: the mean of the cross correlation maxima (MCCM), trace velocity Vt, azimuth 9, and 

planarity ax. The sampling rate of our digitizer for both the Fairbanks and Antarctic arrays 

is 20 Hz, and the data (collected by both arrays) are bandpass filtered accordingly (based 

on the frequency) before analysis. Our group uses a detection summary plot, which sum­

marize computed characterization parameters (F-stat, MCCM, Vt, 0 and oT) based on fre­

quency group (and window size) over 24-hour period, to search coherent infrasound sig­

nals. Fig. 2.5 shows an example of detection summary plot for microbaroms (0.1-0.5 Hz).
TMTo visualize the waveform of the signal, we use DataScan, which is a MATLAB based
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program developed by the Infrasound Group at the University of Alaska Fairbanks. Using 

the summary plot, DataScan, and other available information, we can detect, characterize, 

and identify the majority of infrasound signals received at the Fairbanks and Antarctic 

arrays.

2.2 High Frequency Signals

High frequency signals consist of both man-made and naturally produced infrasound sig­

nals. Over the years, we have identified various sources of high-frequency signals at the 

Fairbanks array: avalanches [45], bolides [46], convective storms [47], aircraft, house fires, 

explosions, lightning, etc. Most of the high-frequency signals do not propagate over long 

distances (>250 Km) due to high atmospheric absorption rates (refer to Fig. 1.2), how­

ever; they can take multiple propagation paths to get to the array [48]. Amoult et al. [45] 

show an example of possible multiple ray-paths using infrasound data produced by an 

avalanche of Mt. Stellar.

We have also been observing mine blasts from two nearby mines (True North and Fort 

Knox) at the Fairbanks array. They are approximately 30 km from the array at 30° and 60° 

(measured clockwise from the geographic north). Fig. 2.1 shows an example of a mine 

blast recorded at the Fairbanks array around 0:00 UT on February 24, 2007. The data were 

bandpass filtered from 0.5 to 10 Hz to remove microbaroms and low-frequency signals. 

The top eight panels show the waveform received by each sensor of the array, and the last 

panel shows a phase aligned overlay of all waveforms. It has a typical N-shaped waveform 

of an explosion and lasts for nearly 4 seconds, with an approximate rise time of 0.5 seconds. 

The MCCM value of 0.977 indicates that this mine blast was highly correlated across the 

array. The Vt, 0, and aT values of the mine blast are 316.5 m/s, 59.1°, and 0.02 seconds. 

The average temperature on that day was -13 °F and the sound speed was approximately 

316 m/s (based on Eq. 1.20). The planarity (ax) is a frequency dependent quantity, and 

based on our experience, a high-frequency signal is considered to be planar if its a x is less 

than 0.05 seconds for the Fairbanks and Antarctic arrays. The planarity value suggests that
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a plane wave propagated through the array, and the sound speed implies that the wave 

front is parallel to the plane of our array. The mine blast has a peak-to-peak pressure value 

of 1.3 Pa at the array.

In the signal processing, it is very important to understand the effect of sharp edges 

(or discontinuities) in the data when computing the Fourier transform because these sharp 

edges introduce artificially high frequency components [49,11]. There are various types of 

windows we can use to minimize such effect by applying a taper to the data. Throughout 

this chapter we use the L-point symmetric Hamming window [50, 51], given by

w(n) -  0.54 -  0A6cos(2n H ), (2.1)

where 0<n<L - 1 .

Fig. 2.2 depicts the mean power spectral density (green curve) of the mine blasts

(shown in Fig. 2.1) and its error bars (blue and red curves) in log-log scale. All PSDs

shown in this chapter are estimated using the Hamming window and Periodogram [52]
TMfunction available from the MATLAB signal processing toolbox [53]. The error bars are 

computed by assuming each point in the spectrum follows %2 distribution with 2 degrees 

of freedom. Then, the total number of degrees of freedom used to estimate uncertainties 

for the mean PSD is 16. The upper and lower limits of the mean PSD are based on a 90% 

confidence level. Notice an abrupt drop at 0.5 Hz due to the band-pass filter (0.5-10 Hz) 

and a broadband peak near 2 Hz, which is an characteristic of mine blasts.

2.3 Microbaroms

Microbaroms are atmospheric acoustic waves generated by the non-linear interaction of 

counter-propagating ocean waves [54, 55]. They are characterized by nearly sinusoidal 

waveforms with a period of approximately 5 seconds (0.2 Hz) and can persist for tens of 

hours. Olson and Szuberla [56] have shown that microbaroms can be decomposed into 

multiple wave packets by applying the Hilbert transform to the signal. The distribution 

function of wave packet length remains roughly the same, regardless of the data size, and 

the most probable packet length is 5 seconds. Observed microbaroms are often spatially
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Figure 2.1. Example of mine blasts observed at I53US on February 24, 2007. The data are 
bandpass filtered from 0.5 to 10 FIz to remove microbaroms and low-frequency signals. 
The top eight panels show pressure fluctuations (in Pa) recorded at eight microphones as 
a function of time (in seconds), and the last panel shows a phase-aligned overlay of the 
waveforms from all eight sensors. Based on the estimated parameters, highly correlated 
plane wave propagated through the array, roughly parallel to the ground. See text for 
details.



31

F r e q u e n c y ( H z )

Figure 2.2. PSD of the mine blasts (in Fig. 2.1). The mean PSD (green curve) is estimated 
using the Periodogram method [52] with a Hamming window. The error bar for each point 
in the spectrum is computed with 16 degrees of freedom at a 90% confidence level. Notice 
an abrupt drop at 0.5 Hz due to the band-pass filter (0.5-10 Hz) and a broadband peak near 
2 Hz, which is an characteristic of mine blasts.
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incoherent across distance of order 2 km as shown by Olson and Szuberla. The effect of 

spatial incoherence can be seen by computing the MCCM of the observed microbaroms 

using only the inner three sensors of the Fairbanks array, and comparing with the MCCM 

of those calculated with all eight sensors of the array.

Fig. 2.3 shows an example of microbaroms observed at the Fairbanks array around 

7:00 UT on September 25, 2006. The data are bandpass filtered from 0.1 to 0.5 Hz to re­

move low- and high-frequency signals. The figure is as for Fig. 2.1 The waveforms have 

a train of nearly sinusoidal wave packets. Low MCCM value (0.598) is expected because 

they are spatially incoherent signals. The Vt, 0, and aT values of the microbaroms are 309.3 

m/s, 249.2°, and 1.014 seconds. From our experience, microbaroms are considered to be 

planar if its ox is less than 0.5 seconds. Clearly, these estimations are invalid because our 

solution model is based on the plane wave approximation. To minimize the spatial inco­

herence of the signal across the array, we only use four nearby sensors (H4, H6, H7, and 

H8) and recompute the characterization parameters: MCCM=0.85, V,=337.6 m/s, 0=235°, 

and ax=0.013 seconds. The Vt and aT values suggest that a plane wave packet propagated 

through the array, parallel to the ground. The observed signal has a peak-to-peak pressure 

variation of 0.1 Pa.

Fig. 2.4 shows the mean PSD (green curve) of the microbaroms shown in Fig. 2.3 and 

its error bars at a 90% confidence level (blue and red curves) in log-log scale. The PSD and 

its uncertainties are computed same way, as in Fig. 2.2. Notice a broadband peak near 0.2 

Hz, typical of microbaroms and the natural width of the spectrum is a few tenth of a hertz 

wide. Reduced frequency range (0.005-1.0 Hz) is used to show details of the spectrum.

Fig. 2.5 is a detection summary plot of microbaroms at the Fairbanks array on Septem­

ber 25, 2006. This type of summary plot is commonly used in our analysis and is gener­

ated by taking the following steps: first, gather a day's worth of array data; second, apply 

a bandpass filter from 0.1 to 0.5 Hz in order to remove low- and high- frequency signals; 

third, estimate parameters for a sliding window (in time) that is 1200 points (60 seconds) 

long with 50 percent overlap. The parameters include the F-stat, MCCM, Vt, 0, and ox.
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Figure 2.3. Example of microbaroms observed at I53US on September 25, 2006. The data 
are bandpass filtered from 0.1 to 0.5 Hz to remove low- and high-frequency signals. The 
figure is as for Fig. 2.1. Notice a train of nearly sinusoidal wave packets and low MCCM 
value that are characteristics of microbaroms.
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P o w e r  s p e c tra l d e n s ity  o f  th e  m ic r o b a r o m s  (B P F :  [0.1 0 .5 ] H z , d T = 0 .0 5 s )

F r e q u e n c y  ( H z )

Figure 2.4. PSD of the microbaroms (in Fig. 2.3). The PSD and its error bars are computed 
same way, as in Fig. 2.2. Notice a broadband peak near 0.2 Hz, typical of microbaroms and 
the natural width of the spectrum is a few tenth of a hertz wide. Reduced frequency range 
(0.005-1.0 Hz) is used to show details of the spectrum.
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The top two sub-plots of the figure show histograms of the MCCM and F-stat values, with 

thresholds indicated by red stripes. Thresholds for the F-stat and MCCM values are deter­

mined empirically (refer to Section 3.3), and they are found to be 5 and 0.75, respectively. 

The bottom five panels show the values for F-stat, MCCM, Vt, 0, and ox as a function of 

time. In each of the five panels a blue "x "  represents a computed value for each window 

(spaced 60 seconds apart). In the F-stat plot, events with an F-stat value greater than the 

threshold are enclosed by green “o". In the next three plots, events with an MCCM value 

larger than the threshold are enclosed by red "o". The last panel shows plane wave events 

(with gx < 0.15 seconds). We observe strong microbarom activity from 3:00 to 7:00 UT, with 

an azimuth directed toward the Bering Sea.

Fig. 2.6 shows probability density functions of the Vt and 0 for microbaroms observed 

at the Fairbanks array for the period 2004-2007. Both plots are generated with Gaussian 

kernel width (2% of the data span), and the area under each curve is normalized to one. 

The red and blue curves represent Vt and 0 variations, respectively. Microbaroms are se­

lected by taking the following steps: first, create a three-hour long data set by appending 

the hour before and after an hour of interest; second, apply a bandpass filter from 0.1 to 

0.5 Hz in order to remove low- and high-frequency signals, and select the middle hour of 

data; third, estimate parameters for the hour-long data by sliding a window size of 1200 

points (60 seconds) with 50 percent overlap; finally, select microbaroms that satisfy the fol­

lowing selection criteria: MCCM > 0.5 and aT < 0.5 seconds. We observe that microbaroms 

have an average trace velocity of 345 m/s (<j)~19° based on Eqs. 1.19 and 1.20 with aver­

age winter Temperature of 19 °F) and originate from an azimuth between 230° and 270°, 

which is directed toward the Bering Sea. Observed microbaroms at the Fairbanks array 

are most frequent during the winter months, and most of active marine storms generated 

in the Bearing Sea are also produced during the winter months.
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Figure 2.5. Detection summary plot of microbaroms on September 25, 2006 at I53US. The 
top two sub-plots show histograms of the MCCM and F-stat values, with thresholds (0.75 
and 5) indicated by red stripes. The bottom five panels show the values for F-stat, MCCM, 
Vt, 0, and aT as a function of time. In each of the five panels a blue "x "  represents a 
computed value for each window (spaced 60 seconds apart). Notice that the microbarom 
activity lasts for a few hours. See text for details.
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Figure 2.6. (a) Vt and 0 histograms of microbaroms detected at I53US. The red and blue 
curves indicate Vt and 0 histograms, respectively. Selected microbarom events (for the 
period 2004-2007) have MCCM > 0.5 and a t < 0.5 seconds. They have an average trace ve­
locity of 345 m/s and originate from an azimuth between 230° and 270°, which is directed 
toward the Bering Sea.
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2.4 Low Frequency Signals

Several geophysical infrasound signals fall into the low-frequency category, including: 

gravity waves [57] (although these do not propagate in the atmosphere), earthquakes 

[58, 59, 60], hurricanes [55], volcanic eruptions [61, 62, 63], mountain associated waves 

[44, 64], meteor [65], and aurora-related signals [38, 39, 41, 42, 64], For example, high- 

amplitude infrasound waves are generated by two very large Alaska earthquakes occurred 

on October 23 and November 3,2002. Wilson [58] analyzed the infrasound data from these 

events and detected the two earthquakes (M7.9 and M6.9), confirming their origin near the 

Denali Fault, about 90 miles to the south of Fairbanks. Each event consists of a Rayleigh 

(or seismic) wave followed by an acoustic wave. As described before, the two dominant 

low-frequency signals we observe (at I53US and I55US) are MAWs and HTVs. The sources 

of MAWs are mountain ranges, and we suspect that the sources of HTVs are magnetic 

disturbances in the upper atmosphere. In Chapter 3, we will apply Vt limits (derived in 

Section 1.7) to discriminate MAWs from HTVs.

2.4.1 Mountain Associated Waves

Mountain associated waves stem from atmospheric turbulence generated by the interac­

tions between tropospheric wind flow and mountain ranges [44], They are long-period 

signals with periods in the range 20 to 70 seconds (roughly 0.015-0.05 Hz) and have very 

irregular waveforms. MAWs have trace velocities typically less than 600 m/s. Atmo­

spheric absorption rates for low-frequency signals are very low, and they can propagate 

thousands of kilometers with a very little attenuation (refer to Fig. 1.2).

Wilson and Olson [44] provide an overview of the MAW events from both the Fair­

banks and Antarctic arrays. Fig. 2.7 illustrates azimuth-trace velocity diagram of observed 

MAW events at Fairbanks and Antarctic arrays in general. In each of the polar plots, red 

"*" indicates MAW event and blue concentric circles denote trace velocity values from 200 

to 600 m/s. The direction of arrival is measured clockwise from geographic north (0°). 

For the Fairbanks array, selected MAW events have MCCM > 0.9, aT < 0.3 seconds, and
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0.3 < Vt < 0.6 Km/s. Two known sources of the MAW events for the Fairbanks array are 

the Saint Elias Range (110°-150°) and Alaska and Aleutian Ranges (170°-230°). We suspect 

the third cluster of MAW events (275°-300°) is from Seward and Chukotsk Peninsulas. For 

the Antarctic array, selected MAW events have MCCM > 0.8, at < 0.5 seconds, and 0.3 

< V t < 0.6 Km/s. A primary source of MAW events is the Alps Range of South Island, 

New Zealand (340°-10°). It is worthwhile to note that the mountain range is not a point 

source, and one must keep in mind of uncertainties in the Vt and 9 estimates when analyz­

ing such diagrams (refer to Figs. 1.6 and 1.7). In Chapter 3, we will show these directional 

dependences coincide with our findings by analyzing four years worth of the Fairbanks 

and Antarctic data. Unlike other low-frequency signals, MAWs have a persistence in the 

azimuth and can last for hours or even days [44],

Fig. 2.8 shows examples of MAWs (from Alaska and Aleutian Ranges) observed around 

9:00 UT at the Fairbanks array on November 22,2006. The data are bandpass filtered from 

0.015 to 0.1 Hz to remove microbaroms and high-frequency signals. The figure is as for 

Fig. 2.1. Notice the irregular waveform, which is a characteristic of the MAW. The MCCM 

value of 0.91 indicates that the MAWs are highly correlated across the array. The Vt, 9, and 

ax values are 419.3 m/s, 202.5°, and 0.26 seconds. From our experience, a low-frequency 

signal is considered to be planar if a x is less than about 0.5 seconds. The Vt and aT values 

(from Eqs. 1.19 and 1.20) suggest that the plane wave arrived at the array at an elevated 

angle (§) with respect to the plane of our array. The MAWs have a peak-to-peak pressure 

value of 0.16 Pa.

Fig. 2.9 shows the mean PSD (green curve) of the MAWs shown in Fig. 2.8 and its 

error bars at a 90% confidence level (blue and red curves) in log-log scale. The PSD and 

its uncertainties are computed as for Fig. 2.2, and reduced frequency range (0.005-1.0 Hz) 

is used to show details of the spectrum. It is evident that isolating unique frequencies 

responsible for local peaks is a difficult task due to uncertainties in the spectrum. For ex­

ample, the first local peak in the spectrum can be roughly anywhere between 0.015 to 0.1 

Hz. Similar situation applies for other local peaks in the spectrum. In addition, shapes
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(a) Azim uth-trace velocity diagram for MAW events (2005 Fairbanks data)

(b) Azim uth-trace velocity diagram for MAW events (2004 Antarctic data)

Figure 2.7. Azimuth-trace velocity diagram for MAWs observed at I53US and I55US. (a) 
Fairbanks data (year 2005) and (b) Antarctic data (year 2004). In (a) and (b), red "*" indi­
cates MAW event and blue concentric circles denote trace velocity values from 200 to 600 
m/s. The direction of arrival is measured clockwise from the geographic north (0°). Notice 
that the mountain range is not a point source, and one must keep in mind of uncertainties 
in the Vt and 0 estimates when analyzing such diagrams. See text for details.
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Figure 2.8. Example of MAWs observed at I53US on November 22, 2006. The data are 
bandpass filtered from 0.015 to 0.1 Hz to remove microbaroms and high-frequency signals. 
The figure is as for Fig. 2.1. Notice the irregular waveform, which is a characteristic of the 
MAWs.
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of the power spectrum vary among the MAWs (from our experience). If we could iden­

tify unique frequencies in the spectrum and such frequencies are distinctly different from 

those in the spectrum of the HTVs, it would be trivial to separate the two types of signal. 

Unfortunately, this is not the case and we need a different technique to classify the MAWs 

from HTVs.

Fig. 2.10 is a detection summary plot of the MAWs at the Fairbanks array on November 

22,2006. The summary plot is as for Fig. 2.5 except the threshold of ox. The data are band­

pass filtered from 0.015 to 0.1 Hz, in order to remove microbaroms and high-frequency 

signals. Thresholds for the F-stat and the MCCM are 5 and 0.6, respectively (refer to Sec­

tion 3.3). The figure format is as for Fig. 2.5. Strong MAW activity is observed from 4:00 

to 18:00 UT with an azimuth directed toward the Alaska and Aleutian Ranges. Notice the 

persistence in the Vt and 0 that are characteristics of the MAWs.

2.4.2 High Trace Velocity Signals

As previously defined, high trace velocity signals are a subgroup of low-frequency sig­

nals with trace velocities higher than 650 m/s. We suspect that the HTVs originate from 

non-ground sources often with a source mechanism of auroral activity. Wilson [37, 38, 39] 

has shown that the lateral supersonic motion of auroral electro-jet currents can produce 

auroral infrasonic wave (AIW), and the auroral electro-jet motion can be traced by analyz­

ing the associated infrasound signals. Pulsating aurora is named after repetitive intensity 

modulation in aurora luminosity, and it is known to generate pulsating auroral infrasonic 

wave (PAIW) which is classified as another type of the HTVs. The frequency coherence 

study (using pulsating aurora images from the all sky camera and infrasound data taken 

near the same period) by Wilson and Olson [41,42] suggests that the pulsating auroras can 

produce PAIW.

Fig. 2.11 shows an example of high trace velocity signals observed around 16:00 UT at 

the Fairbanks array on August 19, 2006. The data are band-pass filtered from 0.015 to 0.1 

Hz to remove microbaroms and high-frequency signals. The figure is as for Fig. 2.1, and
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P o w e r  s p e c t r a l  d e n s i t y  ( B P F :  [0 .0 1 5  0 .1 ]  H z ,  d T = 0 .0 5 s )
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Figure 2.9. PSD of the MAWs (in Fig. 2.8). The PSD and its error bars are computed same 
way, as in Fig. 2.2. Reduced frequency range (0.005-1.0 Flz) is used to show details of the 
spectrum. It is evident that isolating unique frequencies responsible for local peaks is a 
difficult task due to uncertainties in the spectrum. See text for details.
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Figure 2.10. Detection summary plot of MAWs at I53US on November 22, 2006. The sum­
mary plot is as for Fig. 2.5 except the data are bandpass filtered from 0.015 to 0.1 Hz, in 
order to remove microbaroms and high-frequency signals. Thresholds for the F-stat and 
the MCCM are 5 and 0.6, respectively (refer to Section 3.3). Strong MAW activity is ob­
served from 4:00 to 18:00 UT with an azimuth directed towards the Alaska and Aleutian 
Ranges. Notice the persistence in the Vt and 9 that are characteristics of the MAWs.
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the waveforms are impulsive and irregular. From our experience, typical AIW is impulsive 

in waveform and its modulated amplitude is nearly sinusoidal. Notice that the maximum 

peak-to-peak amplitude ( 0.7 Pa) in this figure is approximately seven times larger than 

that ( 0.1 Pa) in Fig. 2.8. The MCCM value of 0.959 indicates that the HTVs are highly 

correlated across the array. The Vt, 0, and ax values of the HTVs are 718.8 m/s, 314.9°, and 

0.4 seconds. The Vt and crx values (with Eqs. 1.19 and 1.20) suggest that the plane wave 

arrived at the array at an elevated angle (<(>) with respect to the plane of microphones. 

The possible source of the signal might be the lateral supersonic motion of the electro-jet 

current or pulsating auroras.

Fig. 2.12 shows the mean PSD (green curve) of the HTVs shown in Fig. 2.11 and 

its error bars at a 90% confidence level (blue and red curves) in log-log scale. The PSD 

and its uncertainties are as for Fig. 2.9. The overall shape of the spectrum is slightly 

different from that given in Fig. 2.9. The power at frequencies between 0.015 and 0.1 Hz 

roughly decreases exponentially with increasing frequency. Notice that the power at lower 

frequencies (roughly < 0.3 Hz) in Fig. 2.12 is significantly higher than that of the MAW 

spectrum described in Fig. 2.9. The first local peak in the spectrum is near 0.017 Hz and 

the uncertainty in the peak approximately runs between 1 and 20. For other local peaks 

in the spectrum, it is quite difficult to extract unique frequencies responsible for them due 

to large error bars. From our experience, power distribution and shapes of the spectrum 

can vary significantly from one to another. Therefore, it is not reliable to use the power 

spectrum to classify the HTVs from MAWs. That is the main reason why we use the trace 

velocity to discriminate the MAW events from HTV events (refer to Section 1.7).

As discussed before, a primary sources of the HTVs are auroras and we have used 

images from the all-sky camera to study the correlation between auroras and the HTVs. 

Unfortunately, most of those images become useless during winter months when auroras 

become active (due to cloudy sky). It is well-known observational fact that auroral activ­

ity is followed by magnetic disturbance in the Earth's atmosphere. Fortunately, College 

International Geophysical Observatory (CIGO), which is located near Fairbanks, Alaska



46

F a irb a n k s  Data — FA I200623116.m at
0.5

08/19/2006 B P F : [0.015 0.1] H z  d T= 0 .0 5 s

0 1 00 0 2 0 0 0  3 0 0 0  4 0 0 0  5 0 0 0  6 0 0 0  7 0 0 0  8 0 0 0  9 0 0 0  100 00

0.5

0
- 0 . 5

- 0 . 5

P h a s e  A l ig n e d  O v e r la y  Vt= 7 1 8 .8 m / s  6=3 14.9°  < C max> = 0 .9 5 9  a  = 0 .4 0

0 100 0 2 0 0 0  3 0 0 0  4 0 0 0  5 0 0 0  6 00 0 7 0 0 0  8 0 0 0  9 0 0 0  100 00
D is c re te  T im e  In d e x

Figure 2.11. Example of HTVs observed at I53US on August 19, 2006. The data are band­
pass filtered from 0.015 to 0.1 Hz to remove microbaroms and high-frequency signals. The 
figure is as for Fig. 2.8. Notice the impulsive and irregular waveforms, which are char­
acteristics of the HTVs. From our experience, typical AIW is impulsive in waveform and 
its modulated amplitude is nearly sinusoidal. The possible source of the signal might be 
the lateral supersonic motion of the electro-jet current or pulsating auroras. See text for 
details.
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F r e q u e n c y  ( H z )

Figure 2.12. PSD of the HTVs (in Fig. 2.11). The PSD and its error bars are computed same 
way, as in Fig. 2.9. Reduced frequency range (0.005-1.0 Hz) is used to show details of the 
spectrum. It is evident that isolating unique frequencies responsible for local peaks is a 
difficult task due to uncertainties in the spectrum. See text for details.
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to measure local magnetic variation in the atmosphere [43]. We can use such variation to 

identify possible sources of the HTVs detected by the detection summary plot. Fig. 2.13 is 

a detection summary of the HTVs observed at the Fairbanks array on August 19, 2006. The 

summary plot is as for Fig. 2.10, and highly correlated HTVs are observed from 12:00 to 

18:00 and 20:00 to 22:00 UT. They are recorded as plane waves, have two nearly persisting 

azimuths, and their Vt values are distributed sporadically between 600 to 1,500 m/s. Fig. 

2.14 shows magnetic variations recorded at the CIGO on the same day. Each component 

is measured in nT, and the mean of each component is subtracted from each time series 

to show details. We observe strong magnetic disturbances during the same period (from 

12:00 to 22:00 UT). Such a comparison is used by our group to infer the relationship be­

tween the observed HTVs and auroral activity. Notice that the sporadic distribution of Vt 

which is a characteristic of the HTVs.

2.5 Summary

In this chapter we introduced four types of infrasound signals (including waveforms and 

PSDs) commonly observed at the Fairbanks and Antarctic arrays: mine blasts (0.5-10 Hz), 

microbaroms (0.1-0.5 Hz), MAWs, and HTVs (0.015-0.1 Hz). As we mentioned before, the 

detection and classification of those four signals are main responsibility of our group. Con­

ventional detection methods (e.g. MCCM and F-Stat) suffer greatly in detection quality as 

the SNR decreases, and a new detection scheme (based on temporal and frequency char­

acteristics of the signal) is introduce to ease such difficulty. In Chapter 3, three of four 

signals (one from each frequency group) mentioned in this chapter are used for study­

ing detection performance under various SNRs among four detection algorithms: MCCM, 

F-Stat, SSVR1, and SSVR2. The comparison among four detectors is made using receiver 

operating characteristic (ROC) curves, and the SSVR2 detector is tested against the MCCM 

detector using the Fairbanks and Antarctic data in Chapter 3.

There are two nearby mines (30° and 60° measured clockwise from the geographic 

north) and located approximately 30 km away from the Fairbanks array. The observed
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Array: 153
Date: 19 A u g  2006
Julian D ay: 231

B P F : [0 .0 1 5 : 0 .1 ] H z  
S a m p le  R ate: 20/sec 
Sam ples/w indow : 10000 
U p d a te : 5000

Figure 2.13. Detection summary plot of HTVs at I53US on August 19, 2006. The summary 
plot is as for Fig. 2.10. Thresholds for the F-stat and the MCCM are 5 and 0.6, respectively 
(refer to Section 3.3). Highly correlated HTV activity is observed from 12:00 to 18:00 and 
20:00 to 22:00 UT. They are recorded as plane waves, have two nearly persisting azimuths, 
and their Vt values are distributed sporadically between 600 to 1,500 m/s. Notice the 
sporadic distribution of Vt, which is a characteristic of the HTVs.
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M a g n e tic  d is tu rb a n c e s  fro m  th e  C IG O  o n  A u g u s t  19, 2006

Figure 2.14. Magnetic disturbances recorded at the CIGO on August 19,2006. Each compo­
nent is measured in nT, and the mean of each component is subtracted from the time series 
to show details of each component. Notice a strong magnetic disturbance from 12:00 to 
22:00 UT. This information can be used in conjunction with the detection summary plot to 
identify the possible source of the HTVs. See text for details.
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signals are impulsive, and the waveforms have an "N" shape, which is a characteristic of 

the mine blasts. They have a broad peak near 2 Hz in the power spectrum.

The microbaroms are spatially incoherent signals produced by marine storms and char­

acterized by nearly sinusoidal waveform packets with a period of approximately 5 sec­

onds. There is a broad peak near 0.2 Hz and the natural width of the spectrum is a few 

tenth of Hz wide. The microbaroms can last for several hours. The analysis of Fairbanks ar­

ray data from 2004-2007 indicates that most microbaroms come from an azimuth between 

230° and 270°, which is directed toward the Bering Sea (although microbaroms originat­

ing from the Gulf of Alaska are also observed). The most active marine storms from the 

Bearing Sea are produced during the winter months, and the microbarom activity is also 

highest during the same period.

In the low-frequency band, the two dominant signals are the MAWs and HTVs. The 

MAWs are produced by the interaction between tropospheric wind flow and mountain 

ranges. For the Fairbanks array, we observe the MAWs from three mountain ranges: 

the Saint Elias Range (110°-150°), Alaska and Aleutian Ranges (170°-230°), Seward and 

Chukotsk Peninsulas (275°-300°). Our group is confident with the first two mountain 

ranges but not certain about the third one. For the Antarctic array, principle source of 

MAWs is the Alps Range of South Island, New Zealand (340°-10°). The MAWs, in gen­

eral, have a persistence in the azimuth, have a trace velocity less than 600 m/s, and can 

last for hours or even days. As described before, we have identified two types of auroral 

infrasound that are part of the HTVs; one is produced by the lateral supersonic motion 

of auroral electro-jet current and the other one is generated by pulsating auroras. The 

HTVs have a trace velocity greater than 650 m/s, and can have occasional persistence in 

the azimuth. They often have sporadic distributions in the trace velocity estimate, which 

is a characteristic of the HTVs. In Chapter 3, we analyze magnetic disturbance data (2004­

2007) from the CIGO to identify the possible sources of the HTVs. Both the MAWs and 

HTVs have irregular waveforms, and their PSDs (with uncertainties at 90% confidence 

level) are not distinct enough from one type from another. We will therefore use trace



velocity exclusively to separate the MAWs from HTVs (refer to Section 3.3 and 3.4).
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Chapter 3 

Analysis of Infrasound Data

3.1 Abstract

At the beginning of this chapter we show an empirical comparison of four detectors using 

receiver operating characteristics (ROC) curves [66]. The four detectors include MCCM, F- 

stat, and the sum of squares of variance ratios (SSVR1 and SSVR2). Each detection method 

is applied to infrasound signals from each of the three frequency groups with varying 

signal to noise ratios (SNRs). We use signals described in Chapter 2 (e.g. mine blasts, mi­

crobaroms and MAWs) with two different types of noise: Gaussian white noise and pink 

(1/f) noise. Comparison of robustness (speed of execution) between the three detectors 

(MCCM, F-stat and SSVR2) are also included. The rest of the chapter consists of statistical 

studies of the MAWs and HTVs detected at the Fairbanks and Antarctic arrays for a period 

of four years (2004-2007). We first perform statistical analysis on various characterization 

parameters (MCCM, Vt, aT, and SSVR2) in the low-frequency band, and determine detec­

tion thresholds for these parameters for the low-frequency signals. We then further classify 

the signals into two subgroups (MAWs and HTVs) based on their trace velocities (refer to 

Section 1.7). Different types of variational plots (azimuthal, UT, and seasonal variations) 

are generated to compare the MAWs with the HTVs. Some of these plots are also used 

to identify possible sources of the MAWs and HTVs. The UT variations of the magnetic 

disturbances from the CIGO are compared with those of the HTVs in order to show the cor­

relation between the two data sets. Throughout this chapter, the SSVR2 detector is tested 

against the MCCM detector whenever graphically possible. Based on the selection crite­

ria, we divide the low-frequency signals observed at the Fairbanks and Antarctic arrays 

into three subgroups: MAWs, HTVs, and clutter (defined here to be other than MAWs or 

HTVs). We will use these signals to train and validate simple neural networks in Chapter 

4.
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3.2 Detector Statistics: MCCM, F-stat, SSVR1, and SSVR2

The performance of a detector is a vital part of processing infrasound signals, and MCCM 

and F-stat are two popular detectors used by the infrasound community. The MCCM 

value is obtained by first computing cross correlations from all possible combinations of 

non-redundant sensor pairings to find the maximum correlation values and then taking 

the mean of all the cross correlation maxima. The Infrasound Group at the University of 

Alaska Fairbanks uses the MCCM to search for correlated infrasound signals across the 

array. The F-stat value is computed by taking the ratio of signal to noise power [67], and 

used by other infrasound groups. The sum of squares of variance ratios (SSVR) is a new 

detection method, developed for this thesis, that uses principle component analysis and 

covariance matrix of the power spectrum to find correlated signals. It has two versions 

based on the frequency range of the signal: SSVR1 for signals with frequency ranging 

between 1 and 10 FIz (i.e. mine blasts); SSVR2 for signals with frequency ranging between 

0.015 and 0.5 Hz (e.g. microbaroms, MAWs and HTVs).

Suppose an array has N sensors and each sensor records M data points. A data ma­

trix, D, can be constructed with M rows and N columns. The SSVR1 value is obtained 

by taking the following steps: apply a Hamming window to each column of D and com­

pute the power spectral density (PSD); set the standard deviation of each PSD to one, and 

compute the covariance matrix, C (N x N in size); apply eigenvalue analysis to the covari­

ance matrix, and compute SSVR1 = {Xi/Xmax)2 where X, and Xmax are the ith and largest 

eigenvalues of the C, respectively. Unlike the MCCM and F-stat, SSVR1 operates in the 

frequency domain, and is equal to one for a perfectly correlated signal. Its value increases 

as the signal to noise ratio (SNR) decreases.

In practice, the noise PSD for infrasound follows a 1/f shape, and a major problem 

arises when applying SSVR1 to signals with frequency ranging between 0.015 and 0.5 Hz. 

At these low frequencies, the SSVR1 detector is more sensitive to the noise than the total 

signal power. For example, SSVR1 value is approximately equal to one for 1/f (pink) noise. 

The SSVR2, which is a modified version of the SSVR1, is also developed to resolve this
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problem, and its value is computed by performing extra steps in addition to the SSVR1 

value: set standard deviation of each column of D to one, and compute the covariance 

matrix, C (N x N in size); apply eigenvalue analysis to the covariance matrix, and compute 

SSVR2 = (?wAma;t)2+SSVRl where A,* and Xmax are the iih and largest eigenvalues of the 

C, respectively. Unlike the SSVR1, SSVR2 uses both time and frequency information, and 

is equal to two for a perfectly correlated signal. As the SNR decreases, the value of SSVR2 

increases.

Fig. 3.1, 3.2 and 3.3 show the performance comparison of our four detection methods 

against the Gaussian white noise using three well-known infrasound signals. Each figure 

contains four sub-figures corresponding to our four detection methods, and four detectors 

are compared with each other using receiver operating characteristic (ROC) curves [66]. 

TP and FP denote true positive and false positive signal detections (in %), respectively. 

Each curve is generated with 50,000 examples, and various SNRs (-3, -5, -7, -9, and -11 dB) 

are used. Both signal and noise are bandpass filtered according to the frequency group 

they belong to before computing the SNRs. In the ROC analysis, the performance depends 

on the shape of a curve, and the performance increases with higher TP and lower FP. For 

example, the MCCM detection method with SNR = -5dB (refer to Fig. 3.1) approximately 

gives us 20% FP and 90% TP. For the same SNR and FP values, the F-stat, SSVR1, and 

SSVR2 detection methods yield 20% TP, 100% TP, and 97%, respectively. We find that 

the SSVR1 detector outperforms (reaches to 100% TP much faster as a function of FP) the 

other three detectors for all SNRs. For microbaroms and low-frequency signals (See Figs.

3.2 and 3.3), the SSVR2 detector outperforms the other three detectors. For all three types 

of signals, the performance of F-stat detector is quite poor in comparison to the other three 

detectors.

Fig. 3.4, 3.5 and 3.6 show the performance comparison of our four detection methods 

against pink (1 /f) noise using the three well-known infrasound signals. The pink noise 

closely resembles geophysical noise we receive at our infrasound stations. All three figures 

are as for Fig. 3.1. With the same arguments as above, the SSVR1 detector performs better



56

(a ) R O C  c u rv e s  (F -S t a t )  (b ) R O C  c u rv e s  (M C C M )

(c )  R O C  c u r v e s  (S S V R 1 )  (d )  R O C  c u r v e s  (S S V R 2 )

Figure 3.1. ROC analysis of the mine blasts against the Gaussian white noise, (a) F-stat 
detector, (b) MCCM detector, (c) SSVR1 detector and (d) SSVR2 detector. TP and FP de­
note true positive and false positive of signal detections (in %), respectively. In (a)-(d), each 
curve is generated with 50,000 examples, and various SNRs (-3, -5, -7, -9, and -11 dB) are in­
dicated by different colors (red, green, blue, black, and magenta). Notice the performance 
of the SSVR1 detector over that of the other three detectors.
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(a ) R O C  c u rv e s  (F -S t a t )  (b ) R O C  c u rv e s  (M C C M )

( c )  R O C  c u r v e s  (S S V R 1 )  (d )  R O C  c u r v e s  (S S V R 2 )

Figure 3.2. ROC analysis of the microbaroms against the Gaussian white noise. The figure
is as for Fig. 3.1. Notice the performance of the SSVR2 detector over that of the other three
detectors.
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(a ) R O C  c u rv e s  (F -S t a t )  (b ) R O C  c u rv e s  (M C C M )

(c )  R O C  c u r v e s  (S S V R 1 )  (d )  R O C  c u r v e s  (S S V R 2 )

Figure 3.3. ROC analysis of the MAWs against the Gaussian white noise. The figure is
as for Fig. 3.1. Notice the performance of the SSVR2 detector over that of the other three
detectors.



59

than the other three detectors for the mine blasts, and the SSVR2 detector outperforms the 

other three detectors for the microbaroms and MAWs. The performance of F-stat detector 

is again quite poor in comparison to the other three detectors for all three types of signals. 

The performance of all four detectors is worse against the pink noise than the Gaussian 

white noise.

The real advantage of SSVR based detectors is their execution speed. Fig. 3.7 illustrates 

the ratios of computational times between the three detectors (MCCM Vs. SSVR2 and F- 

stat Vs. SSVR2), as a function of number of sensors. The computational time of the SSVR2 

detector is slightly longer (roughly by a factor of 1.2) than that of the SSVR1 detector. 

Various colors indicate signals with different window sizes, and the computation time for 

the SSVR2 detector is much faster than that of the MCCM. For example, execution speed 

roughly increases by a factor of 20 for a signal in a window size of 1000 points (for an array 

with 11 sensors). The speed improvement of the SSVR2 detector is nearly exponential 

compared to the MCCM detector, as the number of sensors increases. The computational 

time of the SSVR2 detector is slower (by a factor of 3 to 7) than that of the F-stat detector. 

For example, an execution speed roughly decreases by a factor of 3 for a signal in a window 

size of 1000 points (for an array with 11 sensors). Notice that the ratio of execution times 

between the F-stat and SSVR2 detectors does not depend on the number of sensors.

The SSVR1 and SSVR2 detectors are very robust and efficient in detecting correlated 

signals; however, the MCCM must be computed in order to estimate characterization pa­

rameters (refer to Section 1.6) for correlated signals. These detectors will be invaluable for 

arrays with large number of sensors or infrasound stations in remote locations with a lim­

ited bandwidth (since estimated parameters, rather than data, may have to be transmitted 

from the site) and at low SNRs. In the following sections, we will use both the SSVR2 

and MCCM detectors to analyze infrasound data sets, and show that they provide us with 

similar results.
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Figure 3.4. ROC analysis of the mine blasts against the pink noise. The figure is as for Fig.
3.1. Notice the performance of the SSVR1 detector over that of the other three detectors.
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Figure 3.5. ROC analysis of the microbaroms against the pink noise. The figure is as for Fig.
3.1. Notice the performance of the SSVR2 detector over that of the other three detectors.
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Figure 3.6. ROC analysis of the MAWs against the pink noise. The figure is as for Fig. 2
Notice the performance of the SSVR2 detector over that of the other three detectors.
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Figure 3.7. Robustness of the SSVR2 detector against the MCCM detector. Semi-log scale 
is used for y-axis and x-axis represents the number of sensors in an array. Various colors 
indicate signals with different window sizes and two different shapes represent the ratios 
of computational times between the three detectors. The speed improvement of the SSVR2 
detector is nearly exponential compared to the MCCM detector, as the number of sensors 
increases. Notice that the ratio of execution times between the F-stat and SSVR2 detectors 
does not depend on the number of sensors.
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3.3 Fairbanks Array

In this section we will first determine detection thresholds for various characterization 

parameters for MAWs and HTVs observed at the Fairbanks array (I53US) using a period of 

four years of infrasound data (2004-2007). We then generate variational plots (azimuthal, 

UT, and seasonal variations) for the MAWs and HTVs, and such plots are used to identify 

possible sources of the MAWs and HTVs.

The quality of detection and classification of infrasound signals heavily depends on 

the threshold values and thus estimation of thresholds for the characterization parameters 

(MCCM, SSVR2, Vt, and ax) is a critical part of the detection and classification of infra­

sound signal. Based on computer simulations, distributions of the four characterization 

parameters for both white and pink noise (band pass filtered from 0.015 to 0.1 Hz) roughly 

follow Gaussian shape (refer to Fig. 3.8), but we note that Vt is skewed positive. As you 

can see from the figure, values for each of the three parameters (MCCM, Vt, and aT) are 

clustered roughly around the same mean value for both white and pink noise. The SSVR2 

is more sensitive to the pink noise than white noise. For perfectly correlated signals, we 

expect values of the MCCM, SSVR2, and ot to be one, two, and zero. As a result, each of 

the three parameters for the correlated signals and noise would be clustered around differ­

ent mean values. If we assume that there are two distribution curves (for correlated signals 

and noise) in the data set, the thresholds can be estimated by finding a region of zero slope 

between the two distribution curves to minimize overlap of the two curves in each of the 

parameter histograms. The lower and upper limits of the Vt are set at 0.3 and 1.5 Km/s, 

respectively (refer to Section 1.6).

Fig. 3.9 shows histograms of estimated parameters (MCCM, SSVR2, Vt, and aT) for all 

available infrasound data between January, 2004 and December, 2007 from the Fairbanks 

array. Each parameter is estimated by taking the following steps: first, concatenate hour 

long data sets to form a three hour long data set by appending the hour before and the 

hour after to the hour of interest; second, apply a bandpass filter from 0.015 to 0.1 Hz in 

order to remove microbaroms and high-frequency signals; third, select the middle hour
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(a )  M C C M  h is t o g r a m  (b )  S S V R 2  h is t o g r a m

( c )  V { h is t o g r a m  ( d )  o t h is t o g r a m

Figure 3.8. Histogram of characterization parameters for the Gaussian and pink noise. 
Both types of noise are band-pass filtered from 0.015 to 0.1 Hz prior to computing the pa­
rameters. (a) MCCM histogram, (b) SSVR2 histogram, (c) Vt histogram and (d) a x his­
togram. Except (c), other parameters display roughly normal distribution. In (b), the 
SSVR2 parameter is more sensitive to the pink noise than white noise. For perfectly corre­
lated signals, we expect values of the MCCM, SSVR2, and a x to be one, two, and zero. The 
lower and upper limits of the Vt are set at 0.3 and 1.5 Km/s, respectively (refer to Section 
1.7).
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Table 3.1. Parameter selection criteria for MAW, HTV and clutter at I53US.

MAWs HTVs clutter

MCCM > 0.7 MCCM > 0.7 MCCM < 0.7

SSVR2 < 2.7 SSVR2 < 2.7 SSVR2 > 2.7

a x < 3.5 s ax < 3.5 s ax > 3.5 s

0.3 < Vt < 0.6 Km/s 0.65 < Vt < 1.5 Km/s 0 < V t < 1.5 Km/s

section to avoid ringing at the edges and estimate the characterization parameters for a 

sliding window that is 10,000 points (or 500 seconds) long with 50% overlap. The top left 

plot of the figure is the probability density of the MCCM detector, and the threshold for the 

signal detection is set at 0.7, since that is the value between the assumed signal and non­

signal distributions where the curve has zero slope. The top right panel of the figure shows 

the probability density of the SSVR2 detector, and the threshold for the signal detection is 

set at 2.7. The second panel from the bottom to top of the figure depicts the probability 

density of the Vt, and the lower and upper limits of the Vt are set at 300 and 1500 m/s. The 

bottom plot of the figure depicts the probability density of the ax, and the threshold for a 

plane wave arrival is set at 3.5 seconds. In each of the histograms, shaded area displays the 

region of signal detection, and areas under all histograms in this chapter are normalized to 

one. In the ax histogram, there is s small distribution curve (3.5 < ox < 15 seconds). These 

unknown signals are correlated (MCCM value is clustered around 0.75) but they travel at 

sub-acoustic speed (clustered around 160 m/s). Since we do not know the source of these 

signals we ignore them in this thesis. From the MCCM and SSVR2 histograms, we see 

that only small fraction of the received signals are highly correlated across the array. We 

summarize the parameter selection criteria for the Fairbanks array in Table 3.1.

Detected signals are classified into three groups (MAWs, HTVs, and clutter) based on 

their parameter values (see Table 3.1). For the signals of interest (MAWs and HTVs), sig­

nals should be highly correlated (MCCM > 0.7 or SSVR2 < 2.7) and have acoustic speed
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Figure 3.9. Histograms of characterization parameters at I53US (2004-2007). (a) MCCM 
histogram, (b) SSVR2 histogram, (c) Vt histogram and (d) ax histogram. The shaded area 
represents the region of signal detection. From the MCCM and SSVR2 histograms, we see 
that only small fraction of received signals are highly correlated across the array. See text 
for details.
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(0.3 < V t < 1.5 Km/s). They should also propagate the array as a plane wave parallel to 

the ground (crx < 3.5 seconds). The MAWs and HTVs are separated based on their trace 

velocity values (refer to Section 1.7). The clutter includes noise as well as unknown signals, 

and generally have low correlation values (MCCM < 0.7 or SSVR2 > 2.7) and propagate 

the array as non-plane waves (ox > 3.5 seconds). Their lower and upper Vt limits are 0 

and 1.5 km/s, respectively. To illustrate the effectiveness of the SSVR2 detector, its perfor­

mance is compared with the performance of the well-known MCCM detector throughout 

this chapter.

We now search for events with parameters that exceed their thresholds from the Fair­

banks data (for the period 2004-2007) and construct a total of six histograms: azimuthal, 

UT, and seasonal variations based on the two detection algorithms. Plots in the left column 

of Fig. 3.10 are generated with MCCM > 0.7, ax < 3.5 seconds, and 0.3 < V t < 1.5 Km/s. 

Plots in the right column of the figure are produced with SSVR2 < 2.7, c x < 3.5 seconds, 

and 0.3 < Vt < 1.5 Km/s. Based on the selection criteria, we expect to detect both MAWs 

and HTVs. The azimuthal variations roughly show three directional bands: 120°-160°, 

170°-240°, and 250°-300°. There is a global peak around 15:00 UT in the UT variations, and 

the seasonal variations show that both MAWs and HTVs are active from October to March 

and quiet from April to September. Both MCCM and SSVR2 detectors produce similar 

results.

We use the trace velocity to separate the HTVs from MAWs (see Fig. 3.11). The az­

imuthal (9) histogram of Fig. 3.10 (top left plot) is divided into MAW and HTV groups 

based on the Vt estimate. The red curve indicates MAWs, which coincide with the three 

mountain ranges in Alaska: the first two peaks correspond to the Saint Elias Range (110°- 

150°) and Alaska and Aleutian Ranges (170°-230°); we suspect that is from the Seward and 

Chukotsk Peninsulas (275°-300°). The blue curve represents HTVs, which show negligible 

directional dependence, but there is some leakage in that it is possible that some detections 

are masquerading as the HTVs.

We find that the azimuthal variations of MAWs have similar directional dependences
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Figure 3.10. Variational plots of low-frequency signals detected at I53US. (a) 0 histogram, 
(b) UT variation, (c) seasonal variation, (d) 0 histogram, (e) UT variation and (f) seasonal 
variation, (a)-(c) are based on the MCCM detector and (d)-(f) are based on the SSVR2 
detector. Notice that both MCCM and SSVR2 detectors produce similar results. The MAWs 
and HTVs are active from October to March and quiet from April to September. See text 
for details.
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6 (d e g r e e s )

Figure 3.11. 0 histograms of the MAW and HTV events at I53US. The red curve indicates 
MAWs, which coincide with the three mountain ranges in Alaska: the first two peaks 
correspond to the Saint Elias Range (110°-150°) and Alaska and Aleutian Ranges (170°- 
230°); we suspect that the third peak is from the Seward and Chukotsk Peninsulas (275°- 
300°). The blue curve represents HTVs, which show negligible directional dependence, 
but there is some leakage in that it is possible that some detections are masquerading as 
the HTVs.
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for all years except year 2007 (refer to Fig. 3.12). The red and blue curves indicate MAWs 

and HTVs, respectively. Strong MAW activity is observed only from the Alaska and Aleu­

tian Ranges (170°-230°). The unique shape could be due to the missed events (propagating 

in different paths), or no MAW activity from the Saint Elias Range (110°-150°) and the Se­

ward and Chukotsk Peninsulas (275°-300°) during 2007. The HTV curve shows negligible 

directional dependence, but it is possible that some detections are masquerading as the 

HTVs due to some leakage.

Fig. 3.13 displays UT variations of the MAW and HTV activity observed at the Fair­

banks array (see Fig. 3.11) for the period 2004-2007. The blue and red circles indicate 

the number of HTV and MAW events detected within each hour, respectively. There is a 

global peak around 15:00 UT for HTVs in all UT variations, and a similar pattern is consis­

tently observed in each year between 2004 and 2007. HTV activity is most likely to occur 

between 5:00 and 18:00 UT. The analysis of the magnetic data from the CIGO also shows 

high magnetic activity during the same period (refer to Figs. 3.14 and 3.17). We observe 

no correlation between the magnetic activity and the MAW activity. Unlike the pattern of 

HTV activity, the MAW activity does not appear to have any patterns among the four UT 

variations.

CIGO, located near Fairbanks, Alaska, samples magnetic data in 3-dimension at 1 Hz. 

Fig. 3.14 illustrates variations in H, D, and Z magnetic components for a period of four 

years (2004-2007). The variations of the three components are obtained by taking the fol­

lowing steps: first, concatenating hour-long magnetic data sets to form a 24 hour-long data 

set; second, compute the standard deviation of a sliding window that is 600 points (spaced 

10 seconds apart) long with 50 percent overlap; finally, plotting the sum of standard de­

viations as a function of time. The H-magnetic component has the largest variation, and 

most variations for three magnetic components occur between 5:00 and 18:00 UT. All three 

components have the largest variations around 10:00 UT. We also looked at the variations 

in the H, D, and Z magnetic components for days with the standard deviation of daily H 

magnetic component is greater than 500 nT. The resulting variations in the three magnetic
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Figure 3.12. 0 histograms of the MAW and HTV activity at I53US (2007). The red and 
blue curves indicate MAWs and HTVs, respectively. Strong MAW activity is observed 
only from the Alaska and Aleutian Ranges (170°-230°). The HTV curve shows negligible 
directional dependence, but it is possible that some detections are masquerading as the 
HTVs due to some leakage.
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Figure 3.13. UT variations of the MAW and HTV activity at I53US (2004-2007). (a) year 
2004, (b) year 2005, (c) year 2006, and (d) year 2007. In (a)-(d), the blue and red circles 
indicate the number of HTV and MAW events detected within each hour, respectively. 
There is a global peak around 15:00 UT for HTV activity in (a)-(d), and a similar pattern is 
consistently observed in each year between 2004 and 2007. HTV activity is most likely to 
occur between 5:00 and 18:00 UT. The MAW activity does not appear to have any patterns 
among the four UT variations.
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components remain close to the original variations.

Fig. 3.15 depicts the quarterly azimuthal variations of the MAW and HTV activity ob­

served at the Fairbanks array for the period 2004-2007. The blue and red curves represent 

the HTVs and MAWs, respectively. We observe MAWs from three mountain ranges in the 

plots of quarters one and four: the Saint Elias Range (110°-150°), the Alaska and Aleutian 

Ranges (170°-230°), possibly from the Seward and Chukotsk Peninsulas (275°-300°). We 

do not observe any consistent patterns in the quarterly azimuthal variations for the HTVs.

Fig. 3.16 shows quarterly UT variations of the MAW and HTV activity observed at 

I53US for the period 2004-2007. The blue and red circles indicate the number of HTV 

and MAW events detected within each hour, respectively. Most HTV activity is observed 

around 15:00 UT in the quarters of two and three. The number of detected events are 

significantly less for both MAWs and HTVs during the second and third quarters. The 

MAWs and HTVs in the first and fourth quarters show negligible UT dependence. In the 

second and third quarters, the HTV and MAW activity resembles each other (possibly due 

to overlap between MAW and HTV events).

Fig. 3.17 depicts changes in H-, D-, and Z-component of magnetic data from CIGO as 

a function of UT for the period 2004-2007. The figure is generated as for Fig. 3.14. The 

H-components have the largest variation, and most variations from the three magnetic 

components roughly occur between 5:00 and 18:00 UT. The changes in B (ABh , ABp, and 

ABz) in the first and fourth quarters are much larger than those of the second and third 

quarters. As discussed before, the HTVs are active in the quarters of one and four, and 

quite in the quarters of two and three (refer to Fig. 3.16).

In summary, selected MAW and HTV events have MCCM > 0.7 (or SSVR2 < 2.7) and 

a i  < 3.5 seconds. Both the MCCM and SSVR2 detectors produces similar results. The 

MAW events are separated from the HTV events using the trace velocity: 0.3 < V t < 0.6 

Km/s for the MAW events and 0.65 < V t < 1.5 Km/s for the HTV events. Both the MAWs 

and HTVs are quite in the quarters of two and three, and active in the quarters of one 

and four. The azimuthal (including quarterly) histograms for a period of four years (2004-
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Figure 3.14. Variations of magnetic activity from CIGO as a function of UT. The H-magnetic 
component has the largest variation, and most variations for the three three magnetic com­
ponents occur between 5:00 and 18:00 UT. All three components have the largest variations 
around 10:00 UT. See text for details.
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Figure 3.15. Quarterly 0 histograms of the MAW and HTV activity at I53US. (a) first quar­
ter, (b) second quarter, (c) third quarter and (d) fourth quarter. In (a)-(d), the blue and red 
curves represent the HTVs and MAWs, respectively. We see MAWs from three mountain 
ranges in the plots of quarters in (a) and (d). We do not observe any consistent patterns in 
the quarterly azimuthal variations for the HTVs. See text for details.
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Figure 3.16. Quarterly UT variations of the MAW and HTV activity at I53US. (a) first 
quarter, (b) second quarter, (c) third quarter and (d) fourth quarter. In (a)-(d), the blue 
and red circles indicate the number of HTV and MAW events detected within each hour, 
respectively. Most HTV activity is observed around 15:00 UT in the quarters of two and 
three. The number of events are significantly less for both MAWs and HTVs during the 
second and third quarters. The MAWs and HTVs in the first and fourth quarters show 
negligible UT dependence.
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Figure 3.17. Quarterly UT variations of changes in magnetic activity from CIGO. (a) first 
quarter, (b) second quarter, (c) third quarter and (d) fourth quarter. In (a)-(d), the H- 
components have the largest fluctuations, and most variations from the three magnetic 
components roughly occur between 5:00 and 18:00 UT. The changes in B (ABh / ABd, and 
ABz) in the first and fourth quarters are much larger than those of the second and third 
quarters.



79

2007) suggests three mountain ranges for the MAWs: the Saint Elias Range (110°-150°), the 

Alaska and Aleutian Ranges (170°-230°), and possibly the Seward and Chukotsk Penin­

sulas (275°-300°). There is no significant directional dependence for the HTVs in the az­

imuthal variations. In 2007, the MAWs from the Alaska and Aleutian Ranges dominated 

over other mountain ranges, which might be a result of missed events (propagating in dif­

ferent paths). From the UT (including quarterly) variations, the HTV activity is most likely 

to occur between 5:00 and 18:00 UT, and most variations in changes of magnetic activity 

also occur during the same period. We find no correlation between the MAW activity and 

changes in magnetic activity. Such an observation suggests that the auroral activity is the 

likely source of the HTVs.

3.4 Antarctic Array

Similar to the previous section, we first determine the thresholds for various characteri­

zation parameters for MAWs and HTVs observed at the Antarctic array (I55US) using the 

past four years of infrasound data (2004-2007). We then generate various plots (azimuthal, 

UT, and seasonal variations) for the MAWs and HTVs, and such plots are used to identify 

possible sources of the MAWs and HTVs.

Fig. 3.18 depicts histograms of estimated parameters (MCCM, SSVR2, Vt, and oT) for 

all available infrasound data between January, 2004 and December, 2007 from the Antarc­

tic array. Each parameter is estimated by taking the same steps used to produce Fig. 3.9. 

The thresholds are determined by finding a region of zero (or closest to zero) slope be­

tween the two distribution curves to minimize overlap of the two curves in each of the 

parameter histograms (refer to Section 3.3). The thresholds of parameters (except SSVR2) 

for the Antarctic array are same as those of parameters for the Fairbanks array. The thresh­

old for the SSVR2 detector is set at 2.6. Unlike the SSVR2 histogram, we could not find 

the region of zero slope between the two distribution curves in the MCCM histogram. 

This may be due to positive skewness of the distribution curve for the signals of interest. 

Thus, the threshold is determined by finding a inflection point between the two distribu-



80

Table 3.2. Parameter selection criteria for the MAWs, HTVs and clutter at I55US.

MAWs HTVs clutter

MCCM > 0.7 MCCM > 0.7 MCCM < 0.7

SSVR2 < 2.6 SSVR2 < 2.6 SSVR2 > 2.6

ox < 3.5 s ox < 3.5 s ax > 3.5 s

0.3 < Vt < 0.6 Km/s 0.65 < Vt < 1.5 Km/s 0 < Vt < 1.5 Km/s

tion curves. In the ox histogram, there is s small distribution curve (3.5 < ax < 16 seconds). 

These unknown signals have low correlation values (clustered around 0.6) and travel at 

sub-acoustic speed (clustered around 150 m/s). Since we do not know the source of these 

signals we exclude them in this thesis. From the MCCM and SSVR2 histograms, we see 

that only small fraction of received signals are highly correlated across the array. We sum­

marize the parameter selection criteria for the Antarctic array in Table 3.2. The table is as 

for Table 3.1.

We now search for events with parameters that exceed their thresholds from the Antarc­

tic data (for the period 2004-2007) and construct a total of six histograms: azimuthal, UT, 

and seasonal variations based on the two detection algorithms. Plots in the left column 

of Fig. 3.19 are generated with MCCM > 0.7, ox < 3.5 seconds, and 0.3 < V t < 1.5 Km/s. 

Plots in the right column of the figure are produced with SSVR2 < 2.6, ox < 3.5 seconds, 

and 0.3 < Vt < 1.5 Km/s. Based on the selection criteria, we expect to detect both MAWs 

and HTVs. The azimuthal variations show a single directional band (300°-20°). There 

is a global peak around 5:00 UT in the UT variations, and the seasonal variations show 

that both MAWs and HTVs are active from October to February and quiet from March to 

September. Both MCCM and SSVR2 detectors produce similar results.

We can use the trace velocity to discriminate the HTVs from MAWs (see Fig. 3.20). The 

azimuthal variation of Fig. 3.19 (top left plot) is divided into MAWs and HTVs based on 

the Vt estimate. The red curve indicates the MAWs which come from the Alps Range of the
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Figure 3.18. Histograms of characterization parameters at I55US (2004-2007). (a) MCCM 
histogram, (b) SSVR2 histogram, (c) Vt histogram and (d) ax histogram. The shaded area 
represents the region of signal detection. From the MCCM and SSVR2 histograms, we see 
that only small fraction of received signals are highly correlated across the array. See text 
for details.
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Figure 3.19. Variational plots of low-frequency signals detected at I55US. (a) 0 histogram, 
(b) UT variation, (c) seasonal variation, (d) 8 histogram, (e) UT variation and (f) seasonal 
variation, (a)-(c) are based on the MCCM detector and (d)-(f) are based on the SSVR2 
detector. Notice that both MCCM and SSVR2 detectors produce similar results. The MAWs 
and HTVs are active from October to March and quiet from April to September. See text 
for details.
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South Island, New Zealand (320°-10°). The blue curve represents the HTVs, which seem 

to have a directional dependence: 270°-30°. There is some leakage in that it is possible that 

some detections are masquerading as the HTVs.

We find that the azimuthal variations of MAWs have a similar directional dependence 

for all years except 2007 (see Fig. 3.21). The red and blue curves indicate the MAWs 

and HTVs, respectively. Strong MAW activity is observed from three directional bands: 

140°-190°, 220°-300°, and 320°-10° (the Alps Range of the South Island, New Zealand). 

The variation in shape could be due to the missed events (propagating along different 

paths) or changes in tropospheric wind flows. The HTV curve shows negligible directional 

dependence.

Fig. 3.22 shows UT variations of the MAW and HTV activity observed at the Antarc­

tic array (see Fig. 3.20). The blue and red circles indicate the number of HTV and MAW 

events detected within each hour, respectively. There is a global peak around 5:00 UT for 

MAWs in all UT variations, and a similar pattern is consistently observed in each year be­

tween 2004 and 2007. The UT variations (for year 2006 and 2007) for the MAWs and HTVs 

resemble each other, suggesting that some detections are masquerading as the HTVs. The 

UT variations of the HTVs are less consistent than those of the MAWs. The number of 

detected events at the Antarctic array is much less than that at the Fairbanks array (refer 

to Fig. 3.13).

Fig. 3.23 depicts quarterly azimuthal variations of MAWs and HTVs detected at the 

Antarctic array for the period 2004-2007. The blue and red curves represent the HTVs 

and MAWs, respectively. We observe MAWs from the Alps Range of the South Island, 

New Zealand in the plots of quarters one and four. In the plots of quarters two and three, 

there are virtually no MAW and HTV activity in the azimuth between 0° and 140°. In 

the plot of quarter one, MAW activity is very quite between 50° and 190°. The azimuthal 

variations for the MAWs and HTVs show resemblance in all quarters, suggesting that some 

detections are masquerading as the HTVs.

Fig. 3.24 shows quarterly UT variations of the MAW and HTV activity observed at
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Figure 3.20. 0 histograms of the MAW and HTV activity at I55US (2004-2007). The red 
and blue curves indicate the MAWs and HTVs, respectively. The MAWs come from the 
Alps Range of the South Island, New Zealand. The HTV curve seems to have a directional 
dependence: 270°-30°. There is some leakage in that it is possible that some detections are 
masquerading as the HTVs.
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Figure 3.21. 0 histograms of the MAW and HTV activity at I55US (2007). The red and blue 
curves indicate the MAWs and HTVs, respectively. Strong MAW activity is observed from 
three directional bands: 140o-190°, 220°-300°, and 320°-10° (the Alps Range of the South 
Island, New Zealand). The HTV curve shows negligible directional dependence.
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Figure 3.22. UT variations of the MAW and HTV activity at I55US (2004-2007). (a) year 
2004, (b) year 2005, (c) year 2006 and (d) year 2007. In (a)-(d), the blue and red circles 
indicate the number of HTV and MAW events detected within each hour, respectively. 
In (a)-(d), there is a global peak around 5:00 UT for the MAWs, and a similar pattern is 
consistently observed in each year between 2004 and 2007. The UT variations (for year 2006 
and 2007) for the MAWs and HTVs resemble each other, suggesting that some detections 
are masquerading as the HTVs. The UT variations of the HTVs are less consistent than 
those of the MAWs.
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Figure 3.23. Quarterly 0 histograms of the MAW and HTV activity at I55US. (a) first quar­
ter, (b) second quarter, (c) third quarter and (d) fourth quarter. In (a)-(d), the blue and red 
curves represent the HTVs and MAWs, respectively. We observe MAWs from the Alps 
Range of the South Island, New Zealand in the plots of quarters one and four. See text for 
details.
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I55US for the period 2004-2007. The blue and red circles indicate the number of HTV and 

MAW events detected within each hour, respectively. We observe a global peak around 

5:00 UT for the MAWs in the plots of quarters one and four. The number of detected events 

are significantly less for both MAWs and HTVs during the second and third quarters. The 

UT variations for the MAWs and HTVs show resemblance in the plots of quarters one and 

four, suggesting that some detections are masquerading as the HTVs (or vice versa).

In summary, selected MAW and HTV events have MCCM > 0.7 (or SSVR2 < 2.6) and 

a x < 3.5 seconds. Both the MCCM and SSVR2 detectors produces similar results. The 

MAW events are separated from the HTV events using the trace velocity: 0.3 < Vt < 0.6 

Km/s for the MAW events and 0.65 < V t < 1.5 Km/s for the HTV events. Both the MAWs 

and HTVs are quite in the quarters of two and three, and active in the quarters of one and 

four. The azimuthal (including quarterly) histograms for a period of four years (2004-2007) 

suggests that a primary source of the MAWs is the Apis Range of the South Island, New 

Zealand (320°-10°). The HTVs seem to have a directional dependence (270°-30°). In 2007, 

we have two unknown directional bands (140°-190° and 220°-300°) for the MAWs. From 

the UT (including quarterly) variations, the MAW activity is most likely to occur at 5:00 

UT, whereas the HTV activity is least like to occur between 10:00 and 15:00 UT.

3.5 Summary

In this chapter, we introduced two new detection algorithms (SSVR1 and SSVR2), and 

compared them with well known detection algorithms (MCCM and F-stat) using the re­

ceiver operating characteristics (ROC) curves. We use three types of infrasound signals 

(mine blasts for the high-frequency band, microbaroms, and MAWs for the low-frequency 

band) and two types of noise (Gaussian white and pink (1/f) noise). The Gaussian white 

noise (with flat power spectral density) best represents electronic noise whereas the pink 

noise (with/-2 power spectral density) best describes geophysical noise. It is, therefore, 

very important to test the performance of SSVR2 detector against both types of noise. The 

detector performance should be frequency independent.
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Figure 3.24. Quarterly UT variations of the MAW and HTV activity at I55US. (a) first 
quarter, (b) second quarter, (c) third quarter and (d) fourth quarter. In (a)-(d), the blue 
and red circles indicate the number of HTV and MAW events detected within each hour, 
respectively. In (a) and (d), the UT variations of the MAWs are similar, and we observe a 
global peak around 5:00 UT for the MAWs. The number of detected events are significantly 
less for both MAWs and HTVs in the quarters of two and three.
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We find that the SSVR1 detector outperforms other three detectors for the mine blasts 

as the SNRs decrease for both types of noise. As the SNR of the mine blasts (against the 

white noise) decreases from -3 dB to -7 dB, for example, TP (%) of the four detectors at 

FP = 20% roughly decreases from 60% to 20% for F-stat, 100% to 50% for MCCM, 100% 

to 100% for SSVR1, and 100% to 65% for SSVR2 (refer to Fig. 3.1). As for pink noise, TP 

(%) of the four detectors at FP = 20% roughly decreases from 23% to 20% for F-stat, 97% 

to 60% for MCCM, 100% to 85% for SSVR1, and 60% to 30% for SSVR2, as the SNR of 

mine blasts decreases from -3 dB to -7 dB (see Fig. 3.4). For microbaroms and MAWs, the 

SSVR2 detector outperforms other three detectors as the SNR decreases for both types of 

noise. As the SNR of microbaroms (against the white noise) decreases from -3dB to -7dB, 

for example, TP (%) of the four detectors at FP = 20% roughly decreases from 47% to 20% 

for F-stat, 98% to 50% for MCCM, 92% to 40% for SSVR1, and 100% to 97% for SSVR2 (refer 

to Fig. 3.2). As for pink noise, TP (%) of the four detectors at FP = 20% roughly decreases 

from 30% to 20% for F-stat, 96% to 45% for MCCM, 55% to 20% for SSVR1, and 100% to 

92% for SSVR2, as the SNR of microbaroms decreases from -3 dB to -7 dB (see Fig. 3.5). As 

for the MAWs, changes in TP at FP = 20%, as the SNR decreases from -3 dB to -7 dB, for 

both types of noise are similar to those of the microbaroms (refer to Figs. 3.3 and 3.6).

In addition, the SSVR based detectors are computationally very efficient compared to 

the MCCM detector, and they are independent of array size (e.g. number of sensors in an 

array). The execution time of SSVR2 detector for window size of 10000 points is approxi­

mately 10 times faster than that of the MCCM detector for an array consists of 10 sensors 

(see Fig. 3.7). The speed improvement increases exponentially, as the number of sensors 

increases. For the same window size and number of sensors, the F-stat detector is about 9 

times faster than the SSVR2 detector. However, the SSVR based detectors are better choice 

than the F-stat detector if we consider the detector performance at low SNRs.

We use five estimated parameters (MCCM, SSVR2, Vt, 0, and ox) to analyze infrasound 

data (for the period 2004-2007) from the Fairbanks and Antarctic arrays. Based on the 

parameter selection criteria for both the Fairbanks and Antarctic arrays (refer to Tables 3.1
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and 3.2), we generate various plots (azimuthal, Universal time, and seasonal variations), 

and such plots are used to identify the possible sources of the MAWs and HTVs.

For the I53US array, the MAWs and HTVs are active in the first and fourth quarters, and 

quite in the second and third quarters (see Figs. 3.10 and 3.19). We use the trace velocity 

limits developed in Chapter 1 to separate the MAWs from the HTVs. Most MAWs ob­

served at the Fairbanks array come from three mountain ranges: the Saint Elias Range 

(110°-150°), the Alaska and Aleutian Ranges (170°-230°), and possible the Seward and 

Chukotsk Peninsulas (275°-300°). The HTVs seem to have no azimuthal dependence. The 

UT variations of HTVs have a global peak around 15:00 UT, and a similar pattern is con­

sistently observed in each year between 2004 and 2007 (refer to Fig. 3.13). Unlike the UT 

variations of HTVs, we do not observe any patterns in the UT variations of MAWs. The 

HTV and the disturbances in magnetic activity are most likely to occur between 5:00 and 

18:00 UT (refer to Figs. 3.13 and 3.14). We also find that the HTV and the variation in 

magnetic activities are strong in the first and fourth quarters, and quite in the second and 

third quarters (refer to Figs. 3.16 and 3.17).

For the I55US array, the MAW and HTV are active in the first and fourth quarters, and 

quite in the second and third quarters (see Figs. 3.19 and 3.24). The MAW activity is domi­

nated by the Alps Range of the South Island, New Zealand (320°-10°), and the HTV activity 

has a directional band similar to that of the MAWs (refer to Fig. 3.20). The UT variations of 

MAWs have a global peak around 5:00 UT, and a similar pattern is consistently observed 

in each year between 2004 and 2007 (see Fig. 3.22). Unlike the UT variations of MAWs, 

we do not observe any patterns in the UT variations of HTVs. The numbers of MAW and 

HTV events detected at the Fairbanks array are much higher than those detected at the 

Antarctic array.

In the next chapter we will use the parameter selection criteria from Table 3.1 and 3.2 

to generate feature vectors, which will be used to train, validate, and test four neural net­

works. The trained networks will be used to automatically detect and classify three types 

of infrasound low-frequency signals (MAWs, HTVs, and clutter). The detection and clas­
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sification of the three signal types are currently done by a human expert. Such a process is 

very slow and can produce operator-dependent results. The neural network approach, on 

the other hand, is robust, resistant to the operator's errors, and can thus produce unbiased 

results. The expert's time can be better used for detailed (or in-depth) studies of the MAWs 

and HTVs by placing the trained neural networks into use as a signal classifier.
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Chapter 4 

Neural Networks

4.1 Overview

The average human brain contains about 10 billion interconnected neurons. Each neu­

ron receives and transmits electric signals to thousands of neighboring neurons. For over 

50 years, scientists have been trying to create computational neural networks that simulate 

the behavior of a human brain. Recent advancements in computer technologies have made 

possible the creation of neural networks with applications ranging from function approx­

imation, regression analysis, principle component analysis, time series prediction, pattern 

recognition, filtering, system identification, clustering, etc. [68, 69, 70]. Dr. Fred Ham 

[70, 71, 72] has been studying the separation and classification of infrasound signals us­

ing various types of neural networks. He primarily uses cepstral analysis [72], extensively 

used in voice recognition, to extract features from infrasound data sets. These features are 

used to train and test the networks.

There are two types of neural networks: one is a biological neural network, which is 

mainly used in cognitive science and tries to model real biological neurons to understand 

the behaviour of the central nervous system in a human brain; the other is an artificial 

neural network, which is used in many fields of general science and borrows on the idea 

of parallel processing from the human brain to solve complex problems. Artificial neu­

ral networks are divided into two subgroups: supervised and unsupervised neural net­

works. A supervised network learns from examples whereas an unsupervised network 

learns without any examples. The supervised networks include a perceptron, perceptron 

network, multi-layered perceptron (MLP) network, probabilistic network, learning vector 

quantization, and radial basis network [68,69,70]. An example of the unsupervised neural 

network is self organizing maps (SOMs) [68, 70]. A MLP network is a universal classifier 

and function estimator, and it is the most widely used and accepted neural network today.

The power of the supervised neural networks is their ability to extract the unknown 

relationships between input and target data sets. A perceptron, which is the simplest su­
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pervised network, consists of a single input and output nodes. The dimensions of the input 

node are arbitrary and determined by the length of the input vector (column of the input 

data set). From the perspective of a biological neuron (refer to Fig. 4.1), the dimension 

of the input node is related to the number of neighboring neurons that are connected to 

the current neuron. The output signals from the neighboring neurons are delivered to the 

current neuron by travelling through connective tissues (e.g. dendrites). The job of den­

drites in a biological neuron is to transfer electric signals between interconnected neurons 

but also change the strengths of electric signals (based on the strength of signal). In the 

computational neural network, the weight vector replaces the dendrites of the biological 

neuron. As we shall see, the weight vector plays an important role in the decision making 

process of the biological neuron.

When the cumulative sum of these signals enters the Soma ("the brain" of a biological 

neuron), the neuron decides to become active or inactive. There are different activation 

functions to model the behavior of the Soma, but the threshold based transfer function 

(e.g., a step function: the output of the Soma is equal to zero if the cumulative sum is 

less than zero and one otherwise) is widely accepted and used. In the neural network, 

the dot product between the weight and input vectors goes into the activation function, 

and so the weight vector, in essence, has the effect of changing threshold value of the 

activation function. The weight vector must have the same dimension as the input vector. 

The dimension of output node is equal to one, and the output value depends on the type 

of activation function. It can be binary (1 or 0), bipolar (-1 or 1) or linear.

In the supervised neural network, the user provides input and target data sets, and 

random numbers are used to initialize weights (elements of weight vectors) of the network 

(each neuron has its own weight vector). The initialized network is then trained to produce 

desired outputs for given input data set. The training (or adjusting weights) of the network 

is an iterative process, which depends on a residual error computed at each epoch. The 

residual error is a sum of squared differences in elements between the network outputs 

and target data sets, and an epoch defines one sweep of input-target (or training) data sets
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through the network. The output data set must have the same size as the target data set. 

Generally speaking, the residual error decreases as the epoch number increases. When the 

residual error reaches some threshold (set by the user), we say that the network is properly 

trained (or learned the relationships between the input and target data sets).

For the network to be properly trained, we need to consider several important factors: 

first, the network should contain as few neurons (or perceptrons) as possible. Even though 

the network becomes more powerful and flexible by using more neurons, the network 

can be over-fitted, and this results in a poor generalization [73]. Therefore, it is important 

for the user to find the optimum number of neurons for the network by trial and error. 

Second, a training data set should thoroughly represent the input space. This ensures that 

the network performance is not biased towards a certain region of the input space [68, 70]. 

Other important factors include a learning rate, ranges of variables in the input data set, 

and minimum performance error. Such factors are discussed in more detail in the later 

part of this section.

In the next section, we introduce some basics (a brief history, similarity between the 

computer model and a biological neuron) and mathematical properties of a perceptron. 

Then, we introduce the more powerful and flexible perceptron network, and discuss how 

decision boundaries are generated by each perceptron (or neuron). In general, it is very 

difficult to determine theoretically the optimum number of neurons required to solve clas­

sification problems. This is especially true for problems involving non-linear classification. 

Fortunately, our classification problem was simple enough that it did not involve any non­

linear classification. Thus, a perceptron network with two neurons are used in this thesis 

to classify three types of low-frequency infrasound signals (MAWs, HTVs, and clutter).

4.2 Perceptron vs. Perceptron Network

A perceptron is the simplest supervised neural network. It is a building block for a very 

popular multi-layered perceptron (MLP) network [68, 70]. The perceptron tries to model 

a biological neuron using the McCulloch-Pitts model [74]. The concept of perceptron was
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developed by Rosenblatt in 1950s, and it was the first neural network capable of learning 

and performing classification [75, 76]. The idea is quite simple and easy to understand; 

however, it is not as powerful and flexible as the MLP network. Unlike the MLP network, 

it is only capable of solving linearly separable classification problems. Minsky and Papert 

demonstrated that the perceptron's inability to solve exclusive OR (XOR) problems [77], 

Historically, this was a stumbling block that held up the neural network field for about 

20 years. This problem was solved by introducing multiple neurons to form a perceptron 

network. Such a network is much more powerful and flexible than a single perceptron. As 

we shall see, the perceptron network with two neurons is sufficient to solve our infrasound 

classification problem. We will discuss more about the perceptron and perceptron network 

in a later part of this section.

Fig. 4.1 displays a simplified schematic of a biological neuron [78]. It has several com­

ponents, but we only use some of these components (dendrites, soma, and terminal but­

tons) to model the neuron. Unlike the biological neuron, the perceptron has a single output 

node, and the number of dendrites in the neuron is determined by the dimension of an in­

put vector. In the biological neuron, electrical signals from the neighboring neurons are 

transmitted to the current neuron, and they are summed and passed to the soma, where a 

decision (to become active or remain inactive), is made. If it becomes active, then electrical 

signals are sent out to neighboring neurons through axon branches. Similarly, when in­

put vectors are entered to the perceptron, the activation function (e.g., the McCulloch-Pitts 

model) makes a decision to output one (to become active) or zero (to remain inactive).

Fig. 4.2 illustrates a neural network flow chart. The purpose of the neural network 

is to produce desired outputs for given inputs. This is done by training, which is an it­

erative process that tries to minimize the differences between outputs and targets for the 

given inputs. The residual error is defined as the sum of squared differences between the 

outputs and targets for all available input data. The training of the network is based on 

the residual error, and the network trains by adjusting weights. Since the training is an 

iterative process, the error and weights are a function of discrete time step k. We say that
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Figure 4.1. Cartoon of a biological neuron. In the biological neuron, electrical signals from 
the neighboring neurons are transmitted to the current neuron, and they are summed and 
passed to the Soma, where a decision (to become active or remain inactive), is made. If 
it becomes active, then electric signals are sent out to neighboring neurons through axon 
branches. We use some of these components (dendrites, soma, and axon terminals) to 
build a perceptron. Unlike the biological neuron, the perceptron has a single output node, 
and the number of dendrites in the neuron is determined by the dimension of an input 
vector.
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the network is trained when the residual error falls below a threshold set by the user. We 

will discuss more about the threshold and residual error in the later part of this section.

The perceptron is only capable of distinguishing two linearly separable classes, and 

this severely limits its application to various classification problems. To resolve such a 

problem, multiple perceptrons are combined in a single layer to form a more powerful per­

ceptron network (refer to Fig. 4.4). It has multiple input nodes, and the number of output 

nodes equals to the number of activation functions. The perceptron network is much more 

flexible in distinguishing a larger number of linearly separable classes than the perceptron 

can [79]. For example, a perceptron network with three output nodes can distinguish up 

to eight classes assuming they are linearly separable. We, therefore, increase the number 

of perceptrons in the network, as the number of classes increases. The network behavior 

depends on various factors; the dimension of the input vector, number of perceptrons, the 

type of activation function, learning rate, and error goal. We will discuss such factors and 

the effects of them in the network in the later part of this section.

Now, let us introduce some basic mathematics behind the concept of a perceptron. 

Consider a perceptron with a single input vector p, output value a, bias term b, weight 

vector zb, and activation function/ (refer to Fig. 4.3). The bias term adds an extra degree 

of freedom to the network, and the activation function, by definition, is a step function. 

The network is supplied with input-target data sets by the user, and the input data set, in 

general, is a matrix (each column vector is an example). The target data set is a row vector, 

and it has the same number of columns as the input data set. Once an example enters the 

network, the sum (p-w + b) is passed to the activation function. If the sum (p-w + b) is less 

than zero, the output (a) is zero, otherwise the output is one. So, the perceptron can divide 

the input data sets into two groups, assuming the data sets are linearly separable into two 

groups.

Before the network can be used for classification problems, first, it has to be trained. 

The user provided input-target data sets are used to compute a residual error, which are 

then fed back to the network for the training. This is an iterative process, which means
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Figure 4.2. Neural network flow chart. The purpose of the neural network is to produce 
desired outputs for given inputs. The differences between outputs and targets for the given 
inputs are fed back to the network for training. The training is an iterative process, and it 
is based on the residual error. The network trains by adjusting weights, and we say that 
the network is trained when the residual error becomes less than some threshold set by the 
user.
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that the error is computed at every epoch (or time step). When the error falls below a 

user selected value, the network is trained and ready for the classification. We will use a 

perceptron, as an example, to show how the network trains itself using user supplied data 

sets.

Now, suppose that the network in Fig. 4.3 is provided with input-target data sets. The 

input data set P, which is a matrix, consists of N column vectors p, and the target data set 

is a N element row vector. The ith column vector P, is referred to as the ith example of the 

input data set, and the error between the output and target values for the ith example at 

the kth time step, E,(k), is given by

E i ( k ) = f ( m T-P i)-ti , (4.i)

where a superscript T is a transpose operator, f, is a target (or desired output) for the ith 

example, and/ is a step function. For simplicity, the bias term b is absorbed into the weight 

vector w, and one is appended at the beginning of the input vector P,. Since we want the 

network to produce output values as close as possible to the target values for all available 

input data, the total error at time step E(k) (or cost function e(k)) is defined as

e(k) = l t ( EiW)- (4-2)
;=1

The goal is then to find the optimum weight vector, wovt{k), that minimizes the cost 

function e(k). We apply the steepest gradient descent algorithm iteratively to find wopt(k). 

The gradient is obtained by taking the derivative of the cost function with respect to the 

weight vector, and the result can be written as

(43)

The weight vector ib(k) is moved in the direction of -  Y.f=i Ei(k)pi to obtain a smaller value 

of £(k). Similar to a step size in the steepest descent algorithm, a learning rate parameter

(y) is introduced to control the stability and convergence of the algorithm. The learning

rate is a small positive number, and the user determines its value by means of trial and
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Figure 4.3. A perceptron structure. It including single input vector p, output value a, bias 
term b, weight vector w, and activation function /. The bias term adds an extra degree 
of freedom to the network, and the activation function, by definition, is a step function. 
The network is supplied with input-target data sets by the user, and the input data set, in 
general, is a matrix (each column vector is an example). The target data set is a row vector, 
and it has the same number of columns as the input data set. Once an example enters the 
network, the sum (p-w + b) is passed to the activation function. If the sum (p-w + b) is less 
than zero, the output (a) is zero, otherwise the output is one.
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error: if the learning rate is too small the algorithm converges very slowly to a global 

minimum of the error function; if it is large, then the algorithm oscillates around the global 

minimum; if it exceeds some critical value, the algorithm becomes unstable (or diverges). 

It is generally recommended to use a larger learning rate at the beginning of the training 

process and exponentially decrease its value with increasing number of time steps [68, 70]. 

The perceptron uses the default learning rate (y) of one. The updated weight vector at time 

step k + 1, zb(k + 1), becomes

w (k+l) = w(k) -  y (£  Ei{kjPi). (4.4)
i=i

The weight vector, w, is updated at every epoch (or time step). An epoch is a neural 

network training parameter and is defined as one sweep of the input-target (or training) 

data sets through the network. For example, 100 epochs imply that the training data sets 

are presented to the network 100 times, and as a result, the weight vector gets updated 

100 times. The network learns hidden relationships between the input and target data sets 

through updating its weight vector. The training process continues until it satisfies any 

one of the stopping criteria: a maximum number of epochs, a minimum gradient (dzv(k)) 

change, or minimum performance error (see Eq. 4.5). The performance error at the time 

step k, e(k), is simply obtained by normalizing the cost function, e(/c), by the total number 

of examples in the input data set, and it is given by,

e(k) = ~e(k). (4.5)

A decision boundary is created by the perceptron, and its dimensionality depends on 

the length of an input vector (or the length of an example in the input data set). As an 

illustration, suppose the length of input vector is two (pi and pz), then the two possible 

outcomes (one or zero) of the network are determined by the value of the sum {w\p\ + 

Wzpz + b). The subscripts denote the elements of the input and weight vectors. From this, 

we can see that the 2-dimensional input space is divided into two regions. Depending on
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the sign of the sum (w\pi + Wzpz + b), we find pz as

W\P\-bP2 > (4.6)

P2< - ? ^ .  (4.7)
Wz

If we assume p\ and pz are orthogonal axes, then the slope —w\/wz and the intercept 

—b/w2 form a boundary line. For the perceptron with an input vector of length R, the 

R-dimensional input space is dissected by an R-dimensional hyperplane into two regions.

Until now we have discussed the basic structures and mathematical properties of the 

perceptron. From now on, we focus our attention on the perceptron network in Fig. 4.4. 

It consists of S perceptrons (or neurons) in a single layer, and each input node takes an 

input vector of length R. There are S bias terms and S weight vectors. Each perceptron has 

its own weight vector, which is R-elements long. Such a network is much more flexible 

than the perceptron because it divides R-dimensional input space into 2s regions by S sets 

of R-dimensional hyperplanes. For linearly separable classes, the number of output nodes 

(or number of perceptrons) in the network determines the maximum number of classes we 

can classify. Suppose a perceptron network has two neurons and each input node takes an 

input vector of length 3. This means that the 3-dimensional space is divided into 4 regions 

by 2 sets of 3-dimensional hyperplane. Since we have multiple neurons in the network, 

new subscript / is used to refer a particular perceptron. The variables fly and bj in the figure 

represent the output and bias of the j th neuron, respectively. In the perceptron network, we 

have a weight matrix rather than a weight vector because each neuron has its own weight 

vector. The weight matrix (W) has R rows and S columns. If we supply the network with 

N input-target data pairs, then the input data set (P) has R rows and N columns, and the 

target data set ( f ) has S rows and N columns. The error between output and target values 

of the j th-perceptron for the (^-example at time step k, EjA(k), is given by

R

E/Ak) = / (£ Wjj(k)pij -  tjj), (4.8)
;=i

where Wjj, pn, and tj , are elements of matrices W, P, and f , respectively. The cost function,
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e(k), at time step k is written as
y S  y N  p 2

m =  H 21=1 i J . (4 .9)

We apply the steepest gradient algorithm, as before, to find the optimum weight matrix, 

Wopt by taking the derivative of the cost function with respect to the weight matrix. The 

weight matrix at time step k + 1 is then given by

W{k + 1) = W {k)-y(P(W TP - T ) T). (4.10)

In general it is recommended to use as few neurons (or perceptrons) as possible to

avoid over-fitting of the network, but it is also possible to under-fit the network by using

too few neurons [68, 70]. In both cases, the result is a poor generalization, therefore it is 

very important for the user to determine an optimum number of neurons by trial and error, 

and then use that number of neurons (or perceptrons) to construct a perceptron network.

We want to use an exclusive OR (XOR) function, as an example, to show a limitation 

of the perceptron. The XOR function is represented by the input matrix (P) and target row 

vector (T):

0 1 0 1 r i
p  = . T = 0 1 1 0

0 0 1 1 L J

where 0 and 1 in the vector T are type 1 and 2 classes, respectively. Fig. 4.5 shows a 

graphical representation of the XOR function (A.U. =  artificial units). The red and blue 

circles denote the type one and type two classes, respectively. The two black lines are 

one set of many possible solutions to solve the XOR function. As we mentioned before, 

the perceptron can divide the 2-dimensional input space into only two regions by a single 

decision boundary, and thus it cannot solve this problem. There are two ways to solve 

the problem: One way is to use a perceptron network, consisting of two perceptrons; the 

other way is to modify the input matrix by introducing a third element, which is a product 

of two previous elements, in each of the input vectors. The latter solution will create a 

decision plane rather than a decision line, and the latter one is recommended over the first 

one because it uses fewer neurons (or perceptrons) to solve the problem.
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Inputs Layer of Neurons

r ~ \  f ---------------------- a

Pi

Pi

Pi

P r

a = f(Wp + b)

Where 
R = number of 

elements in 
input vector 

S = number of 
neurons in layer

Figure 4.4. A perceptron network. It consists of S perceptrons (or neurons) in parallel 
structure, and each input node takes an input vector of length R. There are S bias terms 
and S weight vectors. Each perceptron has its own weight vector, which is R-elements long. 
Such a network is much more flexible than a perceptron because it divides R-dimensional 
input space into 2s regions by S sets of R-dimensional hyperplanes. See text for details.
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G ra p h ica l representation  of X O R  functio n

Figure 4.5. Graphical representation of XOR function. The red and blue circles denote 
the type one and type two classes, respectively. The two black lines are one set of many 
possible solutions to solve the XOR function. As discussed before, the perceptron can 
divide the 2-dimensional input space into only two regions by a single decision boundary, 
and thus it cannot solve this problem. A.U. =  artificial units.
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4.3 Training and Validation of perceptron networks using Infrasound Data

The purpose of this thesis is to train a perceptron network to classify three classes of low- 

frequency signals: MAWs, HTVs, and clutter (anything not MAW or HTV, but having sim­

ilar classification parameters). A proposed perceptron network consists of two perceptrons 

in a single layer, and each perceptron takes an input vector that is a three-elements long. 

The network is trained with a total of four data sets: MCCM- and SSVR2-based data sets 

for each of the Fairbanks and Antarctic arrays. Each column of the MCCM- and SSVR2- 

based data sets is a three-element feature vector (MCCM or SSVR2, Vt, and a t), which 

represents a signal. The training data sets thoroughly represent the the input space, and 

we randomly selected examples from each class: 100 examples from MAWs and HTVs; 

200 examples from clutter. Thus, each of the four data sets has 3 rows and 400 columns. 

Each variable in the input space is mapped between -1 and 1 to avoid a biased response 

of the network toward a particular variable. The columns of input data sets are randomly 

permuted to improve the learning process of the four networks. There are many ways to 

assign target vectors, but we choose to assign them as,

MAW =

TMWe use the MATLAB Neural Network Toolbox [80] to create, train, and validate the 

perceptron networks. The Toolbox implements Eq. 4.10 to train the network (or update 

the weight matrix W). We tried assigning different values to the target vectors and varied 

the maximum number of epochs to train the networks. We did not observe much of a 

difference in the network performance. Fig. 4.6 shows the performance error plots of the 

four perceptron networks as a function of epoch number. All four sub-plots are produced 

with the default learning rate (y) of one, performance error goal of zero, maximum epoch 

number of 1,000, and minimum gradient change of zero. The training of the four percep­

tron network stops if any of the stopping criteria are met: a performance error goal and a 

maximum number of epochs, and a minimum gradient change. Plots in the left column 

of the figure are produced with the MCCM-based data sets, and plots in the right column

1 0 0
, HTV = , clutter =

1 1 0
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Table 4.1. Performance summary of the perceptron networks for I53US.

Detector MCCM SSVR2

CRs(%) Events CRs(%) Events

MAWs 99.5 200 98.5 200

HTVs 97.5 200 100.0 200

clutter 94.0 400 100.0 400

Performance error 0.0225 0

Table 4.2. Performance summary of the perceptron networks for I55US.

Detector MCCM SSVR2

CRs(%) Events CRs(%) Events

MAWs 99.5 200 100.0 200

HTVs 92.5 200 100.0 200

clutter 95.0 400 100.0 400

Performance error 0.0175 0.0075

of the figure are generated with the SSVR2-based data sets. The panels in top and bottom 

rows are created with the Fairbanks and Antarctic data sets, respectively. The SSVR2-based 

networks have lower performance errors than the MCCM-based networks.

The validation data sets exclude signals that are used for creating the training data sets, 

and they are generated in the same way the training data sets are produced. Tables 4.1 and

4.2 summarize the performance of four trained networks (MCCM- and SSVR2-based net­

works for the Fairbanks and Antarctic array) in terms of classification rates (CRs). The 

SSVR2-based networks have lower performance errors and have slightly higher classi­

fication rates than the MCCM-based networks. However, classification rates of all four 

networks are greater than 92%.

As the dimension of the input vector increases, it becomes harder to visualize the de-
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Figure 4.6. Performance error plots of four trained perceptron networks, (a) MCCM-based 
network,(b) SSVR2-based network, (c) MCCM-based network and (d) SSVR2-based net­
work. (a)-(d) are produced with the default learning rate (y) of one, performance error 
goal of zero, maximum epoch number of 1,000, and minimum gradient change of zero, (a) 
and (b) are produced with the Fairbanks data sets, and (c) and (d) are generated with the 
Antarctic data sets. The SSVR2-based networks have lower performance errors than the 
MCCM-based networks.
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cision boundary created by each neuron in the perceptron network. In our problem, the 

input space is 3-dimensional, and so the decision boundary created by each neuron is a 

plane. Since our network has two neurons, the network will create four regions in the in­

put space using two planes. We can visualize these four regions created by the perceptron 

network as a function of ax. Figs. 4.7 and 4.8 illustrate the decision boundaries created by 

the MCCM- and SSVR2-based networks for the Fairbanks array. Each sub-plot is generated 

with outputs of the network, and such outputs are produced by feeding a three-element 

long feature vectors (MCCM or SSVR2, Vt, and c T) to the networks. The MCCM, SSVR2, 

and Vt values are incremented by 0.01,0.01, and 0.01 Km/s. Four different colored regions 

indicate areas occupied by different types of signals. The unknown signals are classified as 

the network outputs that do not belong to any of the assigned target vectors. It is impor­

tant to realize that the true distribution of features for each class do not necessarily cover 

the whole region. The unknown regions for the SSVR2-based networks are much smaller 

than those of the MCCM-based networks.

4.4 Summary

We introduced a perceptron with its structure, mathematical properties, and limitations. 

Since the perceptron is only capable of distinguishing two linearly separable classes, a 

more advanced network is needed to classify our three low-frequency signals: MAWs, 

HTVs, and clutter. The proposed network is a perceptron network consisting of two per­

ceptrons in parallel, and each perceptron takes an input vector that is three-elements long. 

A total of four perceptron networks are trained and validated based on the type of detec­

tion algorithm (MCCM or SSVR2) and data source (Fairbanks or Antarctica).

We use the parameter selection criteria defined in Tables 3.1 and 3.2 to create training 

and validation input data sets, and each data set consists of three-elements long feature 

vectors (MCCM or SSVR2, Vt, and oT). The validation data sets exclude signals that are 

used for creating the training data sets. The target vectors for the training and validation 

data sets are assigned by the user. These data sets are then used to train and validate four



Ill

(a ) o  = 0.1 s (b ) a  = 0.5 s

0

0 .4

0.6

0.8

1 I

0

0.2

0 .4

0.6

0.8

1 I

0

0.2

0 .4

0.6

0.8

1

0.2

0 .5  1
V ( (K m / s )

( c )  o  =  2 .5  s

0 .5  1
V , (K m / s )

(e )  <5 — 5 s

0 .5  1
V , (K m / s )

U n k n o w n

1.5

C lu tt e r

H T V

M A W

U n k n o w n

C lu tt e r

1 .5

1.5

H T V

M A W

U n k n o w n

C lu tt e r

H T V

M A W

0

0 .4

0.6

0.8

1 I

0

0.2

0 .4

0.6

0.8

1

0.2

0 .5  1
V { (K m / s )

(d )  a  =  3 .5  s

0 .5  1
V t (K m / s )

(f ) a  =  10 s

0 .5  1
V t (K m / s )

U n k n o w n

C lu tt e r

1 .5

H T V

M A W

U n k n o w n

C lu tt e r

1 .5

H T V

M A W

U n k n o w n

C lu tt e r

H T V

M A W

Figure 4.7. Decision boundaries of the MCCM-based network for I53US. (a) ax = 0.1 s, (b) 
ax = 0.5 s, (c) a t = 2.5 s, (d) ax = 3.5 s, (e) ox = 5 s, (f) ax = 10 s. (a)-(f) is generated by feeding 
a three-element long feature vectors (MCCM, Vt, and ox) to the networks. The MCCM 
and Vt values are incremented by 0.01 and 0.01 Km/s, respectively. Four different colored 
regions indicate areas occupied by different types of signals. The unassigned network 
outputs are classified as unknown signals. Notice that the detection areas for the MAWs 
and HTVs reduce with increasing planarity (ax) values.



112

(a ) a  = 0.1 s (b ) a  = 1 s

U n k n o w n

C lu tt e r

H T V

M A W

U n k n o w n

C lu tt e r

V t (K m / s )
0 .5  1 1 .5
V t (K m / s )

H T V

M A W

( c )  a  =  3 .5  s (d )  a  =  5  s

2

2 .5

3

3 .5

4

4 .5

5

r

U n k n o w n

C lu tt e r

0 .5  1
V t (K m / s )

1 .5

H T V

'M A W

U n k n o w n

C lu tt e r

0 .5  
V ( (K m / s )

H T V

M A W

(e ) a  =  15 s (f) a  =  30 s

U n k n o w n

C lu tt e r

0 0 .5  1 1 .5
V t (K m / s )

H T V

M A W

U n k n o w n

C lu tt e r

H T V

M A W

V t (K m / s )

Figure 4.8. Decision boundaries of the SSVR2-based network for I53US. (a) ax = 0.1 s, (b) ax 
= 1.0 s, (c) ax = 3.5 s, (d) ax = 5.0 s, (e) ox = 15 s, (f) ax = 30 s. (a)-(f) is generated by feeding a 
three-element long feature vectors (SSVR2, Vt, and ox) to the networks. The SSVR2 and Vt 
values are incremented by 0.01 and 0.01 Km/s, respectively. Four different colored regions 
indicate areas occupied by different types of signals. The unassigned network outputs are 
classified as unknown signals. Notice that the detection area for the clutter increases with 
increasing planarity (ax) values, and the unknown regions in the figure are much smaller 
than those in Fig. 4.7.
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perceptron networks: MCCM- and SSVR2-based networks for the Fairbanks and Antarctic 

arrays. Following training parameters are applied to the all four networks: learning rate 

(y) is one; performance error goal is zero; maximum epoch number is 1,000; minimum gra­

dient change is zero. The training data sets thoroughly represent the the input space, and 

we randomly selected examples from each class: 100 examples from MAWs and HTVs; 

200 examples from clutter. The SSVR2-based networks train faster (refer to Figs. 4.6(b) and 

4.6(d)) than the MCCM-based networks (see Figs. 4.6(a) and 4.6(c)) with smaller perfor­

mance errors. Tables 4.1 and 4.2 show validation results of the four trained networks, and 

classification results of them are greater than 92%.

Figs. 4.7 and 4.8 illustrate decision boundaries created by the trained networks for 

the Fairbanks array as a function of o x. The unassigned network outputs are classified as 

unknown signals. The unknown regions of the MCCM-based networks are much larger 

than those of SSVR2-based networks. It is important to realize that the true distribution 

of feature space for each class do not necessarily cover the whole region depicted in both 

figures.

In the next chapter, we will compare the outputs of our trained networks against the 

expert analysis of Prof. Charles. R. Wilson using 2008 Fairbanks data. These data sets 

were not used to train our perceptron networks. We will present the comparison results in 

graphical form, using modified detection summary plots.
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Chapter 5 

Neural Networks: Comparison

5.1 Abstract

In this chapter we test the trained networks developed in Chapter 4 against the expert 

Prof. Charles R. Wilson, who has been studying the MAWs and HTVs for decades. He 

selected seven days of high MAW activity and six days of high HTV activity from the 2008 

Fairbanks data to create comparison data set. Note that the data set is not used for the 

training or validating our neural networks. The comparison is made in a graphical form 

using modified detection summary plots.

5.2 Comparison of Perceptron Network Classification 

against Human Expert Classification

Prof. Charles R. Wilson, who is considered to be an expert in the study of MAWs and 

HTVs, exclusively uses the infrasound detection summary plots and the magnetic distur­

bance data from CIGO to identify possible sources of low-frequency signals. The Detection 

summary plot (described in Chapter 2) is modified to include outputs from the MCCM- 

and SSVR2-based networks for easier comparison. We first present seven days of high 

MAW activity (Figs. 5.1-5.7) followed by six days of high HTV activity (Figs. 5.8-5.13) 

from the 2008 Fairbanks data.

Fig. 5.1, for example, displays modified detection summary plot of low-frequency sig­

nals observed at the Fairbanks array on January 6, 2008. The data were band-pass filtered 

from 0.015 to 0.1 Hz, and 10,000 points (or 500 seconds) window was used to estimate 

characterization parameters. The top two sub-plots in the figure depict histograms of the 

MCCM and SSVR2 detectors with thresholds indicated by red lines. Based on the statis­

tical studies performed in Chapter 3, thresholds for the MCCM and SSVR2 for the Fair­

banks array are determined to be 0.7 and 2.7, respectively. Next five panels show SSVR2, 

MCCM, Vt, 0, and oT as a function of time. In each of the five panels, a blue “x" rep­

resents an estimated parameter for the window size. In the SSVR2 plot, the threshold is
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indicated by a red line, and events with SSVR2 value less than 2.7 are enclosed by green 

circles. In the other four panels, events with an MCCM value greater than 0.7 are enclosed 

by red circles. The bottom two panels show outputs from the MCCM- and SSVR2-based 

perceptron networks. The network outputs are converted to numbers between one and 

four, and different colors are used to display them: the green, blue, black, and red "x "s  

indicate MAWs, HTVs, clutter, and unknown signal, respectively. Strong MAW activity is 

observed throughout the day with an azimuth directed toward the Alaska and Aleutian 

Ranges (250° to 300°), and the Vt values are clustered around 0.5 Km/s. We also observe 

occasional HTV activity throughout the day. The changes in magnetic activity is divided 

into four groups: quiet if the peak-to-peak disturbance of H, D, and Z magnetic compo­

nents are all under 50 nT; weak if the peak-to-peak disturbance of H magnetic component 

is greater than 50 nT but less than 250 nT; intermediate if the peak-to-peak disturbance 

of H magnetic component is greater than 250 nT but less than 1,000 nT; strong if peak to 

peak disturbance of H magnetic component is greater than 1,000 nT. The CIGO recorded 

intermediate magnetic disturbances from 08:00 to 16:00 UT on January 6, 2008. The rest of 

modified detection summary plots (Figs. 5.1-5.13) are produced by taking the same steps 

used to generate Fig. 5.1.

Our neural networks make their decisions based on the characterization parameters 

(MCCM or SSVR2, Vt, and ax). Since the classification of the MAWs from HTVs is based 

on the Vt value, our network outputs are as good as the accuracy of Vt estimate. Unfortu­

nately, there is a relatively large amount of uncertainty associated with the Vt estimation. 

For example, a signal with estimated trace velocity value of 800 m/s (and ox = 0.3 s) can 

have an error as much ±350 m/s (ref to Fig. 1.6). The uncertainty becomes larger, as the 

Vt and ax increases. As a result, it is possible to classify signals as HTVs when they are 

actually MAWs, and vice versa. Therefore, we should utilize other known features (e.g., 

persistence in azimuth for MAWs) of these signals whenever we can. When analysing the 

modified detection summary plots, we should keep such possibilities in mind.
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Figure 5.1. MAW detection using MCCM- and SSVR2-based networks (case 1). The expert 
determined that MAW activity is present all day on January 6, 2008 with an azimuth di­
rected toward the Alaska and Aleutian Ranges (250° to 300°). Outputs from the MCCM- 
and SSVR2-based networks show that strong MAW activity (green "x"s) is present all 
day with occasional HTV activity (blue "x"s). Intermediate magnetic disturbances were 
recorded from 08:00 to 16:00 UT at CIGO College.
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Figure 5.2. MAW detection using MCCM- and SSVR2-based networks (case 2). The expert 
determined that MAW activity is present from 01:00 to 23:00 UT on January 11, 2008 with 
an azimuth directed toward the Alaska and Aleutian Ranges (250° to 300°). Outputs from 
the MCCM- and SSVR2-based networks show that strong MAW activity (green "x"s) is 
present all day with very little HTV activity (blue "x"s). Magnetic disturbances were quiet 
all day at CIGO College.
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Figure 5.3. MAW detection using MCCM- and SSVR2-based networks (case 3). The ex­
pert determined that MAW activity is present from 00:00 to 08:00 UT on January 14, 2008 
with an azimuth directed toward the Alaska and Aleutian Ranges (250° to 300°). Outputs 
from the MCCM- and SSVR2-based networks show the presence of strong MAW activity 
(green " x "s) during the same time period with occasional HTV activity (blue " x "s). Strong 
magnetic disturbances were recorded from 08:00 to 20:00 UT at CIGO College.
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Figure 5.4. MAW detection using MCCM- and SSVR2-based networks (case 4). The ex­
pert determined that MAW activity is present from 14:00 to 24:00 UT on January 26, 2008 
with an azimuth drifting from 180° to 150°. Outputs from the MCCM- and SSVR2-based 
networks show the presence of strong MAW activity (green "x"s) during the same time 
period with no HTV activity (blue " x "s). Weak magnetic disturbances were recorded from 
09:00 to 14:00 UT at CIGO College.
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Figure 5.5. MAW detection using MCCM- and SSVR2-based networks (case 5). The expert 
determined that MAW activity is present from 00:00 to 02:00 UT, from 11:00 to 14:00 UT, 
and from 17:00 to 24:00 UT on February 5, 2008 with an azimuth drifting from 280° to 
180°. Outputs from the MCCM- and SSVR2-based networks show the presence of strong 
MAW activity (green "x"s) during the same time period with occasional HTV activity 
(blue " x"s). Magnetic disturbances were quiet all day at CIGO College.
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Figure 5.6. MAW detection using MCCM- and SSVR2-based networks (case 6). The ex­
pert determined that MAW activity is present all day on February 7, 2008 with an az­
imuth directed toward the Alaska and Aleutian Ranges (250° to 300°). Outputs from 
the MCCM- and SSVR2-based networks show that strong MAW activity (green "x"s) is 
present throughout the day with little HTV activity (blue "x"s). Weak magnetic distur­
bances were recorded from 16:00 to 18:00 UT at CIGO College.
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Figure 5.7. MAW detection using MCCM- and SSVR2-based networks (case 7). The ex­
pert determined that MAW activity is present from 00:00 to 08:00 UT, and from 21:00 to 
23:00 UT on February 17, 2008 with an azimuth drifting from 180° to 150°. Outputs from 
the MCCM- and SSVR2-based networks show the presence of strong MAW activity (green 
"x"s) during the same time period with very little HTV activity (blue "x"s). Weak mag­
netic disturbances were recorded from 08:00 to 16:00 UT at CIGO College.
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Figure 5.8. HTV detection using MCCM- and SSVR2-based networks (case 1). The expert 
determined that HTV activity is present from 00:00 to 20:00 UT on January 5, 2008 with 
scattered azimuth. Outputs from the MCCM- and SSVR2-based networks show the pres­
ence of strong HTV activity (blue " x "s) during the same time period with occasional MAW 
activity (green "x"s). Strong magnetic disturbances were recorded from 09:00 to 16:00 UT 
at CIGO College.
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Figure 5.9. HTV detection using MCCM- and SSVR2-based networks (case 2). The expert 
determined that HTV activity is present from 00:00 to 02:00 UT and from 10:00 to 22:00 
UT on January 17, 2008 with scattered azimuth. Outputs from the MCCM- and SSVR2- 
based networks show the presence of strong HTV activity (blue " x "s) during the same time 
period with occasional MAW activity (green "x"s). Intermediate magnetic disturbances 
were recorded from 00:00 to 02:00 UT and from 10:00 to 22:00 UT at CIGO College.
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Figure 5.10. HTV detection using MCCM- and SSVR2-based networks (case 3). The ex­
pert determined that HTV activity is present from 16:00 to 24:00 UT on January 18, 2008 
with scattered azimuth. Outputs from the MCCM- and SSVR2-based networks show the 
presence of strong HTV activity (blue " x "s) from 16:00 to 24:00 UT with occasional MAW 
activity (green "x"s). Intermediate magnetic disturbances were recorded from 08:00 to 
20:00 UT at CIGO College.
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Figure 5.11. HTV detection using MCCM- and SSVR2-based networks (case 4). The ex­
pert determined that HTV activity is present from 00:00 to 13:00 UT on January 19, 2008 
with scattered azimuth. Outputs from the MCCM- and SSVR2-based networks show the 
presence of HTV activity (blue " x "s) during the same time period with occasional MAW 
activity (green "x"s). Strong magnetic disturbances were recorded from 06:00 to 20:00 UT 
at CIGO College.
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Figure 5.12. HTV detection using MCCM- and SSVR2-based networks (case 5). The expert 
determined that HTV activity is present from 04:00 to 24:00 UT on January 31, 2008 with 
scattered azimuth. Outputs from the MCCM- and SSVR2-based networks show the pres­
ence of strong HTV activity (blue "x"s) during the same time period with very little MAW 
activity (green "x"s). Magnetic disturbances were quiet all day at CIGO College.
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Figure 5.13. HTV detection using MCCM- and SSVR2-based networks (case 6). The ex­
pert determined that HTV activity is present from 14:00 to 18:00 UT on February 11, 2008 
with scattered azimuth. Outputs from the MCCM- and SSVR2-based networks show the 
presence of HTV activity (blue " x "s) during the same time period with little MAW activity 
(green " x "s). Strong magnetic disturbances were recorded from 08:00 to 18:00 UT at CIGO 
College.
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5.3 Summary

Prof. Charles R. Wilson selected seven days of high MAW activity and six days of high 

HTV activity from the 2008 Fairbanks data. These data sets were new to our neural net­

works. The trained MCCM- and SSVR2-based networks were tested against the expert 

analysis (refer to captions in Figs. 5.1-5.13). Expert identified MAW and HTV events are 

comparable to the outputs by the MCCM- and SSVR2-based networks. Colors and num­

bers are assigned to the network outputs: green and one for MAWs; blue and two for 

HTVs; black and three for clutters; red and four for unknown signals. The SSVR2 detec­

tor is far more sensitive than the MCCM detector and selects far more events. However, 

these events have large ox values and low Vt values, and the SSVR2-based network suc­

cessfully classified them as clutter and unknowns. Few unknown outputs are produced by 

our networks, and they can be reduced by adding more examples to the training data sets 

in order to cover the input space more thoroughly. Overall, the network outputs are com­

parable to the expert analysis, and outputs from both networks are very similar to each 

other. Therefore, we conclude that it is possible to automate our classification problem 

at the accuracy of expert level using our neural networks. There networks have several 

advantages over the human operator: first, they are robust; second, they are resistant to 

human errors; finally, they produce consistently unbiased results.
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Chapter 6 

Conclusions

6.1 Summary

We can summarize the main objective of this dissertation in two brief sentences. We can 

separate mountain associated waves (MAWs) from high trace velocity signals (HTVs) us­

ing the trace velocity (Vt). We can use neural networks to automate the classification of 

three low-frequency infrasound signals (MAWs, HTVs, and clutter) at the expert level.

We developed new detection algorithms (SSVR1 and SSVR2) that are based on princi­

ple component analysis. For high-frequency signal with white noise and SNR of -5 dB, for 

instance, the F-stat, MCCM, SSVR1, and SSVR2 detectors reach 100% TP roughly at 100%, 

70%, 0%, and 40% FP (refer to Fig. 3.1). With pink noise and SNR of -5 dB, the F-stat, 

MCCM, SSVR1, and SSVR2 detectors reach 100% TP roughly at 100%, 90%, 30%, and 100% 

FP (see Fig. 3.4). Thus, the SSVR1 detector outperforms the other three detectors for the 

high frequency signal, as the SNR decreases. For low-frequency signals with white noise 

and SNR of -5 dB, for example, the F-stat, MCCM, SSVR1, and SSVR2 detectors reach 100% 

TP roughly at 100%, 90%, 95%, and 0% FP (refer to Fig. 3.3). With pink noise and SNR of 

-5 dB, the F-stat, MCCM, SSVR1, and SSVR2 detectors reaches 100% TP roughly at 100%, 

95%, 100%, and 5% FP (see Fig. 3.6). We observe similar detector behaviors for micro­

baroms as those of the low-frequency signals (refer to Fig. 3.2 and 3.5). For microbaroms 

and low-frequency signals, the SSVR2 detector outperforms the other three detectors, as 

the SNR decreases. In addition, the SSVR-based detectors are computationally very effi­

cient. For instance, speed improvement of MCCM detector to SSVR2 detector increases 

exponentially, as the number of sensors increases (see Fig. 3.7). This has implications for 

planned deployments of arrays with large numbers of sensors. On the other hand, the 

speed improvement of F-stat detector to SSVR2 detector roughly remains the same, as the 

number of sensors increases.

The two detection algorithms (MCCM and SSVR2) are compared with each other us­

ing infrasound data from both the Fairbanks and Antarctic arrays for a period of four
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years (2004-2007). We find that the two detection methods produce similar results (refer to 

Figs. 3.10 and 3.19). The analysis of the Fairbanks data for the past four years (2004-2007) 

suggests that three dominant mountain ranges for the MAW sources in Alaska include the 

Saint Elias Range, the Alaska and Aleutian Ranges, and possibly the Seward and Chukotsk 

Peninsulas (see Fig. 3.11). The analysis of the Antarctic array data for the past four years 

(2004-2007) indicates the dominant MAW source is the Alps Range of the South Island, 

New Zealand (refer to Fig. 3.20).

We observe a global peak around 15:00 UT in the UT variations of the HTVs at the 

Fairbanks array, and such a peak is consistently observed in each year between 2004 and 

2007 (see Fig. 3.13). However, we do not observe any patterns in the UT variations of 

the MAWs at the Fairbanks array. In contrast, we observe a global peak around 5:00 UT 

in the UT variations of the MAWs at the Antarctic array, and such a peak is consistently 

observed in each year between 2004 and 2007 (refer to Fig. 3.22). We do not observe any 

patterns in the UT variations of the HTVs at the Antarctic array. The MAWs and HTVs are 

active in the first and fourth quarters and quite in the second and third quarters for both 

the Fairbanks and Antarctic arrays (see Figs. 3.16 and 3.24).

Both the HTV activity at the Fairbanks array and the disturbances in magnetic activity 

recorded at CIGO College are most likely to occur between 5:00 and 18:00 UT (refer to 

Figs. 3.13, 3.14 and 3.17). We detect far more HTV activity at the Fairbanks array than 

at the Antarctic array because of the higher magnetic latitude of the Antarctic array (77° 

South Vs. 64° North). We also detect much less MAW activity at the Antarctic array than at 

the Fairbanks array. This is possibly due to fewer close-by mountain ranges near Windless 

Bight, Antarctica, where the array is located.

We constructed four perceptron networks, each consisting of two neurons (or percep­

trons) in a single layer. Each input node takes a three-element long feature vector (MCCM 

or SSVR2, Vt, and a x). A total of four perceptron networks (the MCCM- and SSVR2-based 

networks for the Fairbanks and Antarctic arrays) were trained and validated. The input 

data sets used for training and validating the networks consisted of several examples (or



132

feature vectors) and they were chosen based on the selection criteria listed in Tables 3.1 

and 3.2. The target vectors were assigned by the user, and Fig. 4.6 shows the training 

process of the four networks, as a function of epoch number. The MCCM- and SSVVR2- 

based networks were tested using the validation data sets, and all four networks yield the 

classification rates higher than 92% (refer to Tables 4.1 and 4.2). Figs. 4.7 and 4.8 display 

the decision boundaries created by the MCCM- and SSVR2-based networks for the Fair­

banks array. Unknown regions in the SSVR2-based networks are smaller than those in the 

MCCM-based networks.

Prof. Charles R. Wilson, who is considered to be an expert in the study of MAWs and 

HTVs, selected seven days of high MAW activity and six days of high HTV activity using 

the 2008 Fairbanks data. These data sets were never used for training or validating our 

neural networks. The two trained networks were tested against the expert analysis, and 

the comparisons were presented in graphical forms using the modified detection summary 

plots (refer to Figs. 5.1-5.13). The MAWs and HTVs identified by trained networks closely 

resemble those identified by the expert. This allows us to conclude that it is possible to 

automate our classification problem at the expert level using our trained networks. These 

networks have several advantages over the human operator: first, they are robust; second, 

they are resistant to human errors; finally, they produce consistently unbiased results. By 

introducing the neural network as a signal classifier, the expert can devote more time fo­

cusing on the detailed analysis of the MAWs and HTVs.

6.2 Future Directions

We have shown the correlation between the changes in magnetic (or auroral) activity and 

the HTVs observed at the Fairbanks array. One can do the same for the Antarctic array 

since we now have an operating station that measures magnetic activity near the location 

of our Antarctic array.

In this dissertation, we used a perceptron network to classify three linearly separable 

low-frequency signals. These signals are linearly separable in the computed parameters'
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space (or features). We can expand the number of signals we want classify (e.g., include 

high-frequency signals and microbaroms) or increase the dimension of our feature space 

to improve the distinguishability of these signals. As a result, we may require much more 

complicated neural networks capable of non-linear classification. For instance, persistence 

of the azimuth can be added to the feature space in order to improve the distinguishability 

of the MAWs and HTVs. The neural network outputs depend on our parameter estima­

tion, and we have shown that the uncertainty of Vt increases, as Vt and a x increase (refer to 

Figs. 1.6 and 1.7). As a result, it is possible for the trained networks to classify the MAWs 

and HTVs incorrectly due to errors in our parameter estimation. This misclassification 

would form the basis for another ROC study.

Finally, we ignored the effect of coincidence detections on our parameters' estimation. 

The effect on the parameter estimation and likelihood of such events may be significant. 

If so, we may be to develop a variable that measures the coincidence detection and incor­

porate into our feature space. The performance of neural networks may improve, as we 

increase the size of features and the complexity of the neural networks.
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