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Abstract

Polar stratospheric clouds (PSC) are an artifact of extremely low temperatures in the 

lower-stratosphere caused by a lack of sunlight during winter. Their presence induces 

increased concentrations of chlorine and bromine radicals that drive catalytic ozone 

destruction upon the return of sunlight in spring. An eye-safe micropulse lidar (MPL; 

0.523 pm) was installed at the Scott-Amundsen South Pole Station, Antarctica in 

December 1999 to collect continuous long-term measurements of polar clouds. A four- 

year data subset for analyzing PSC is derived from measurements for austral winters 

2000 and 2003 - 2005. A statistical algorithm based on MPL signal uncertainties is 

designed to retrieve PSC boundary heights, attenuated scattering ratios and demonstrate 

instrument performance for low signal-to-noise measurements. The MPL measurements 

consist mostly of Type II PSC (i.e., ice). The likelihood for Type I measurements are 

described for specific conditions. Seasonal PSC macrophysical properties are examined 

relative to thermodynamic and chemical characteristics. The potential for 

dehumidification and denitrification of the lower Antarctic stratosphere is examined by 

comparing PSC observations to theoretical predictions for cloud based on common 

scenarios for water vapor and nitric acid concentrations. Conceptual models for seasonal 

PSC occurrence, denitrification and dehumidification and ozone loss are described. A 

linear relationship is established between total integrated PSC scattering and ozone loss, 

with high correlation. Polar vortex dynamics are investigated in relation to PSC 

occurrence, including synoptic-scale geopotential height anomalies, isentropic airmass
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trajectories and local-scale gravity waves. Moisture overrunning, from quasi-adiabatic 

cooling and transport along isentropic boundaries, is considered a primary mechanism for 

PSC occurrence. Middle and late-season PSC are found to be the result of mixing of 

moist air from the outer edges of the vortex that cools upon reaching South Pole. Gravity 

waves are considered to be only a secondary influence on PSC nucleation and growth.
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1

CHAPTER 1 

INTRODUCTION

This thesis examines continuous measurements of polar stratospheric clouds (PSC) at 

the Scott-Amundsen South Pole Station (~ 90.0° S) from May to September 2000 and 

May to October 2003-2005. The data were collected with an eye-safe micropulse lidar 

(MPL; Spinhirne, 1993). Macrophysical cloud properties are derived using a statistical 

algorithm based on the photon-counting technique of the MPL avalanche photo-diode 

detector. These data are examined in conjunction with atmospheric thermodynamic 

parameters and chemical concentrations measured from balloonsondes. Scenarios for 

denitrification, a proxy for atmospheric conditioning and partitioning of reactive chlorine 

and bromine species, are investigated. The result is a composite analysis of PSC 

occurrence and ozone destruction through the polar night and into spring. Airmass back- 

trajectories and climatological flow patterns are also examined to gain an understanding 

of transport and the thermodynamic evolution of air transported to South Pole. These 

data are examined relative to geopotential height anomalies measured from 60° - 90° S to 

correlate any notable influence of austral polar vortex dynamics on PSC incidence. For a 

layer where air has previously been identified as denitrified and/or dehumidified, 

subsequent PSC presence serves as a passive tracer for nitric acid and water vapor.

Situated near the core of the polar vortex the South Pole represents a unique and 

significant observing point for studying PSC. What occurs at or near South Pole is not
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necessarily indicative of what occurs over points, say, near the edges of the polar vortex, 

where sufficiently cold temperatures are not as persistent and gravity wave influence is 

potentially more important toward the nucleation and growth of PSC (e.g., Gobbi et al., 

1998). Furthermore, meridional mixing of air across the vortex is more significant at the 

edges from baroclinic disturbances and planetary-scale wave breaking. It is both 

necessary and beneficial to characterize PSC properties from South Pole for it represents 

one end of a longitudinal cross-section of the vortex upon which PSC macrophysical and 

microphysical processes likely vary. The primary research objectives, therefore, are to 

understand how PSC occurrence evolves temporally and spatially during the polar night, 

and whether or not PSC presence at South Pole is positively correlated with the 

magnitude of the austral ozone hole. Another objective is to understand to what degree 

polar vortex dynamics influence PSC occurrence. However, before answering these 

questions it is necessary to both develop an algorithm to retrieve the PSC signal from the 

low-powered MPL backscatter profile, as well as characterize the signal with respect to 

noise so as to demonstrate that instrument performance is satisfactory to these tasks.

The remainder of this chapter is a review of the literature describing stratospheric 

ozone, natural and halogen-based catalytic ozone loss cycles, austral polar vortex 

dynamics, polar stratospheric clouds, previous PSC research and the Antarctic ozone 

hole. The second chapter is a summary of the MPL instrument, South Pole MPL 

datasets, a statistical algorithm for deriving significant scattering layer heights from low 

signal-to-noise MPL data and the results from a four-year data subset (2000, 2003-2005). 

The third chapter is a description of seasonal ozone, thermodynamic and PSC
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macrophysical properties correlated with algorithm output, and an investigation into the 

correlation of PSC occurrence and seasonal ozone loss. The fourth chapter describes 

results from the examination of polar vortex dynamics, including isentropic back- 

trajectory analyses, geopotential height anomalies and gravity wave energies during the 

subset years. Conclusions are presented in the fifth chapter. Appendix A is a description 

of a data-smoothing filter used at multiple stages in this research. Appendix B is a case- 

study of MPL PSC observations compared to measurements made with a co-located high- 

power mesospheric lidar at South Pole in 2000. Doing so serves to further characterize 

the sensitivity of the MPL relative to PSC detection.

1.1 Stratospheric Ozone and Natural Loss Cycles

In the global radiation budget ozone regulates the atmospheric transmission of solar 

ultraviolet radiation and, therefore, that which is incident at the surface of the earth (e.g., 

Cornu, 1879; Hartley, 1880) a recent summary on stratospheric ozone is given by 

Solomon, 1999). Ozone absorption of high-energy photons induces electronic transitions 

to elevated potential and vibrational energy states around the molecule that warms the 

ambient environment (e.g., Liou, 2002). The strongest ozone absorption bands are 

centered at the 0.255 pm wavelength, with weaker ones extending between 0.300 and 

0.360 pm and even further into the visible part of the electromagnetic spectrum. Photons 

absorbed with an appropriate measure of energy however, can lead to unstable excited 

states, thereby inducing either dissociation or ionization (e.g., Liou, 2002). Peak ozone 

concentrations vary between 15.0 and 25.0 km as a function of latitude and season with

3
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4

Table 1.1 The Chapman ozone reactions.
Chemical reactions described by Chapman (1930), updated by 
Solomon (1999), to describe stratospheric ozone formation and 
destruction for an oxygen-only scenario.

O2 + h v ^  2 0  ( I  < 0.240 pm) (R l)

O + O2 + M —* O3 + M (R2)

0 3 + hv 0 2 + O('D) (k < 0.320 pm) (R3)

0 ( 1D) + M -* O + M (R4)

0 3 + hv -»  0 2 + O (k < 0.320 pm) (R5)

0  + 0  + M - » 0 2 + M (R6)

O + 0 3 -»• 20 2 (R7)

exponential decreases above and below (Wayne, 1991). Ozone absorption is responsible

for the inverted thermal structure of the stratosphere (e.g., Andrews et al., 1987).

Indirectly, the ozone layer protects terrestrial organisms by limiting damaging ultraviolet 

radiation reaching the planet surface (e.g., van der Leun et al., 1989; van der Leun and de 

Gruijl, 1993).

Chapman (1930) first conceptualized the existence of an elevated ozone layer based 

on the photochemistry of molecular oxygen. Later Director of the Geophysical Institute 

at this university, the work and initiative of Dr. Chapman inspired many generations of 

scientists within the very halls that this thesis was prepared, and began the study of 

upper-atmospheric aeronomy. Little was known at that time about the vertical 

distribution of ozone, except that there were large amounts of total ozone present in the 

atmosphere, and that it was likely concentrated at an elevated height. Furthermore, little 

was known about the ultraviolet spectrum and the parameters influencing the formation 

and dissociation of O, O2 and O3 (Akasofu et al., 1967). Chapman (1930) reconciled all
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known facts concerning atmospheric ozone using photochemical theory. His model, 

revised in the review by Solomon (1999) is shown in Table 1.1. Photolysis of molecular 

oxygen drives ozone formation. This same process also destroys it. Reaction R5 

represents the net reaction of R3 and R4. Reactions R l, R6 and R7 are relatively slow 

such that steady-state equilibrium is governed by R2 and R5. However, the slower 

reactions ultimately govern ozone concentrations through the production and loss of 

atomic oxygen and subsequent loss of O and O3 combined. This discovery was 

fundamental for predicting the vertical distribution of atmospheric ozone with high 

accuracy, but over-estimated their concentrations (e.g., Jacob, 1999).

It was later found that catalytic ozone loss could occur naturally through reaction with 

hydrogen oxide and nitrogen oxide radicals (Bates and Nicolet, 1950; Hampson, 1964; 

Crutzen, 1970, 1971; Johnston, 1971). The term “catalytic” describes a series of 

reactions whereby the molecule that destroys another is reformed and capable of 

reinitializing the cycle. These reactions, including formation and termination steps 

(through the water and nitric acid molecules, respectively) are shown in Table 1.2. In the 

stratosphere, oxidation of water vapor molecules yields the hydroxyl radical OH (R8). 

This molecule may then react with ozone to form the hydroperoxy radical HO2 (R9), 

which may further react with another ozone molecule to reproduce OH (RIO). 

Termination occurs when the two radicals react to reform water vapor and a molecular 

oxygen molecule (Rl 1). The net effect of this cycle is

203 302 (R15)

5
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6

Table 1.2 Natural ozone loss cycles.
Initiation, propagation and termination reactions for catalytic ozone 
destruction by hydrogen oxide through water vapor (R8-R11) and 
nitrogen oxide radicals (R12-R14), after Bates and Nicolet (1950), 
Hampson (1964), Crutzen (1970; 1971) and Johnston (1971).

H20  + 0 ( 1D) -*• 20H (R8)

OH + O3 —► HO2 + O2 (R9)

H 0 2 + 0 3 —► OH + 2 0 2 (RIO)

OH + H 02 -> H20  + 0 2 (R ll)

NO + O3 —* NO2 + O2 (R12)

NO2 + 0  —* NO + O2 (R13)

NO2 + OH + M —»HNO3 + M (R14)

Water vapor in the stratosphere occurs through mixing with the troposphere or oxidation 

of methane, the latter being subject to fluctuations from human input.

Nitric oxide is produced naturally in the atmosphere from the oxidation of N2O. 

Anthropogenic modification of NO concentrations in the lower stratosphere occurs 

through oxidation of molecular nitrogen at high temperatures in aircraft exhaust plumes. 

In the upper stratosphere, perturbations of NO concentrations are also possible from solar 

photon events (Heath et al., 1977). NO reacts rapidly with O3 to form NO2 (R12). 

Subsequent reaction of this product with atomic oxygen reforms the NO molecule and 

perpetuates the cycle (R13). Termination occurs when NO2 reacts with OH to form nitric 

acid, a stable species considered a reservoir for reactive nitrogen compounds (R14). The 

net sum of this cycle is equal to R7. Following improved measurements of kinetic 

reaction rates (Ko and Sze, 1983) hydrogen and nitrogen-based loss mechanisms and their
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perturbations combined with the Chapman (1930) theory produced an accurate model of 

the steady-state stratospheric ozone budget (McElroy and Salawitch, 1989).

1.2 The Austral Polar Vortex

The atmosphere surrounding Antarctica may be referred to as the “South Polar 

atmospheric cap”, which is defined by the bounds of the planet surface, the top of the 

atmosphere and an imaginary zenith-reaching wall anchored at 70° S latitude (Fig. 1.1; 

King and Turner, 1997). This region experiences net radiative cooling throughout the 

year (Masuda, 1990) and top-of-the-atmosphere (TOA) solar irradiance is zero over 

portions of this area between April and August. Nakamura and Oort (1988) estimate the 

TOA net radiative flux over the cap to approach -  150 W/m during autumn and early 

winter. To balance this loss during this period energy is transported from mid-latitudes 

via the mean meridional atmospheric circulation. Lower-stratospheric infrared cooling 

by ozone during polar night is significant such that the thermal inversion normally 

associated with heights above the tropopause level is eroded. Meridional temperature 

gradients form around 60.0° S with peak values occurring near 25.0 km above mean sea 

level (MSL). Compensating mid-latitude transport and the Coriolis force create cyclonic 

convergence at these heights over the austral pole (e.g., King and Turner, 1997). The 

result is a strong jet stream and persistent circumpolar vortex. The analogous boreal 

feature is otherwise disrupted by planetary waves and mixing initiated by more complex 

surface topography in the northern hemisphere (Newman et al., 2001).
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Figure 1.1 Polar stereographic map of Antarctica.
Southern hemispheric map south of 45° S, including Antarctic 
continent and outline around 70° S denoting South Polar cap (see 
text). An asterisk denotes the approximate location of the maximum 
altitude above sea level of the continental plateau.

The vortex expanse frequently fills the area of the South Polar cap, though it is by no 

means a static entity. Rossby waves, baroclinic disturbances and low-level cyclogenesis 

produce distortion visible along the vortex edges. During the polar night these 

disturbances and vertical eddy transport act to shed cyclonic vorticity from the upper- 

level core to enable low-level outflow and increase meridional heat transport (e.g., James,
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1989; Egger, 1992; Juckes et al., 1994). Radiative cooling and subsidence induce 

concurrent katabatic flow in the lower troposphere driving anticyclonic outflow off the 

continental shelf. The two features are coupled such that cyclonic spin-up at upper-levels 

constricts low-level outflow (Simmonds and Lctw, 1995). The vortex reflection at low- 

levels is therefore centered not directly over South Pole but over the maximum height of 

the Antarctic continental plateau (denoted by the asterisk in Fig. 1.1). Climatologically, 

the austral vortex exists year round (e.g., Renwick, 2004), however its ability to inhibit 

significant mixing of lower-latitude air is strongest from April, lasting sometimes into 

December (e.g., Fleming et al., 1988).

Upper-atmospheric data at South Pole is limited. Daily sounding launches rely on 

balloons made of fragile materials (most commonly Mylar) unable to withstand extreme 

winter temperatures. As a result balloons frequently burst before sampling to heights of

30.0 km MSL (a common burst height in the summer months). However, at an irregular 

frequency, highest during late winter and spring, plastic (i.e., expensive) balloons are 

used to launch advanced ozone sampling radiosonde packages that ensure measurements 

to these altitudes.

Shown in Fig. 1.2 are averaged temperatures calculated from episodic ozonesonde 

datasets collected from 2000 -  2005 from 10.0 -  25.0 km MSL (a) and from daily 

balloonsonde measurements collected from August 1998 through December 2005 from

3.0 -  12.0 km MSL (b). Only balloons reaching 25.0 km MSL were used in the former 

sample, while only those reaching 12.0 km MSL were used for the latter. To include as 

many data points as possible for each height region, the differing databases were

9
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JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN

Figure 1.2 Annual mean temperatures at the South Pole.
Mean temperatures measured from South Pole Station for 2000 -  
2005 from 10.0 -  25.0 km MSL (a) and for August 1998 -  December 
2005 from 3.0 -  12.0 km MSL (b).

examined. A traditional tropopause is visible near 10.0 km MSL through early March. It 

then disappears during polar night (Fig. 1.2b) and reforms in December. An inverted 

stratospheric thermal profile disappears between April and November (Fig. 1.2a). A deep
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Figure 1.3 Annual mean virtual potential temperatures at the South Pole.
Mean virtual potential temperatures measured from South Pole 
Station for 2000 -  2005 from 10.0 -  25.0 km MSL (a) and for 
August 1998 -  December 2005 from 3.0 -  12.0 km MSL (b).

layer of persistent cold air is instead observed with a core (approx. 180 K) centered near

20.0 km MSL in late July and early August. Thermal inversions are intermittently 

present during the polar night at the tropopause but they are shallow and rarely more than
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a few degrees. A strong planetary boundary layer inversion occurs between April and 

September in response to surface cooling. Shown in Fig 1.3 are mean virtual potential 

temperature (VPT) profiles for 10.0 -  25.0 km MSL (a) and for 3.0 -  12.0 km MSL (b), 

derived in a manner similar to above. Isentropic transport in the vortex produces 

rising/cooling air approaching the pole. During winter VPT surfaces reach maximum 

heights in response to infrared cooling, though these peaks are offset with respect to 

height with higher altitudes exhibiting them earlier than those near the surface. The loss 

of sunlight is apparent in both figures during April and March with a reoccurrence of 

solar insolation evident from August.

1.3 Polar Stratospheric Clouds and Lower-Stratospheric Denitrification

PSC have long been observed from both hemispheres {Stanford and Davis, 1974). 

However, the fortitude of the austral polar vortex inhibits rapid mixing of warm mid­

latitude air and enhances radiational cooling relative to the northern hemisphere (e.g., 

Waugh and Randal, 1999). The condensation and frost point temperatures for 

background concentrations of nitric acid and water vapor are repeatedly surpassed for 

long periods, whereas this occurs only episodically over the boreal pole. Summaries of 

the physical processes, theories and observations of PSC research have been reported by 

Toon et al. (1989), Turco et al. (1989), Solomon (1999) and Toon et al. (2000).

McCormick et al. (1982) and Steele et al. (1983) first reported the extent of PSC 

occurrence using satellite occultation data over Antarctica. The initial report of 

significant ozone loss occurring over the southern pole came from Farman et al. (1985).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A subsequent report came from Solomon et al. (1986). The latter paper showed that gas- 

phase chemistry could not be used to reconcile observed losses. Given the ubiquitous 

nature of PSC, Prather et al. (1984), Crutzen and Arnold (1986), McElroy et al. (1986b) 

and Solomon et al. (1986) proposed models for heterogeneous chemistry involving PSC 

particle surfaces as a method for activating chlorine and bromine capable of 

photochemical catalytic ozone destruction. Toon et al. (1986) and Crutzen and Arnold 

(1986) calculated that condensation of HNO3 and HC1 would be possible in the winter 

polar stratosphere. Based on McCormick et al. (1982) and Hamill and McMaster (1984) 

Toon et al. (1986) characterized downward motions of air in PSC and aerosol scavenging 

effects. They postulated that sedimentation of cloud particles may remove nitric acid 

from the stratosphere, which would enhance reactive halogen-bearing chemical 

mechanisms. These pioneering papers (P. J. Crutzen would eventually share the Nobel 

Prize for Chemistry in 1995 for work in ozone-loss chemistry) established the link 

between ozone loss and PSC occurrence.

Junge (1961), Junge and Manson (1961) and Junge et al. (1961) described 

measurements of the non-volcanic background aerosol of the stratosphere and identified 

the prevalence of deliquesced sulfate particles. The presence of water ice in PSC 

composition was recognized early on (Stanford, 1973; McCormick et al., 1982). 

Following earlier work on nacreous clouds (Hallett and Lewis, 1967) it was initially 

believed that PSC particle growth occurred through sulfate particle deliquescence and 

freezing (Steele et al., 1983; Hamill and McMaster, 1984). This hypothesis proved 

inconsistent with satellite measurements of solar extinction and particle fall velocity rates

13
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TEMPERATURE (K)

Figure 1.4 Condensation and frost point temperatures for NAT and ice.
Condensation and frost point temperatures as a function of pressure 
for nitric acid trihydrate and ice, respectively, for given HNO3 and 
water vapor concentrations (see insert).

(Hamill et al., 1986; Toon et al., 1986). Toon et al. (1986) reconciled these observations

using condensed nitric acid as the predominant particle composition.

McElroy et al. (1986a), Toon et al. (1986) and Crutzen and Arnold (1986) suggested

that solutions of HNO3 and HC1 would condense at slightly warmer temperatures than

water ice at stratospheric temperatures and pressures. The latter two papers further
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TEMPERATURE (K)
Figure 1.5 Comparison of saturation vapor pressure parameterizations.

Comparison of saturation vapor pressures as a function of 
temperature derived from Marti and Mauersberger (1993) and 
Bohren and Albrecht (1998).

proposed saturation vapor pressure curves for solid solutions o f H2O and HNO3 near the

stoichiometric trihydrate (nitric acid trihydrate; NAT). McElroy et al. (1986a) and

Hamill et al. (1988) reported a variable solubility for each molecule and therefore a

variable absolute composition to the stoichiometric trihydrate leading to a range of

stratospheric pressures over which it is stable. From laboratory measurements, Hanson

and Mauersberger (1988) showed that NAT is expected to form in the stratosphere

nearly 7 K above the ice frost point. Their data are shown in Fig. 1.4 for 8.0, 10.0 and

12.0 parts per billion by volume (ppbv) HNO3 and 4.0 parts per million by volume
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(ppmv) of water vapor. The ice frost point is also shown using a relationship derived by 

Bohren and Albrecht (1998) for 2.0, 4.0 and 6.0 ppmv water vapor.

Marti and Mauersberger (1993) derived an empirical equation for calculating the 

saturation vapor pressure over ice. The Bohren and Albrecht (1998) relationship was 

chosen for this research as it is a solution to the Clausius-Clapeyron equation, albeit one 

assuming that the enthalpy of sublimation changes as a linear function of temperature. 

The two relationships are compared in Fig. 1.5 between 170 and 210 K. They diverge as 

an inverse function of temperature, but never differ by more than 0.5 K for this region. 

Ultimately, homogeneous freezing of liquid water in solution droplets is constrained 

relative to the ice frost-point as a function of water activity, which is in turn a function of 

the partial-pressure of water vapor over the solution droplet relative to that of pure ice 

(e.g., Koop et al., 2000). For qualitative discussion the small difference is not important.

Kent et al. (1986) reported ground-based linear lidar depolarization measurements 

(defined as the ratio of signal measured in the orthogonal polarization plane to that of the 

transmitted parallel plane; e.g., Sassen, 1991) from the Arctic. Linear depolarization 

measurements unambiguously separate spherical (i.e., mostly liquid) from non-spherical 

particles (i.e., ice) and are sensitive to the exact shape of irregular particles. They 

reported layers of near-zero depolarization in weakly scattering PSC supporting the 

likelihood for a solution droplet composition. From strongly scattering layers they 

reported significant depolarization. Iwasaka (1986a, b) and Iwasaka et al. (1985) 

reported similar depolarization measurements made from the Japanese Syowa Station 

(69.0° S, 39.6° E) along the northeast Antarctic coast. Poole and McCormick (1988)

16
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correlated airborne lidar backscatter measurements with temperature to discriminate 

between stages for NAT and ice particle growth.

From the 1987 Airborne Antarctic Ozone Expedition (AAOE) filter measurements 

(Gandrud et a l, 1989), species concentration sampling {Fahey et al., 1989), particle 

counting {Ferry et al., 1989) and infrared spectra collected from low optical depth clouds 

{Kinne et a l, 1989) indicated the presence of condensed sub-micron HNO3 particles at 

temperatures below 200 K. Arnold et al. (1989) reported evidence of nitric acid 

condensation from balloon and rocket sampling in the Arctic. Ferry et al. (1989) and 

Wilson et a l (1989) directly confirmed the presence of ice crystals on the order of a few 

microns diameter in lenticular PSC observed near the frost point temperature. Toon et al. 

(1989) proposed that PSC be divided into three classifications, denoting those composed 

of concentrated nitric acid formed at temperatures above the ice front point (Type I), and 

optically thin (Type II) and thick (Type III) water ice. Type I PSC were divided in two 

sub-categories to discriminate between relatively large (r > 1.0 pm) frozen particles 

(Type la) and small (r ~ 0.5 pm) liquid droplets (Type lb) as a function of lidar 

depolarization measurements {Browell et a l, 1990; Toon etal., 1990).

Conceptual models for PSC growth and composition at this stage proved incomplete. 

Airborne in-situ and balloon measurements in the Arctic showed that high HNO3 

supersaturations were common with respect to NAT, and that ratio values up to 10 were 

required before increases in particle numbers and volume were detected (e.g., Dye et a l, 

1990; 1992; Hofmann et al., 1990; Hofmann and Deshler, 1991; Kawa et al., 1992). Dye 

et a l (1992) measured the growth of liquid-phase sulfate particles outside of cloud to

17
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Figure 1.6 Model for Type I PSC formation.
After Tabazadeh et al. (1994), a model for PSC Type I PSC 
formation. Temperature decreases from top to bottom along the 
vertical axis (left). Approximate temperatures for the 
condensation/frost points for NAT (195-197 K), HNO3 (191-193 K) 
and ice (188-190 K) are used. Arrows pointing upward indicate 
evaporation.

temperatures well below that of saturation with respect to NAT. Ternary solution 

mixtures of H2SO4-HNO3-H2O had been hypothesized as an intermediate PSC growth 

stage (Crutzen et a l, 1988). Laboratory measurements of large HNO3 uptake in ternary 

solutions were reported by Zhang et al. (1993). Model analyses by Carslaw et al. (1994), 

Drdla et al. (1994) and Tabazadeh et al. (1994) showed that many of these 

inconsistencies could be reconciled by assuming the presence of ternary solution droplets. 

A reexamination of AAOE data showed that particle infrared spectra were more likely 

that of ternary solution droplets than nitric acid hydrates (Toon and Tolbert, 1995). 

Laboratory measurements showed that ternary solution droplets do not readily freeze, 

though Crutzen et al. (1988) suggested that a requirement for solid NAT growth was a 

frozen embryonic sulfate particle. Turco et al. (1989) described the heterogeneous
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nucleation of frozen sulfate particles and subsequent vapor deposition growth of NAT as 

a means for Type la PSC growth. Measurements reported by Larsen et al. (1995; 1996) 

confirmed their occurrence.

A model for PSC growth described by Tabazadeh et al. (1994) is shown in Fig. 1.6. 

They suggested two pathways to PSC growth for Type I particles, each being a function 

of the phase of the embryonic sulfate particle. Ternary solutions and dissolutional growth 

are described along the liquid-phase path, whereas deposition and condensational growth 

represent stages of solid-phase particle growth from the thermodynamically stable phase 

of H2SO4, sulfuric acid tetrahydrate (SAT; Gable et a l, 1950), into NAT. Type II PSC 

nucleation would occur after continued cooling of either variety of Type I particle. 

Although subsequent laboratory and field measurements provided evidence that from the 

saturation of solution droplets with respect to ice required to overcome nucleation 

barriers the corresponding nucleating temperature would be depressed relative to the frost 

point on the order of a 2-3 K (Carslaw et a l, 1998a; Koop et al., 2000). Measurements 

of SAT formation, HNO3 uptake in the melting phase and subsequent refreezing under 

laboratory conditions were described by Iraci et al. (1998). Marti and Mauersberger 

(1993) showed that if vapor containing stratospheric molar ratios of HNO3 to H2O are 

cooled to near 192 K a hydrate or solution with high H2O to HN03 ratios form. 

Tabazadeh et al. (1994) suggested the formation of such solutions on sulfate ice particles 

as an alternate means for Type lb nucleation aside from condensational growth, and that 

such processes would be highly selective resulting in a relatively low concentration of 

large particles.

19
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A third sub-classification was proposed by Tabazadeh et al. (1996; Type Ic) to 

describe small nonspherical particles consisting of metastable HNO3/H2O solid phases 

(Fox et al., 1995; Tabazadeh and Toon, 1996) that are not described in Fig 1.6 and were 

thought likely to be the first solid phase Type I particle that forms upon cooling. From 

Upper Atmospheric Research Satellite (UARS) measurements Massie et al. (1997) and 

Santee et al. (1998) indicated that early season PSC properties were more consistent with 

the appearance of ternary solutions followed by formation of the metastable nitric acid 

dehydrate (NAD) rather than NAT, as predicted by Worsnop et al. (1993) and Fox et al. 

(1995). MacKenzie et al. (1995), Drdla et al. (1994) and observations by Murphy et al. 

(1998) described trace impurities (i.e., meteoric residue, organics and soot) in 

stratospheric particles that may influence freezing. Following ground-based lidar 

observations from South Pole Station reported by Collins et al. (1993), Gobbi et al., 

(1998) grouped backscatter ratios (defined as the ratio between measured backscatter and 

that attributed to the molecular component of the background atmosphere), depolarization 

and volume concentration measurements collected with a 0.532 pm lidar at McMurdo 

Station, Antarctica (77.8° S, 166.7° E) into seven categories for phase and composition. 

The first two parameters are shown in Table 1.3. Their data further supported the 

presence of metastable hydrate solids such as NAD as opposed to NAT. Their 

constraints on backscatter ratio will be referred to in future chapters. Nucleation rate 

constants and freezing mechanisms for NAD and NAT described by Bertram and Sloan 

(1998a, b) showed NAD nucleation to be favorable at stratospheric conditions, whereas 

the freezing of NAT through homogeneous nucleation was unlikely.
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Table 1.3 Seven distinct classes of PSC.
After Gobbi et al. (1998), seven classes of PSC particles, as 
measured by lidar from McMurdo Station, Antarctica during winter 
1995. R refers to the backscatter ratio at 0.532 pm, and D the linear 
depolarization ratio. MSP denotes metastable phases associated with 
nitric acid condensate referred to in the text.

Class Rmin Rmax Dmin °/o Dmax % Phase Dominating

0 1.0 1.2 0 2 Liquid sulfate background

1 1.0 1.2 2 20 Liquid and frozen sulfates

2 1.2 2
Mixed phase ternary 
solutions+HNCL-MSP/NAT

3 1.2 2 Ternary solutions

4 1.2 2
Solid phase NAT/HNOs- 
MSP

5 1.2 ... 2
Mixed phase ice and ternary 
solutions

6 1.2 2 Ice

The role of denitrification in ozone loss is well-known. However, the process is a 

complex function of PSC nucleation and growth mechanisms (e.g., Solomon, 1990; Toon 

et al., 1990). Sedimenting PSC particles may irreversibly remove HNO3 (the principal 

reactive stratospheric nitrogen-based species, of which NO, NO2, N2O5 and CIONO2 are 

also important) and water from the nucleating regions. Denitrification suppresses the 

stable partitioning of reactive chlorine and bromine molecules, as illustrated by Reaction 

R14 (Table 1.2), which is the termination step in the example of catalytic ozone 

destruction by nitrogen and hydrogen oxides. It is still not understood what conditions 

favor the growth of a few large particles at the expense of, or in spite of large numbers of 

smaller ones, what the primary composition is of such particles, or how these conditions 

vary over the polar night with respect to geographic location and air mass trajectory and
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Table 1.4 Spherical particle fall-velocities in lower-stratosphere.
From Kasten (1968), falling velocities (m sec'1) of spherical particles 
of given radii and mass density 1.0 gm cm' 3 in the 1962 U. S. 
Standard Atmosphere at 15.0, 20.0 and 25.0 km MSL.

Height 
MSL (km)

15.0

20.0 

25.0

0.01 pm 0.10 pm 1.00 pm 10.00 pm

1.07x1 O' 6 1.16x1 O' 5 2.35xl0 '4 1.6 lx l O'2

2.33x1 O'6 2.42x10'5 3.49x1 O'4 1.70x1 O’2

5.06x1 O' 6 5.15xl0'5 6 .10x1 O'4 1.87x1 O'2

thermodynamic history. In Table 1.4 are fall-velocities for spherical particles of given 

radius and a mass density of 1.0 gm cm' 3 in a standard atmosphere at 15.0, 20.0 and 25.0 

km MSL based on the Stokes friction law modified by the Cunningham-Millikan 

correction {Kasten, 1968). Values vary over four orders of magnitude, with those at 10.0 

pm exceeding 1.0 km day'1.

Denitrification is not a required process for catalytic ozone destruction, but instead 

enhances it. Heterogeneous chlorine activation may occur on PSC surfaces in the 

presence of sunlight irregardless of denitrification {Portmann et a l, 1996; Chipperfield 

and Pyle, 1998). Supporting evidence for denitrification, however, is abundant from over 

both poles (e.g., Gobbi et al, 1991; Solomon, 1999; Waibel et al., 1999; Kondo et al., 

20 0 0 ), though denitrification and dehydration may occur regionally exclusive of one 

another depending on temperature and the dominant PSC growth mechanism of the air 

mass (e.g., Fahey et a l, 1990). Measurements from the Antarctic indicate that 

denitrification occurs before dehydration {Tabazadeh et al, 2000; Santee et al., 1995). 

Recent reports of Antarctic denitrification and dehydration have come from Microwave
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Limb Sounding {Santee et a l, 2005; Waters et al., 2006) measurements made aboard the 

Earth Observing System Aura satellite (Schoeberl et al., 2004).

Ongoing research into PSC composition, nucleating and growth mechanisms over the 

past ten years has focused on characterizing denitrification {Tabazadeh et al., 2001). 

Fahey et al. (2001) reported a previously unknown class of large nitric acid-containing 

particles with diameters of 10.0 to 20.0 pm that would sediment and denitrify. They were 

unable to address the nucleation process responsible, but were able to model their growth 

and eventual fall using NAT. However, Knopf et al. (2002) argued that homogeneous 

nucleation rates derived from in-situ measurements in the Arctic for NAD and NAT from 

ternary solution and hydrate aerosols are insufficient to explain PSC number densities of 

large nitric acid particles required for denitrification.

Tabazadeh et al. (2000; 2001) showed that continued stratospheric cooling in the 

Arctic {Ramaswammy et al., 2001) of 4.0 K would trigger widespread denitrification that 

could enhance future ozone loss there by up to 30%. Tabazadeh et al. (2001) also 

theorized the existence of a “polar belt” for conditions optimized to NAD growth relative 

to NA, and particle sedimentation as a function of nucleation rates versus temperature 

and thermal history. However, their study considers only the airmass that reaches the 

optimal NAD nucleation temperatures without further cooling. This scenario does not 

take into account the case where trajectories continue to cool beyond the ice frost point, 

similar to what is observed near South Pole from June through August. Nor do they 

consider the impact these embryonic species may have on ice nucleation and 

sedimentation of water mass (e.g., Pruppacher and Klett, 1997).

23
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Figure 1.7 OMI composite ozone concentrations.
Example of ozone Monitoring Instrument measurements of total 
ozone over the austral pole in Dobson units (DU). The ozone hole is 
considered present for the airmass containing less than 220 DU, 
denoted in the figure by the white contour.

1.4 Halogen-based Catalytic Ozone Loss and the Antarctic Ozone Hole

Well before the discovery of the ozone hole, models for stratospheric ozone 

destruction involving halogenated (i.e., chlorine and bromine) aliphatic hydrocarbons 

(halocarbons) were proposed (e.g., Stolarski and Cicerone, 1974; Wofsy et al., 1975). 

Anthropogenic halocarbons accumulate in the troposphere, where they are relatively 

inert, and gradually migrate into the stratosphere. There reactive sub-species are 

activated both photochemically, and heterogeneously on PSC particle surfaces where
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Figure 1.8 Annual maximum austral ozone hole area.
Annual maximum austral ozone hole area (km2) from 1979-1995 
determined from satellite measurements of ozone concentration for a 
Dobson Unit threshold of 220 DU.

they may then react with ozone. Solomon (1999) provides an extensive summary of

measurements of stratospheric ozone loss, the relevant chemical processes and a history

of relevant research.

The ozone hole was first confirmed by Farman et al. (1985,) from comparing 

spectrometer measurements of ozone at two British research stations along the Antarctic 

coastline during 1980-1984 to historical records. Stolarski et al. (1986) then described 

the spatial extent of abnormally low ozone concentrations over the austral pole in terms 

of Dobson units (1 DU = 10' 3 atm cm) from satellite spectrometer measurements. The 

feature first forms in August, peaks from late September to early October, and dissipates 

most typically in December. An example of Ozone Monitoring Instrument (OMI; Levelt
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et a l, 2006) data depicting the ozone hole is shown in Fig. 1.71, where the outer 

boundary of the ozone hole is designated by the 220 DU contour. In this example the 

hole is seen to cover nearly the entire Antarctic continent. In Fig. 1.8 are annual values 

for the maximum area for the Antarctic ozone hole calculated from satellite 

measurements2. These values increase rapidly in the middle 1980s, reaching just under

25.0 million km2 by 1992. In recent years the values have varied about this approximate 

number. The maximum area value reached just over 30.0 million km2 in 2000. 

Relatively low values, nearing 20.0 million km2 were observed in 2002 and 2004. In 

2002, anomalous stratospheric warming induced by unusually large Rossby wave activity 

occurred, and the ozone hole split into two vortices in September (Hoppel et al., 2003). 

Each season will be discussed more in depth in future chapters.

Activating reactive chlorine and bromine-based molecules from PSC surfaces begins 

as a function of the uptake of their inert gas-phase species. Heterogeneous conversion is 

then a function of the composition and phase of PSC combined with ambient 

temperature, pressure and water vapor abundance (Tolbert et al., 1988; Ravishankara and 

Hanson, 1996; Carslaw and Peter, 1997, Carslaw et al., 1997a, Carslaw et al., 1997b). 

The process is most efficient with ice surfaces. The primary heterogeneous reaction for 

chlorine is

HC1 + C10N0 2 -> Cl2 + HN0 3 (R16)

1 Data posted at http://ozonewatch.gsfc.nasa.gov: P. A Newman, NASA/Goddard Space Flight Center, 
Responsible Official.
2 Data posted at http://www.theozonehole.com as calculated by R. McPeters, NASA/Goddard Space Flight 
Center.
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Table 1.5 The industrial chlorofluorocarbons.
Industrial chlorofluorocarbons found in the atmosphere, designated 
by technical classification, name, molecular composition, residence 
time (years) and contribution to total atmospheric chlorine, after 
Prather and Watson. (1990).

Class Name Molecule Res. Time (yr) Atmos.

CFC-11 T richlorotrifluoromethane CC13F 60 22

CFC-12 Dichlorodifluoromethane c c i2f 2 120 25

CFC-113 Trichlorotrifluoroethane c 2c i3f 3 90 3

CFC-114 Dichlorotetrafluoroethane c 2c i2f 4 2 00 < 1

CFC-115 Chloropentafluoroethane c 2c i f 5 400 < 1

For bromine both

BrON02 + HC1 -> BrCl + HN03 (R17)

BrONCh + H20  -> HOBr + HN03 (R18)

are important {Peter, 1997). Photolysis readily breaks both the BrCl and HoBr molecular 

bonds into their atomic components. R17 requires high solubility of HC1, found for

temperatures less than 200 K. R18 is efficient at all temperatures. Heterogeneous

processes are mostly efficient over all types of PSC at temperatures below ~ 198 K near 

20 km. Water ice has been measured to be highly reactive {Jet Propulsion Laboratory, 

1997). For liquid solutions the efficiency of the reaction is a function of the water mole 

fraction and inversely a function of sulfuric acid concentration (e.g., Hanson et al., 1994),

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



28

Table 1.6 Catalytic ozone destruction cycles of chlorine.
Examples for catalytic ozone destruction cycles involving chlorine 
(R19-R20 and R19-R23 sequentially), after Stolarski and Cicerone 
(1974) and Molina and Molina (1987).

Cl + 0 3 ^  CIO + 0 2 (R19)

CIO + O —► Cl + o 2 (R20)

Cl + 0 3 -* CIO + 0 2 (R19)

Cl + 0 3 -> CIO + 0 2 (R19)

CIO + CIO + M -*  CI2O2 + M (R21)

CI2O2 + hv ^  Cl + C102 (R22)

C102 + M —» Cl + O2 + M (R23)

though they are more effective than Type la and c PSC at temperatures below 195 K

(Ravishankara and Hanson, 1996).

Anthropogenic chlorofluorocarbons (CFCs; originally named chlorofluoromethanes 

in the literature, since their formation comes from the substitution of chlorine and 

fluorine for the hydrogen atoms found in methane, CH4) were predicted as primary 

sources for stratospheric chlorine due to a widespread abundance and long atmospheric 

residence times (Crutzen, 1974; Lovelock, 1974; Molina and Rowland, 1974; Rowland 

and Molina, 1975). CFC-related ozone destruction was predicted to exceed the natural 

sinks discussed earlier for many decades beginning from the middle to late 1980s 

(Cicerone et al., 1974). CFCs were developed as non-toxic and non-flammable gases for 

industrial use in refrigerators. Their acknowledged role in ozone destruction and the 

subsequent identification of the Antarctic ozone hole (Farman et al., 1985; Solomon et 

al., 1986) led to the 1987 Montreal Protocol agreed to by 27 nations to reduce production 

levels by 50% before the year 2000 (United Nations Environmental Programme, 1987).
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The Copenhagen Amendment, agreed upon in 1992, limited production even further 

(United Nations Environmental Programme, 2001). By the beginning of 1996 their 

production had practically ceased, though their release into the atmosphere continues 

from the delay between production and actual emission (e.g., Prather and Watson, 1990). 

Growth rates in CFC concentrations were observed to be flattening out by the middle 

1990s in response (Elkins et al., 1993). Alternative gases were developed to replace 

CFCs, including hydrochlorofluorocarbons (HCFCs) and hydrofluorocarbons (HFCs; 

Prather and Watson, 1990). While their production still yields atmospheric chlorine, 

molecular residence times are approximately an order of magnitude less than CFCs. 

Ironically, both compound groups contribute significantly to greenhouse warming (e.g., 

Prather and Wilson., 1990). The Copenhagen Amendment calls for total redundancy of 

these gases by the year 2030. A list of the most important CFCs, including their name, 

composition, residence time and contribution to total atmospheric chlorine is given in 

Table 1.5.

Total lower-stratospheric chlorine concentrations in the early 1990’s were measured 

to be approximately 3.0 ppbv, of which only about 20% could be attributed to natural 

sources (e.g., Schauffler et al., 1993). A century previous the total value was 0.6 ppbv, 

and only 2.0 ppbv in the late 1970s when the ozone hole was first found to be present 

(Farman et al., 1985). Two examples for chlorine-based catalytic ozone loss cycles are 

listed sequentially in Table 1.6. The first and most basic case (R19-R20) shows a 

chlorine atom reacting with an ozone molecule to yield CIO and oxygen. The CIO 

molecule then reacts with atomic oxygen (as seen produced through photolysis from Rl
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and R5, among other potential mechanisms) to release the chlorine atom. The sum of

these reactions is R7. In the second example two ozone molecules are destroyed via R19

producing two CIO molecules. These then combine to yield CI2O2 (R21). Subsequent 

reactions (R22-R23), one involving photolysis, release the two bound chlorine atoms. 

The sum of this cycle is R15. The amount of Cl and CIO available to participate in such 

chains depends on the partitioning of chlorine in reactive states versus neutral ones (e.g., 

Solomon, 1999). Elevated CIO concentrations in the ozone hole region have been 

measured and modeled (De Zafra et al, 1987, 1989; Anderson et al., 1989; Jones et al., 

1989) as a result of chlorine release from reservoir gases. Peak values on the order of 1.0

ppbv have been measured near 20.0 km MSL. Important neutralizing reactions for

chlorine are

Cl + CH4 + —► HC1 + CH3 (R24)

H 02 + CIO -»• HOC1 + 0 2 (R25)

CIO + N 0 2 + M —> CIONO2 + M (R26)

OH + N 0 2 + M -> HNO3 + M (R27)

where HC1 and CIONO2 are primary reservoir species (e.g., Stolarski and Cicerone, 

1974; Rowland et al., 1976).

Though found in lower concentrations, bromine is more efficient than chlorine when 

catalytically destroying ozone. Total concentrations were measured in the early 1990s to 

be approximately 0.2 ppbv (Prather and Watson, 1990). Neutralizing reactions common
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Table 1.7 Catalytic ozone destruction cycles of chlorine/bromine.
A model for chlorine-bromine catalytic destruction of ozone, after 
McElroy et al. (1986b).

for chlorine are not as efficient for bromine, resulting in longer catalytic chains. For 

example, R22 neutralizes chlorine atoms through reaction with methane. However, the 

corollary reaction involving bromine is endothermic (Wofsy et al., 1975). Still, the 

relative catalytic efficiency between the two species is ultimately dependent on the 

amount of reactive chlorine available due to chemical coupling between them (Pyle et al., 

1992). A model for the chlorine-bromine catalytic cycle based on McElroy et al. (1986b) 

describing this interrelation is shown in Table 1.7. In this cycle, bromine oxide reacts 

with chlorine oxide to reform the radical bromine atom. However, this reaction rate is 

dependent upon those for R17 and R20, among others. The net sum of this cycle is equal 

to R15, or two ozone molecules for three oxygen ones. A higher fraction of bromine 

species exist in reactive forms {Peter, 1997). The key reservoir reactions for bromine are

C102 + M ^ C l  + 0 2 + M

C1+ 0 3 -*  CIO + 0 2 

Br + 0 3 —* BrO + 0 2 

BrO + CIO -*• Br + C102

(R28)

(R29)

(R30)

(R31)

BrO + N 0 2 + M —> BrON02 + M (R32)

BrO + N 0 2 —» HOBr + 0 2 (R33)
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However, as was the case for the example of heterogeneous activation of bromine, 

BrONOi and HOBr are easily photolyzed, leaving most commonly a reactive molecule 

(i.e., Br or BrO) rather than a neutral one. From R26, R27, R32 and R33, reaction with 

NO2 yielded stable reservoir species. This highlights the significance of denitrified air in 

enhancing catalytic ozone loss for these reactions cannot readily occur to stop the cycles. 

Studies of the 1987 Antarctic ozone hole produced estimates that as much as 30% of total 

depletion could be attributed to bromine (Anderson et a l, 1989; Ko et al., 1989) with the 

remainder due to chlorine.
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CHAPTER 2

MICROPULSE LIDAR MEASUREMENTS AT SOUTH POLE STATION 1999­

2005: INSTRUMENTS, A PSC DATA SUBSET, PARTICULATE LAYER 

DETECTION ALGORITHM AND PROCESSED DATASETS

Micropulse Lidar (MPL) was developed in 1992 at the National Aeronautics and 

Space Administration (NASA) Goddard Space Flight Center (GSFC; Spinhirne, 1993) as 

a by-product of research into space-borne and eye-safe lidar techniques. MPL 

represented a then newly-emerging generation of lidar instruments made possible by 

advances in solid-state diode-pumped lasers and the introduction of high-efficiency 

quantum noise-limited photon-counting devices. Traditional lidars are typically large 

systems bound to laboratories or crafted into robust mobile containers (e.g., Sassen, 

1991). Practicality, costs and a maintenance-intensive nature have limited widespread 

lidar usage (e.g., Sassen, 1995). The technique has more traditionally been applied to 

episodic measurement campaigns with focused research initiative. In developing what 

would become the Geoscience Laser Altimeter System (GLAS; Spinhirne et al., 2005), 

launched aboard the NASA Earth Observing System (EOS) Ice, Cloud and land 

Elevation Satellite (ICESat) in January 2003, a practical instrument design was needed 

that was flight-sensible and unaffected by common safety considerations associated with 

laser sources. Eye-safety enabled autonomous and full-time instrument operation, and in 

turn created the potential for data accumulation consistent with long-term climate study.
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Figure 2.1 Optical design for the micropulse lidar.

MPL instruments detect nearly all significant tropospheric and lower-stratospheric 

cloud and aerosol, to the limit of signal attenuation, through pulse summation and 

geometric signal compression (Spinhirne et al., 1995). An example of the MPL optical 

design is shown in Fig. 2.1. Although multiple versions of the optical layout of the 

instrument exist (Campbell et al., 2002) this design is most relevant. The MPL features a 

linearly polarized, low-energy and high-repetition Nd:YLF source (2500 Hz; 0.523 pm). 

Dual optical paths separate incoming and outgoing energy propagation. Along the 

outgoing path a source pulse is expanded, rotated to the orthogonal polarization plane and 

turned by a mirror to a negative lens whose focal point is aligned to that of the telescope 

just upstream. A thin-film polarizer acts as the junction between the outgoing laser and 

incoming path. The pulse is turned by this piece toward a pseudorandom depolarizer and 

then expanded through the 0.20 m Schmidt-Cassegrain transmitter/receiver (transceiver) 

telescope. Outgoing pulse energies are between 5 and 10 pj, which is less than 40% of 

the quoted 25 pj ANSI eye-safety limit for a 0.20 m aperture source at 2500 Hz.
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Received energy incident upon the telescope first passes through the pseudorandom 

depolarizer. Along the incoming path the thin-film polarizer rejects energy in the 

orthogonal polarization state and redirects it back toward the laser. The remaining energy 

passes through the polarizer and is focused to a 200 pm pinhole. The pinhole acts as a 

field-stop. Combined with the focal length of the telescope (2.0 m) this yields a field-of- 

view of approximately 100 prad. A positive lens collimates the light focused at the 

pinhole. It then passes through two narrow interference filters (approx. 1.2-A combined 

spectral width). Combined these filters and the narrow field-of-view limit the effects of 

background light and the ambiguities of multiple scattering (e.g., Eloranta, 1998). A 

final positive lens focuses the light to a solid-state Geiger mode avalanche photo-diode 

with a 100 pm active area diameter. Quantum efficiencies approach 70% with 20 MHz 

maximum signal acquisition rate. Detector saturation is rare. Instruments have been 

demonstrated to run without major mechanical failure for as long as three years. 

Modifications to the laser diode controller and fiber-coupling of the detector improve 

performance by making on-site repair more practical.

The MPL Network (MPLNET; http://mplnet.gsfc.nasa.gov) is a federated group of 

MPL instruments deployed worldwide in support of basic science and the EOS program 

(Welton et al., 2001). MPLNET is coordinated at GSFC in cooperation with the Aerosol 

Robotic Network (AERONET; Holben et al., 1998) and project sites feature a co-located 

CIMEL Electronique Sun-photometer. MPLNET serves as a central repository for long­

term MPL datasets of aerosol and cloud observations. Algorithms have been created that 

process raw data into quantitative cloud and aerosol products, such as layer heights,

35
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Figure 2.2 The South Pole MPL.
The transceiver is on the top shelf pointed at the 90° turning mirror.
The laptop computer, laser power supply and scalar control unit are 
on bottom shelf.

optical depths and backscatter and extinction cross-section profiles. MPLNET results 

have contributed to studies of dust, biomass burning, marine and continental aerosol 

properties, aerosol transport processes, polar clouds and blowing snow. Datasets are also 

used in validation studies for NASA satellites including GLAS, Multi-angle Imaging 

Spectral Radiometer (MISR) and Total Ozone Mapping Interferometer (MISR). 

Agreements are in place with many governmental organizations. This includes the 

National Oceanic and Atmospheric Administration (NOAA) Earth Surface Research 

Laboratory (ESRL) that operates an MPL at its Atmospheric Research Observatory 

(ARO) at the Scott-Amundsen South Pole Station (90.00° S; 2.835 km MSL).
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2.1 The South Pole MPL Project

An MPL was first deployed to the NOAA ARO facility in December 1999. This 

instrument is shown in Fig 2.2. The transceiver/optics unit is seen resting upon the upper 

shelf. The laser diode and data-acquisition controllers are mounted along the right side of 

the bottom shelf. A Microsoft Windows-based personal computer (PC) maintaining the 

MPL and all internet communications (i.e., data transfer) is seen on the right side of the 

bottom shelf. The combined package volume is less than 1.0 m . Due to logistics at 

South Pole, the instrument was installed pointing horizontally toward a support wall. A 

window was built into the wall with a mounted scanning 90° tuming-mirror. The 

transceiver is aligned at 45° relative to the mirror. The PC operates the scanning 

apparatus. Three MPL instruments have been operated at South Pole through December 

2005. An instrument timeline with data collection periods is shown in Fig 2.3. 

Significant data gaps (>10  days) are displayed. The MPL51 experienced a detector 

failure in September 2000. A compromise to the scanner assembly occurred in winter

2001 ending the deployment of MPL65. MPL70 was installed in spring 2001 and was 

first to feature a fiber-coupled detector assembly. After a laser diode failed in winter

2 0 0 2  a reset team was dispatched to modify the diode controller so as to allow for onsite 

diode replacements. This instrument remains in operation.

Data from South Pole are recorded and processed at 60 s temporal and 0.030 km 

vertical resolution. Processed data is available via download from the MPLNET website. 

An input file determines the viewing-angle of the scanner over the course of a full day. 

This angle is recorded in a log-file and later integrated into processed files. Null values

37
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J F M A M J J A S O N D

Figure 2.3 The South Pole MPL operational timeline.
Instrument numbers are listed on the right, corresponding with the 
year of their initial deployment.

are used for “shots” during which the scanner was moving during the sampling period so

as to be rejected for analysis. While the scanner position most commonly is set to zenith

nadir “tips” occur multiple times daily to relieve snow accumulation from the exterior

window face. These scans take no more than three minutes. Low-angle scans along the

horizon are conducted daily to collect data that aid instrument calibrations, measure

blowing-snow layer depths {Mahesh et al., 2003) and accommodate slant-path retrievals

for cloud extinction cross-section profiles (Spinhirne et al., 1980). These scans occur

near the end of the day beginning from fractional day 0.87. They have last variable

times, though never longer than 0.05 fractional days. From early 2002 ± 5.0° scans about

zenith were conducted to study changes in the backscatter cross-section from

horizontally-aligned ice crystals (Sassen, 1991).
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2.2 MPL Normalized Relative Backscatter and Uncertainty Analysis

Processed MPLNET data files contain a normalized relative backscatter product 

(NRB; Campbell et al., 2002). Their algorithm describes processing photon count-rates 

to uncalibrated attenuated backscatter after accounting for instrument calibration terms. 

Based on the lidar equation, they describe raw MPL count rates in the form

where n is photo-electron counts per second at range r', Oc is the optical overlap 

correction as a function of range (the result of field-of-view conflicts in the transceiver 

system), C represents a dimensional calibration constant, E is the laser-transmitted pulse 

energy, P is the backscatter cross section from all types of atmospheric scattering, T is 

atmospheric transmittance, nb is background contribution of ambient light, nap is the 

contribution from afterpulse (cross-talk caused by the laser pulse, of which it is also a 

function of), and D is the detector photon-coincidence ‘deadtime’ factor as a function of 

raw count rate. Range is written in Eq. (2.1) in an intermediate initial form, r', to account 

for the sum of two offsets (Ar0) such that

r ap
n(r') -

D[n(r’)]
(2.1)

r = r'-Ar0 (2.2)
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where r is the true range. One portion of this offset results from the software recording- 

range being the temporal distance to the end of a sampling bin. A subtraction equal to 

half of the spatial resolution centers the range relative to the bin width. The second 

portion of the offset accounts for a timing inaccuracy between the laser pulse and the 

scalar trigger that starts detector sampling. For each of the South Pole instruments the 

trigger occurs before the laser fires. The correction is approximately two range bins, or 

0.060 km (400 ns). NRB is derived by accounting for Eq. (2.2) in Eq. (2.1), moving the 

correction terms to the left side, and solving for attenuated backscatter cross-section 

(Ji(r)I^(r)) times the calibration constant (C).

40

[n(r) * D[n(r)]] -  n (r, E) -

O (r)E  c

r 2
—  = C P(r)T{r)2 (2.3)

The units for NRB are (photoelectrons-km2)/([xsec-|ij). The NRB algorithm, correction 

terms, and calibration techniques are described by Campbell et al. (2002).

Welton and Campbell (2002) describe the algorithm for uncertainty analysis of Eq. 

(2.3). Knowledge of the uncertainty in NRB helps to characterize the level of noise 

relative to signal strength in the MPL profile. NRB uncertainties will be used to derive 

particulate layer boundaries from South Pole data below. Using Poisson statistics they 

rewrite Eq. (2.3) as
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SNRBir) = NRB(r).
[<5P(r)]2 +[8nbf  + [ Sn ( r , E) \

[ P ( r ) - n b -  nap (r , E)\
- +

SE 2
+ 'sOcir)

U ’ J L ° m ) J
(2.4)

where

SP{r) = (2.5)

and

B (r) =
8NRB{r)
NRB{r)

(2.6)

In Eq. 2.5 N refers to the total number of laser pulses per shot. For South Pole NRB files 

60-s resolution represents the summation of 150,000 pulses at 2500 Hz. Uncertainty in 

the deadtime correction is not considered as its magnitude is not significant at count-rates 

commonly measured with the MPL. In Eq. (2.6) q(r) is the fractional uncertainty in NRB 

as a function of range. The inverse of r|(r) is the signal-to-noise ratio (SNR).

2.3 South Pole MPL PSC Data Subset

As discussed in Chapter 1, PSC are common in the southern hemisphere between 

May and September. From Fig. 1.3a the coldest temperatures in the lower-stratosphere 

occur between May and early October. These six months serve as the period of focus in
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Figure 2.4 Monthly subset data breakdown.
Total one-minute observations for South Pole MPL PSC Data Subset 
bv month for Mav -  October.

this study. From Fig 2.3 there are three years where MPL data are available for this

entire period: 2003, 2004 and 2005. In 2000 data were collected through 2 September.

Though truncated much of that PSC season is captured and the data were included in this

study. Data from 2001 and 2002 were eliminated from lack of data. Approximately

830,000 one-minute shots are included in the subset. Figure 2.4 is a breakdown of these

observations by month. Low totals from September and October represent missing data

from 2001 and 2004 (Fig. 2.3).

Figures 2.5a-d are concatenated images of MPL NRB (top) and NRB fractional

uncertainty (bottom) from South Pole between May and October for 2000, 2003, 2004

and 2005, respectively. The images were constructed using 1009 vertical lines for the
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WINTER 2000 MICROPULSE LIDAR NORMALIZED RELATIVE BACKSCATTER FRACTIONAL UNCERTAINTY

MAY JUNE JULY AUG SEPT OCT NOV

(a)

Figure 2.5 MPL NRB and fractional uncertainties from 2000,2003-2005.
South Pole MPL normalized relative backscatter (top; photoelectrons km2/psec pj) and fractional percent
uncertainty (bottom) for May -  October 2000 from 2.8 -  25.0 km MSL (a).
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SOUTH POLE STATION -  NOAA/ARO OBSERVATORY 
WINTER 2003 MICROPULSE LIDAR NORMAUZED RELATIVE BACKSCATTER

MAY JUNE JULY AUG SEFT OCT NOV

WINTER 2003 MICROPULSE LIDAR NORMALIZED RELATIVE BACKSCATTER FRACTIONAL UNCERTAINTY

MAY JUNE JULY AUG SEPT OCT NOV

(b)

Figure 2.5 (cont.) MPL NRB and fractional uncertainties from 2000,2003-2005.
South Pole MPL normalized relative backscatter (top; photoelectrons-km2/psec- pj) and fractional percent
uncertainty (bottom) for Mav -  October 2003 from 2.8 -  25.0 km MSL (b). -l.
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SOUTH POLE STATION -  NOAA/ARO OBSERVATORY 
WINTER 20 04  MICROPULSE LIDAR NORMAUZED RELATIVE BACKSCATTER
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WINTER 2004 MICROPULSE LIDAR NORMALIZED RELATIVE BACKSCATTER FRACTIONAL UNCERTAINTY
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(C)

Figure 2.5 (cont.) MPL NRB and fractional uncertainties from 2000,2003-2005.
South Pole MPL normalized relative backscatter (top; photoelectrons-km2/psec-pj) and fractional percent 
uncertainty (bottom) for May -  October 2004 from 2.8 -  25.0 km MSL (c). ^
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SOUTH POLE STATION -  NOAA/ARO OBSERVATORY 
WINTER 2005 MICROPULSE LIDAR NORMAUZED RELATIVE BACKSCATTER
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WINTER 2005 MICROPULSE LIDAR NORMALIZED RELATIVE BACKSCATTER FRACTIONAL UNCERTAINTY
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(d)

Figure 2.5 (cont.) MPL NRB and fractional uncertainties from 2000,2003-2005.
South Pole MPL normalized relative backscatter (top; photoelectrons-km2/psec-pj) and fractional percent
uncertainty (bottom) for May -  October 2005 from 2.8 -  25.0 km MSL (d). -4̂
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184 days o f data each season. Data gaps are represented by blank color-fills. Data 

averaging has been done to fit this resolution. Image aliasing is discussed further below. 

In Eq. (2.3), afterpulse and overlap corrections are significant in the first 0.30 km of 

every profile and difficult to calibrate (Campbell et a l, 2002). Data in this range are 

ignored and the instrument is considered blind. Data are first displayed working from the 

instrument upward near 3.20 km MSL. For NRB data higher values reflect higher 

measured signal. For NRB fractional uncertainty higher values reflect greater relative 

uncertainty and lower SNR. The scales are reversed. The MPL exhibits acceptable 

performance (i.e., SNR > 10) at one-minute resolution under clear-sky conditions up to 

approximately 12.0 km MSL during polar darkness. This drops to near 8.0 km MSL with 

the onset of sunlight from late September. At one-minute resolution NRB SNR is never 

higher than approximately 50.0 in the South Pole datasets. SNR should approach 1000.0 

in the boundary layer under such conditions. However, from Eq. (2.4) the uncertainty in 

the overlap function varies between two and seven percent and this value is a limiting 

factor.

Tropospheric clouds frequently occur over the Antarctic plateau during winter. 

However, most are optically transmissive. Total attenuation of the MPL pulse is 

uncommon. Those few cases where attenuation occurs can be seen where values of NRB 

fractional uncertainty approach 1.0 at heights well below the clear-sky threshold height 

discussed previously (< 12.0 km MSL). Blowing snow likely contributes to cases of 

strong surface signal. A recent study of blowing snow at South Pole using the MPL
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slant-angle data shows that these layers regularly approach 1.0 km above ground-level 

(AGL; Mahesh et al., 2003). PSC are evident above 10 km in the NRB data of each 

profile. The signal returns from these clouds are weak and difficult to discriminate. It is 

necessary to construct an algorithm capable of deriving PSC cloud heights in the 

presence of appreciable noise.

2.4 Statistical Algorithm for Particulate Layer Detection in MPL Data

Lidar cloud-detection algorithms are difficult to devleop. What is a fairly straight­

forward task for the trained eye is a difficult one for automated processing code. The 

trained eye benefits from an understanding of the nature of hydrometeors, aerosols and 

molecules residing in the lower atmosphere. Clouds are bright, have distinct edges, are 

not relatively persistent temporally (i.e., lifetimes on the order of hours) and are 

commonly well-detached from the ground. Compared with clouds aerosols exhibit lower 

emissivities, lower relative scattering cross-sections, can be very persistent temporally, 

and are most commonly found near the surface. Molecules in turn have very low 

scattering cross-sections and act as the background from which particulate layers are 

distinguished. Despite obvious caveats (e.g., clouds are frequently embedded in aerosol 

layers and vice-versa) a trained observer encounters little difficulty dissecting data plots 

to record significant layer heights and basic macrophysical properties of the vertical 

profile. Yet the logic and decision-making skills of the trained observer fail to translate 

easily to the banal structures of computer programs.
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Currently there is no uniform cloud algorithm that can be applied to lidar 

measurements without limitation. This is because there is no binary solution to analyzing 

signal returns for layer boundaries. The trained eye responds to discontinuities, 

dissimilarities and persistence. Although algorithms can be built to consider these 

factors, it would be impossible to properly weigh (or code) their significance for every 

conceivable scenario of cloud and aerosol presence. Thresholds bridge these gaps. 

Minimum standards for signal strength, and temporal and spatial depth give algorithms 

the logical parameters necessary to minimize the number of factors that influence their 

decisions. Thresholds are inevitable and compulsory for lidar cloud algorithms and they 

require fine-tuning to insure accuracy and relevance. What may be an applicable 

threshold in one climate regime may not be the same in another. For example, a 

minimum scattering cross-section used to differentiate between cloud and aerosol layers 

may be different in the tropics versus the high-latitudes. Similarly, minimum spatial 

thresholds relative to cloud thickness may be used to distinguish signal from noise. Yet 

noise may be a more significant factor for retrieving tropical cirrus clouds at heights near

20.0 km MSL versus ice layers at high-latitudes near 10.0 km MSL.

Threshold tuning is only one complication when considering algorithm portability 

between instruments. Lidars operate at wavelengths in and near the visible light 

spectrum (approx. 0.1 - 1.0 pm). Hydrometeors and most aerosols can be treated as Mie 

scatterers where particle sizes are on the order of or greater than the source wavelength. 

With diameters on the order of nanometers molecules can be treated as Rayleigh 

scatterers, where the source wavelength is much larger. This is opportune and a key
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advantage of the lidar technique. With wavelengths on the order of millimeters or greater 

radars do not exhibit reliable sensitivity to aerosols and small cloud particles as they may 

scatter in the Rayleigh domain and be confused for molecular scattering. Rayleigh 

scattering cross-sections vary as the inverse of the fourth-power of the wavelength (e.g., 

Bohren and Huffman, 1998). Lidar cloud algorithms benefit from molecular response as 

greater clear-air signal provides for greater differentiation from particulate boundaries. 

Algorithms may be tuned to maximize the efficiency of this response and be subject to 

varying effects as a function of wavelength.

The MPLNET project is a unique testbed for algorithm development, as it represents 

the first widespread global deployment of a common instrument and source wavelength. 

Cloud algorithms for MPL instruments have been designed previously (Campbell et a l, 

1998; Clothiaux et al., 1998; Mahesh et al., 2005). But their portability between 

instruments and varying climate regimes has not been demonstrated without threshold 

tuning. This is neither practical nor desirable for use in a network. The goal here is to 

develop an algorithm independent of subjective thresholding. Objective thresholds are 

developed such that the signal is analyzed for particulate scattering layers with statistical 

significance. With a single-channel instrument cloud and aerosol scattering cannot be 

unambiguously discriminated. Measurements of linear depolarization of laser backscatter 

are useful in this regard (Sassen, 1991). For the MPL optical layout, use of the random 

depolarizer piece between the thin-film polarizer and telescope inhibits addition of a 

second channel necessary to discriminate the two energy planes. This work is 

specifically referred to as a particular layer search algorithm. Since PSC detection is the
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goal for this work, and aerosol scattering is not typically present at PSC heights at South 

Pole, the algorithm defaults to being a cloud algorithm.

SNR performance at one-minute resolution is not sufficient at PSC heights for 

analysis due to noise saturation above 10.0 km AGL (Figs 2.5a-d). Longer averages 

improve SNR performance. However, instrument performance can vary adversely over 

relatively short time-periods from thermal effects (Campbell et al., 2000), while clouds 

and blowing snow can bias signal profiles from averages that are too long. To include as 

much data as possible for analysis, while producing meaningful profiles with high SNR, 

one-minute shots are grouped into 0.01 fractional day averages for all shots where the 

scanner angle pointed to the zenith. Based on Bevington (1969), that is,

*=£+0.01
^ N R B ( r J )

NRB x (r) = ——------- (2.7)
N

and
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H-jf+O.Ol
£  (SNRB(r,t)Y

SMRB (r ) =     (2.8)
* N

where % is the beginning of the sampling period in fractional day and N is the number of 

one-minute shots in the average. NRB fractional uncertainty from 10 June 2003 using
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SOUTH PO LE STATION -  N O A A /A R O  OBSERVATORY 
1 0  JU N E  2 0 0 3  M IC RO PU LSE LIDAR N R B FRACTIONAL UNCERTAINTY

0 0 0 0  0 4 0 0  0 8 0 0  1 2 0 0  1 6 0 0  2 0 0 0  0 0 0 0

(a)

SOUTH PO LE STATION -  N O A A /A R O  OBSERVATORY 
10  JU N E  2 0 0 3  M IC RO PU LS E LIDAR N R B FRACTIONAL UNCERTAINTY

0 0 0 0  0 4 0 0  0 8 0 0  1 2 0 0  1 6 0 0  2 0 0 0  0 0 0 0

(b)

Figure 2.6 NRB fractional uncertainties from 10 June 2003.
MPL NRB fractional percent uncertainties at South Pole from 10 
June 2003 for one-minute average profiles (a) and 0.01 fractional day 
averaged profiles (b).

one-minute averaging is shown in Fig. 2.6a. Following Eq. (2.6), fractional uncertainties 

for 0.01 fractional day averages from this day are shown in Fig. 2.6b. Two PSC layers 

become more clearly visible. Fractional uncertainties for the layer centered near 18.0 km
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MSL are below 10%. Note that the discontinuity just above 8.0 km MSL reflects the 

effect of uncertainties for the overlap correction that apply to the signal below this range.

After averaging is complete the profile is normalized to a molecular scattering profile 

and the result is used to search for regions of clear-sky scatter nearest the instrument to 

solve for C in Eq. (2.3). A layer-boundary search then works vertically from the height 

where C is solved. It is useful to find clear-sky as near the instrument as possible to 

increase the depth of the profile searched. At South Pole, it is advantageous that optically 

thick aerosols are frequently lacking near the surface. At mid-latitudes aerosols are 

regularly observed from as high as 5.0 km AGL. As mentioned, blowing snow and 

diamond dust particles are common to near 1.0 km AGL at South Pole. MPL calibrations 

affecting the near-field signal profile have been made at South Pole in irregular intervals 

allowing for drift to occur over time. After many integrations and testing it was 

determined that 3.0 km AGL is the stable minimum height to begin the clear-air search so 

as to eliminate any such influences. Note that from this point forward when referring to 

data and results the height coordinate is reported with respect to MSL. However, for 

discussion relating specifically to the algorithm AGL range is used in consideration of the 

r2 effect in Eq. (2.3) that directly affects signal uncertainties and bin relevance.

A molecular scattering profile was developed from a standard atmosphere table for air 

density during the Antarctic winter. The averaged NRB profile (Eq. (2.8)) can be 

normalized by this standard profile as
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C(j3m+/3p)Tm2Tp\  NRBg(r)

'  Pm(r)Tm\ r )  ~ j3m(r)Tm\ r )
(2.9)

and the uncertainty for this, again based on Bevington (1969), is then

2

+  2 — ^  
T_  m

2

(2.10)

The uncertainty in the molecular scattering terms in Eq. (2.9) is unknown and set to a 

combined 5% for Eq. (2.10). Note that C* is not C from Eq. (2.3), thought the two values 

are equal in the case of no particulate transmission between the instrument and r. This is 

an intermediate step and the two values should not be confused. Also note that the % 

notation is dropped from this step forward such that the following equations involving 

NRB refer to the averaged profile.

Beginning from 3.0 km AGL a clear-air slot is determined by finding the range bin 

nearest the ground that satisfies the following threshold

(2.11)

where
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/ \

r ,= r  +

/

(2.12)

Equation (2.11) requires that C* and its uncertainty for those range bins between r and rs 

(specified by Eq. (2.12)) fall within that of C*(r) and its uncertainty. Equation (2.12)

determines the number of range bins so as to ensure statistical significance relative to a 

reference value s, with Ar being the range resolution. These equations assume vertical 

inhomogeneity in any particulate scattering structure present relative to that of molecular 

scatter. The value inside the bracket is always rounded up such that the minimum value 

for N is 1. This is derived based on Eq. (2.8) where for a given NRB(r) and 8NRB(r)

SNRB(r) =
yj N(SNRB(r) )2 

N
(2.13)

and N = 1. The value N for the hypothetical case r\ -  1/ £ is

' NRB(r) \ 2 _  N{SNRB(r)f  

{  e  j  ~ N 2
(2.14)

and
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Figure 2.7 Algorithm diagnostic statistics.
MPL NRB averaged profile for 0.01 fractional days beginning 0.55 
10 June 2003 versus attenuated Rayleigh profile between 0.30 and 
25.0 km AGL (a), C* with error bars between 3.0 and 6.0 km AGL 
(Eqs. (2.9) and (2.10)) and the number of significant bins required by 
Eq. (2.12) for searching out clear-air regions in Eq. (2.11). The 
regions shown in (b) and (c) are outlined by a box in (a).

N
f  NRB(r) ^  

SNRB(r)

(2.15)

Choosing 8 = 100.0 ensures a significant number of bins so as to have agreement in Eq.

(2.11) to within 1%. This methodology is accurate when SNRB(r) does not change 

significantly over the range r to rs. That is, in Eq. (2.14), 6NRB(r) is considered constant 

over the range N, whereas in reality it is not. For practical purposes any deviation is
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negligible. The assumption of vertical particulate inhomogeneity is vital. Any such 

scattering present in the profile must not exhibit vertical structure similar to molecular 

scattering within the uncertainties over the number of significant bins required by Eq.

(2.12). Otherwise, a false positive may occur. In the absence of aerosol loading at South 

Pole, this is a reliable assumption.

An example is shown in Fig. 2.7 for the 0.01 fractional day period beginning 0.55 10 

June 2003. The averaged NRB profile is shown in Fig 2.7a versus the molecular 

scattering profile. It is evident that between the ground and 15.0 km AGL no significant 

particulate scattering was measured. Normalization of the profile using Eq. (2.9) is 

shown in Fig 2.7b for the range 3.0 to 6.0 km AGL with error bars derived using Eq. 

(2.10). The number of bins required to satisfy Eq. (2.11) within this range is shown in 

Fig 2.7c. The drop in this value near 6.0 km AGL is an artifact of the overlap correction 

noted previously. In this case Eq. (2.10) was first satisfied by the bin centered at 3.04 km 

AGL using six bins vertically for significance. A final normalization value (Cf*) and its 

uncertainty are derived by averaging these six bins using applicable forms of Eqs. (2.7) 

and (2.8). The NRB profile is then renormalized using C / to derive a final value termed 

pseudo-attenuated backscatter (PAB),

57

PAB{r) = (2.16)
c /

where
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SPAB(r) = PAB(r).
\SNRBz (r)

2
+

' s c y

^|[ NRBx (r) \ c *
.  /  -

(2.17)

Attenuated backscatter refers back to Eq. (2.3) and the term p(r)T2(r) that would be 

achieved by dividing through by the system calibration constant (C). As noted earlier Cf* 

is defined as

C*f (r) = CTp(r) (2. 18)

PAB denotes the ambiguity between Cf and C from a lack of knowledge for Tp2 that may 

be less than 1 for any scattering present below 3.0 km AGL.

A threshold for particulate boundary detection is now possible by modifying Eq. 

(2.17) under the assumption of a clear-sky. That is, the molecular scattering profile is 

substituted for NRB. This intermediate value is then added to the molecular scattering 

cross-section to form an outer error bar relative to PAB. Therefore, uncertainties for 

PAB are superimposed onto the hypothetical clear-sky profile. The threshold (a) is then

a(r) = (pm(r)T*(r)) + (P .(r)TZ {r)\
8NRBr (r)

10.(r)T*(r))c;
+

AC)

~C\
(2.19)
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■5.0*4  0.0 5.0*4  1.0*3  THRESHOLD EXCEEDED BOUNDARIES DETECTED
BACKSCATTER (1/km*sr)

Figure 2.8 Processed algorithm signal retrievals.
MPL PAB averaged profile for 0.01 fractional days beginning 0.55 
10 June 2003 versus an attenuated Rayleigh profile and the 
particulate layer threshold from 3.0 -  25.0 km AGL (a), points where 
the threshold was exceeded (b) and where particulate layers were 
detected (c).

As an initial screen range bins are considered as possibly containing particulate scattering 

when

PAB(r) -  SPABir) > a(r) (r > rb) (2.20)

where rb corresponds to the lower range bin height from which Cf* was derived. The 

algorithm is only valid for those data above this height. This threshold requires that the 

lower bound of any PAB value be greater than the threshold such that there is no
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ambiguity between what may be considered cloud and clear-sky. An example is shown 

in Fig 2.8a, where PAB is shown for the aforementioned case on 10 June 2003 versus the 

molecular scattering profile and particulate threshold. Error bars are not shown here for 

image clarity. Of the 733 range bins between rb and 25.0 km AGL 232 of them satisfied 

Eq. (2.20), and these are shown in Fig 2.8b.

Based on Eqs. (2.6), (2.7) and (2.8) each bin satisfying Eq. (2.20) is independently 

analyzed for potential as a lower particulate boundary. Working vertically from a subject 

bin (ri) running averages for PAB and 8PAB are tabulated. A lower boundary is 

considered to be found when

providing Eq. (2.20) is satisfied for each bin included in the running averages. Bins 

within the range ri and tn that do not satisfy Eq. (2.20) are ignored in Eq. (2.21). 

However, a bin ri is eliminated from consideration in the event that

> s (2.21)

^{SPABir))2

(2 .22)
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for any consecutive bins encountered before reaching rN that do not satisfy Eq. (2.20) 

(denoted by the asterisk). This is used to signify clear-sky slots. One-bin “gaps” are not 

considered important, similar to the logic in finding clear-sky calibration slots, k  is set to 

10.0, an order of magnitude less than s. This is due to the lower SNR inherent for clear- 

sky with increasing range from the instrument. When a layer base is found the search 

continues vertically from rw to find the corresponding layer top. Either of two criteria 

may be met for this to occur. Equation (2.22) may be satisfied to signify a clear-sky slot 

and thus a layer top. Also the running averages for Eq. (2.21) are continued. If the value 

drops below s a layer top height is considered to be found. Algorithm layer boundaries 

for the case on 10 June 2003 are shown in Fig. 2.8c.

The algorithm is predicated on three conjectures and includes three objective signal 

thresholds (s is used twice for convenience though the values are independent of one 

another). First, persistence in the normalization value with range relative to the 

molecular profile is considered clear-sky. This is a vital element for the algorithm. 

Second, scattering signal from one bin is not relevant to be considered either that of 

particulate or clear-sky on its own, and instead must be considered relative to an adjacent 

bin. Finally, the scattering ratio value must exceed the statistical threshold outside of its 

uncertainty to be differentiated from clear-sky. Either of the thresholds may be altered 

with some quantitative consequence, which may be then used to interpret the results. 

This will be examined further in Section 2.7.

A weakness in the algorithm logic is that analysis of returned signal below rb for 

particulate layer search is not possible. As will be discussed, some understanding of the
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scattering properties of any particulate layers present is required. Implementation of this 

algorithm would require subjective thresholds to handle these regions of the profile. This 

would not be true, however, for nadir-pointing instruments, such as on an aircraft or 

satellite platform. The scenario for PSC detection at South Pole is analogous to the nadir- 

pointing instrument in the case for no particulate scattering in the range nearest the MPL. 

Then the profile must only be normalized to a molecular profile and the layer boundary 

search then follows. For nadir-viewing instruments this is also most commonly the case, 

given the lack of significant scattering targets in their near-range. Application of this 

algorithm would be well-suited to such datasets.

2.5 Lidar Scattering Ratios

From Measures (1984) the lidar scattering ratio (pr(r)) is defined as

P  (r) = + (2.23)
A (r)

Gobbi et al. (1998) and Toon et al. (2000) correlate scattering ratios and linear 

depolarization measurements (Table 1.3) as a means for distinguishing PSC types. The 

single-channel MPL records no information on the polarization state of the returned 

signal. However, their results can be used qualitatively as a reference for analyzing 

scattering ratio values derived from the PSC Data Subset.
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For the PAB profile in Fig. 2.8a (above rb) Eq. (2.23) must be modified. Between rb 

and the base height of the first incident particulate layer (rpi) the equation is valid and 

equal to unity. Above that initial range, an attenuated lidar scattering ratio follows Eq. 

(2.23) as

(PP(r) + /3m(r)]r2p(r)T2m{r) 
Pm{r)T2m{r)

63

P A r)=  p o - ^ n )  <2-24>
fflV J~m *

Eq. (2.24) is only solved for bins within cloud layers identified by the algorithm. All 

other regions are set to 1.0. The molecular transmission terms cancel each other. As 

evidenced in Fig. 2.8, some bins fall below the required threshold within the boundaries 

of a cloud. After solving Eq. (2.24) for a given profile, those values corresponding to 

such bins are smoothed over using a one-dimensional form of the Hanning window 

(Appendix A; also referred to as the “Von Hann” window) with no temporal coordinate 

and 0.150 km spatial half-width. From Eqs. (2.19) and (2.20), a minimum detectable 

scattering ratio can be defined as

PSr)Tl(r)

An example for Eq. (2.25) is shown in Fig. 2.9 for the case from 10 June 2003. The 

signal threshold and attenuated molecular scattering profile are shown in Fig. 2.9a, the 

minimum detectable scattering ratio and smoothed attenuated scattering profile in Fig. 

2.9b and the unsmoothed scattering ratio profile in Fig. 2.9c. For this case at 0.01
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BACKSCATTER (1/km‘sr) SCATTERING RATIO SCATTERING RATIO

Figure 2.9 Algorithm particulate layer signal smoothing.
For the 0.01 fractional days profile beginning 0.55 10 June 2003 the 
particulate layer threshold (red) from 3.0 -  25.0 km AGL versus 
attenuated molecular scattering (solid; a), the minimum detectable 
scattering ratio (red) versus the smoothed attenuated scattering ratio 
(solid; b) and the unsmoothed attenuated scattering ratio (c).

fractional day resolution the MPL is sensitive to particulate layers with a scattering ratio 

under 2.0 up to near 16.0 km AGL and approaching 10.0 near 25.0 km AGL.

To calculate a corrected lidar scattering ratio (Eq. (2.23)) above rpi some value must 

be prescribed for the particulate extinction-to-backscatter ratio (Sp(r)) for those bins 

where particulate scattering is deemed present. The particulate extinction-to-backscatter 

ratio is defined as the ratio between particulate extinction (a) and backscatter cross­

sections by Measures (1984) as
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S ( r) = - ^ -  (2.26)
P Ppir) v ’

At rpi, Pp(rpi) can be solved using Eq. (2.19) for the known value of (3m(rpi). The 

extinction cross-section is then solved as

cr(rpl) = S J p(rpi) (2.27)

Under the condition that

rP 1

- 2  j ' a ( r ) d r
Tp (rpi + Ar) = e * (2.28)

Eq. (2.23) at height rpi+Ar is solved as

B J r  + Ar)
j3r(r + Ar) = -y  ■—  ( r> rpl) (2.29)

Tp(r + Ar)

Solving Eqs. (2.26) to (2.29) is then repeated working upward through the rest of the 

profile.

PSC frequently exist as liquid aerosols (Toon et al., 1989). In processing the South 

Pole PSC Data Subset the extinction-to-backscatter ratio could vary widely for
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Table 2.1 Algorithm output statistics for PSC Data Subset.
Sum and percentage values for total and missing data points are 
relative to possible total of 18400 data points between 1 May and 31 
October. Values for blocked, cloudy and clear points are relative to 
the total available points in the first column.

TOTAL MISSING BLOCKED CLOUDY CLEAR

11688 6712 2965 7464 1259
JUUU (63.5%) (36.4%) (25.4%) (63.9%) (10.8%)
mno 17061 1339 4026 9880 3155JUUj (92.7%) (7.3%) (23.6%) (57.9%) (18.5%)
mnA 13424 4976 5274 5184 29662UU4 (73.0%) (27.0%) (39.3%) (38.6%) (22.1%)

inns 16024 2376 7308 5810 29062UUj (87.1%) (12.9%) (45.6%) (36.3%) (18.1%)
r p / " v n p  i  T  n 58197 15403 19573 28338 10286
1CJ1ALS (79.1%) (20.9%) (33.6%) (48.7%) (17.7%)

backscatter measured from ice versus ternary solution droplets (Sassen, 1978). Any 

attempt to adjust for particulate transmission using Sr(r) would introduce great 

uncertainty to an already noisy process. For this reason only the attenuated lidar 

scattering ratio is calculated. Furthermore, no effort is made to adjust the threshold in Eq. 

(2.19) for boundary detection as a function of particulate transmission present above n>. 

Note also that the minimum detectable scattering ratio (Eq. (2.25)) is derived under the 

scenario that particulate transmission above rb is zero. When particulate scattering is 

present Eq. (2.25) is only valid up to the range bin corresponding to the initial particulate 

layer base. An attenuated minimum value is not derived due to the same reluctance to 

correct for Sr(r). However, in the presence of particulate scattering it can be shown that 

Eq. (2.25) is simply the minimum detectable corrected scattering ratio. The parameter 

has relevance under most conditions for qualitative analysis.
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2.6 Algorithm Results for PSC Data Subset

Table 2.1 displays algorithm output from the PSC Data Subset. Data were analyzed 

by the algorithm from 3.0 -  25.0 km AGL (approximately 5.8 -  27.8 km MSL). The first 

two columns indicate the number of available and missing data points (i.e., 0.01 

fractional day averages). The percentages listed are based on a possible 184 days 

between 1 May and 31 October each year and 73,600 points over the four-year dataset. 

The final three columns include the number of uncalibrated (i.e., blocked), cloudy and 

clear points for each year and their totals. These percentages are relative to the number 

of available points from the first column. Points where the scanner was positioned off- 

zenith are shown in the missing column. It is possible that uncalibrated points were 

cloudy points, and that the reason the algorithm failed for these profiles was from 

attenuation of the pulse by clouds below the 3.0 km AGL algorithm base level. Nearly 

90% of the possible data were available from 2003 and 2005. However, low clouds were 

present ~ 50% of the time during 2005 that limited performance. Only one-quarter of the 

data were affected as such in 2003. In total, clear-sky conditions above 3.0 km AGL (~ 

5.8 km MSL) were observed at South Pole approximately 20% of the time. Cloudy 

conditions were detected nearly 50% of the time.

From Eqs. (2.24) and (2.25) attenuated scattering ratio values (top) and minimum 

detectable scattering ratio values (bottom) are shown for the PSC Data Subset in Fig. 2.10 

for 2000 (a), 2003 (b), 2004 (c) and 2005 (d). The data are shown now between 3.0 and

28.0 km MSL. Similar to Figs. 2.5a-d missing data are left blank. New gaps indicate
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SOUTH POLE STATION -  NOAA/ARO OBSERVATORY 
WINTER 2000 MICROPULSE LIDAR ATTENUATED SCATTERING RATIO
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Figure 2.10 Annual profiles for scattering ratio and minimum threshold.
Algorithm scattering ratios (top) and minimum detectable scattering ratios (bottom) for PSC Data Subset for
May -  October 2000 from 2.8 -  28.0 km MSL (a). Osoo
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SOUTH POLE STATION -  NOAA/ARO OBSERVATORY 
WINTER 2003 MICROPULSE LIDAR ATTENUATED SCATTERING RATIO

MAY JUNE JULY AUG SEPT OCT NOV

WINTER 2003 MICROPULSE LIDAR MINIMUM SCATTERING RATIO SENSITIVITY

MAY JUNE JULY AUG SEPT OCT NOV

(b)

Figure 2.10 (cont.) Annual profiles for scattering ratio and minimum threshold.
Algorithm scattering ratios (top) and minimum detectable scattering ratios (bottom) for PSC Data Subset for
May -  October 2003 from 2.8 -  28.0 km MSL (b).
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SOUTH POLE STATION -  NOAA/ARO OBSERVATORY 
WINTER 2004  MICROPULSE UDAR ATTENUATED SCATTERING RATIO
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WINTER 2004 MICROPULSE LIDAR MINIMUM SCATTERING RATIO SENSITIVITY
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(C)

Figure 2.10 (cont.) Annual profiles for scattering ratio and minimum threshold.
Algorithm scattering ratios (top) and minimum detectable scattering ratios (bottom) for PSC Data Subset for
May -  October 2004 from 2.8 -  28.0 km MSL (c). o
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(d)

Figure 2.10 (cont.) Annual profiles for scattering ratio and minimum threshold.
Algorithm scattering ratios (top) and minimum detectable scattering ratios (bottom) for PSC Data Subset for
May -  October 2005 from 2.8 -  28.0 km MSL (d).



uncalibrated points where Eq. (2.16) is not solved. Instrument performance was best in 

2000, where minimum detectable scattering ratios approaching 10.0 are not as common 

as in subsequent years. Accordingly, algorithm performance is best during this year. 

Poor instrument calibrations are to blame for the numerous false positives observed near

20.0 km MSL in early May 2003. Data from 2004 is most affected by missing and 

uncalibrated points. This year was least cloudy (i.e., above 3.0 km MSL), particularly at 

PSC heights. Much of the missing and uncalibrated data points from 2005 come in May 

and October. Overall algorithm performance is good, though where the minimum 

detectable scattering ratio rapidly increases above 20.0 km MSL the upper edges of the 

PSC appear fuzzy in 2003 and 2005. It is worth recalling that these are composite 

images. While it appears that the tops of such clouds rarely exhibit high attenuated 

scattering ratios, smoothing has occurred.

2.7 Algorithm Sensitivity

Tuning the SNR (s in Eq. (2.21)) and clear ( k  in Eq. (2.22)) algorithm thresholds to 

improve performance is tantamount to focusing a lens to an image. It is not possible to 

derive exact parameters for these thresholds. However, they may be optimized. To test 

the sensitivity of the threshold values, tests were performed where both parameters were 

varied to compare algorithm output, diagnose any biases and better interpret the final 

results. Data from the 2003 season were used as input. The SNR threshold influences 

the detection of cloud base for the algorithm. Two tests were run with SNR varied from

200.0 to 50.0, or a factor two greater than and less than the implemented value of 100.0.
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ALGORITHM  OU TPU T -  SN R  TH RESH OLD  SET TO 2 0 0 .0  
W INTER 2 0 0 3  M IC RO PU LS E LIDAR ATTENUATED SCATTERING RATIO

(a)

ALGORITHM  OU TPU T -  SN R  TH RESH OLD  SET TO 5 0 .0  
W INTER 2 0 0 3  M IC R O PU LS E LIDAR ATTENUATED SCATTERING RATIO

Figure 2.11 Algorithm tuning for SNR threshold.
Algorithm results for May -  October 2003 for SNR threshold set to 
200.0 (a) and 50.0 (b) with clear threshold set at 10.0.

For these runs the clear threshold was maintained at 10.0. The results are shown in Figs.

2.1 la and b respectively. They may be compared directly with the upper panel of Fig. 

2.10b. An SNR threshold value of 200.0 results in fewer cloud layers detected. This is
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ALGORITHM  OU TPU T -  CLEAR TH RESH O LD  SE T TO 2 0 .0  
WINTER 2 0 0 3  M IC R O PU LS E LIDAR ATTENUATED SCATTERING RATIO

25

10

MAY JU N  JU L  AUG S E P  OCT NOV

(a)

1.00

5 .0 0

(b)

Figure 2.12 Algorithm tuning for clear threshold.
Algorithm results for May -  October 2003 for clear threshold set to 
20.0 (a) and 5.0 (b) with SNR threshold set at 100.0.

consistent with Eq. (2.21) given that a greater number of bins satisfying Eq. (2.20) must 

be present before the conditions of Eq. (2.22) are met and a cloud base search ceased. 

This effect is most apparent for low scattering ratio cases through the column (best

ALGORITHM  OLTTPUT -  CLEAR TH R E SH O LD  SET TO 5 .0  
W INTER 2 0 0 3  M IC RO PU LS E U D AR  ATTENUATED SCATTERING RATIO

M AY JU N  JU L  AUG S E P  OCT NOV
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observed by comparing Figs. 2.11a and b for the thin cloud layers observed from mid- 

August to mid-September between 10.0 and 15.0 km MSL) and at upper-levels where 

SNR is at a minimum (best seen from the PSC complex observed in June centered near

20.0 km MSL). This scenario produces a high bias in scattering ratio values calculated 

over the entire season. However, at 50.0 (Fig. 2.11b) the profile exhibits a greater 

influence from noise. This is most apparent during May near the top of the profile where 

numerous false positives were calculated.

The clear threshold affects the detection of cloud base, but has a more significant 

influence on the detection of cloud top. Two tests were run with the clear threshold 

varied from 20.0 to 5.0, similar to the previous case a factor of two greater than and less 

than the chosen value of 10.0. The SNR threshold was maintained at 100.0 during these 

runs. These data are shown in Figs. 2.12a and b respectively. A clear threshold value of

20.0 results has two effects. First, more cloud layers are detected overall since Eq. (2.22) 

is not satisfied as readily during cloud base search that would stop it. This leads to a low 

bias in scattering ratio values derived over the entire season. Second, and more 

noticeably from Fig. 2.12a, the threshold is not as easily surpassed in the low SNR 

regions at upper levels. Frequently, no cloud top height is found for cloud detected at 

these heights and the algorithm defaults the value to the top of the profile at 27.8 km 

MSL. Lowering the clear threshold to 5.0 produces an opposite effect. Fewer cloud 

layers are found overall since Eq. 2.22 is satisfied more easily during the cloud base 

search. The leads to a high bias in scattering ratio values derived over the entire season 

since only clouds exhibiting high SNR are found. Cloud top heights are found at lower
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WINTER 2 0 0 3  M IC RO PU LS E LIDAR ATTENUATED SCATTERING RATIO

JU N E

(a)

WINTER 2 0 0 3  M IC R O PU LS E LIDAR ATTENUATED SCATTERING RATIO

(b)

Figure 2.13 Image aliasing for variable time-iteration output.
Algorithm results from 2003 data subset for June (a) and 1-10 June 
(b).

heights relative to values of 10.0 and 20.0. Again, this is consistent from Eq. (2.22) being 

satisfied more easily with the lower standard.
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2.8 Image Aliasing

Imaging software was used to generate many of the images shown from this research. 

Most depict the concatenation of many days of data into one plot. This lowers the 

resolution of the images. For example, the seasonal images in Figs. 2.5 and 2.10 

respectively represent the concatenation of 18,400 profiles (184 days versus 100 profiles 

per day) into 1009 vertical imaging lines, a number unique to the source program code 

used. For this example a ten-fold decrease in temporal resolution results. The vertical 

(i.e., spatial) resolution is unchanged. However, the software employs routines that 

implement additional smoothing along both axes when displaying the concatenated array.

To examine the effects of aliasing, in Figs. 2.13a and b are scattering ratios derived 

from algorithm output during June 2003 and 1-10 June 2003. The full season is depicted 

in the top panel of Fig. 2.10b. Figure 2.13a consists of 3000 data points, representing the 

thirty days from that month. This results in a three-fold decrease in the temporal 

resolution of this image. Figure 2.13b consists of 1000 available data points. Therefore, 

there is no change of temporal resolution for this image. The 10-day image (Fig. 2.13b) 

depicts a greater concentration of saturated scattering ratio values (> 5.0; see color bar) 

relative to both the 30-day (Fig. 2.13a) and seasonal images (Fig. 2.10b). Cloud structure 

is less apparent as the length of the plot is increased. Centered at 20.0 km MSL from 9­

10 June in the 10-day image is a shallow hole in the PSC layer. This hole is not apparent 

in the longer plots, though the hole at the same height from 7-8 June appears in the 30- 

day image. PSC fallstreaks are visible intermittently from the 30-day image. However, 

in the seasonal image only the streaks that occurred at the end of the month are clearly
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distinguishable. Visible data gaps (i.e., missing data and uncalibrated profiles) disappear 

with increasing image duration. When concatenating the data, a minimum of 20% of the 

possible data points for a given imaging line were required for it to be plotted. 

Otherwise, the line appears as blank, or white. Only the most significant gaps appear in 

the longer duration images. From a positive standpoint, however, the effects of noise are 

minimized with increasing image duration. At 10-day resolution cloud top height levels 

are inconsistent. This may be attributed to noise. However, the effect may be real as a 

result either of instrument performance and the SNR profile for the given shot, or from 

attenuation effects. Both of these factors may influence the threshold in Eq. 2.19. These 

inconsistencies are gradually smoothed out as the length of the image increases.
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CHAPTER 3

SOUTH POLE 2000,2003-2005: OZONE, THERMODYNAMIC AND PSC 

SEASONAL PROPERTIES AND THE CORRELATION BETWEEN 

OZONE LOSS AND PSC OCCURENCE

In this chapter, ozone partial pressures, thermodynamic measurements and modeled 

cloud-saturation scenarios are described and correlated with PSC macrophysical 

properties for 2000 and 2003-2005. The result is a series of composite summary images 

that depict the seasonal evolution of PSC presence, thermal structure and ozone loss. 

More specifically, thermal depressions relative to the NAT condensation point and ice 

frost point for constrained nitric acid and water vapor concentrations were calculated 

from available radiosonde datasets. Periods of denitrification and dehumidification may 

be inferred from negative correlations between PSC presence and extended periods of 

NAT or ice saturation that would indicate conditions favorable to the occurrence of 

clouds. The primary research objectives proposed in the introductory chapter are 

addressed here. That is, the data are examined to establish whether a correlation exists 

between PSC occurrence evolve and ozone loss.

In reaching this point, the previous chapter dealt with characterizing the performance 

of the MPL for detecting PSC. From previous measurements for all types of PSC and 

their embryonic sub-species, the lower range of lidar scattering ratio measurements at 

0.532 and 0.589 pm approaches unity (Collins et al., 1993; Gobbi et al., 1998). The
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Figure 3.1 Annual South Pole ozone profiles.
Annual profiles of ozone partial pressure (mPa) from 10.0 -  28.0 km 
MSL at the South Pole for 2000 (a) and 2003 (b).

sensitivity of the MPL instrument as a function of scattering ratio was demonstrated (e.g., 

Fig. 2.9). At 0.01 fractional day resolution, the minimum detectable MPL scattering ratio 

for the designed algorithm typically exceeds 2.0 just above 15.0 km MSL. The
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Figure 3.1 (cont.) Annual South Pole ozone profiles.
Annual profiles of ozone partial pressure (mPa) from 10.0 -  28.0 km 
MSL at South Pole for 2004 (c) and 2005 (d).

instrument is not sensitive to all PSC, and is clearly not detecting all optically thin clouds. 

Yet, it is not possible to accurately estimate the extent of PSC occurrence that goes 

undetected. In the process of describing seasonal climate and chemical properties at
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South Pole over the four-year sample here some observations can be made about the 

likely nature of the clouds being detected by the MPL. Additionally, Appendix B is a 

case-study comparing MPL retrievals to PSC measurements from a high-power 

0.372/0.374 pm Fe-Boltzmann lidar instrument operated episodically by the University of 

Illinois at South Pole during 2000. The primary objective of this chapter is to investigate 

any correlation present between PSC occurrence, as measured by an MPL, and ozone 

loss. Furthermore, if present, those caveats inherent to the instrument and measurements 

must be established and recommendations made to redesign the experiment to make the 

future datasets more robust. The comparison in Appendix B provides further context 

from which to consider the results described in this chapter.

3.1 Lower-Stratospheric Ozone Partial Pressures at the South Pole

Lower-stratospheric ozone partial pressures (mPa) recorded from ozonesonde 

launches at South Pole station are shown for 2000 and 2003-2005 in Figs. 3.1a-d, 

respectively, from 10.0 -  28.0 km MSL. Individual sounding files were first interpolated 

to 0.250 km resolution starting from 3.0 km MSL using a one-dimensional form of the 

Hanning function (Appendix A) at 0.500 km spatial half-width. The data were then 

smoothed temporally to produce composite arrays at 1-day and 0.050 km resolution, 

again using the Hanning function at 14-day and 2.0 km temporal and spatial half-widths.

Table 3.1 displays statistics corresponding to the data shown in Fig. 3.1. Only those 

ozonesondes reaching 25.0 km MSL were used to construct the images. The total 

number of qualifying sondes for each year is listed, followed by the total number of days
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Table 3.1 Statistics from South Pole ozonesonde processing.
Corresponding to Figs. 3.1a-d the number of ozonesonde files used 
to construct each annual image, the number of days where < 220 DU 
was observed from the surface corresponding to the ozone hole 
overhead and the number of 0.050 km bins corresponding to the 
given ozone partial pressure constraints South Pole.

Year # Files Ozone Hole 
Days # Bins

2000 57 72 < 4.0 mPa

< 2.0 mPa

< 1.0 mPa

12917

6518

3524

2003 73 63 < 4.0 mPa

< 2.0 mPa

< 1.0 mPa

11338

6152

2734

2004 54 71 < 4.0 mPa

< 2.0 mPa 

<1.0 mPa

8045

2519

654

2005 57 69 < 4.0 mPa

< 2.0 mPa 

<1.0 mPa

11803

4044

1597

each year where less than 220 DU (i.e., the ozone hole being over the site) were derived 

from the 3.0 km MSL observation. Furthermore, the two-dimensional arrays (time vs. 

height) were integrated according to three partial pressure constraints to calculate total 

numbers of 0.050 km bins exhibiting less than or equal to 4.0, 2.0 and 1.0 mPa, 

respectively. The numbers of days with the ozone hole overhead, as well as yearly aerial 

maximums for the ozone hole, reported in Fig. 1.8, offer no reference to the depth of the 

ozone loss. In fact, the duration of the ozone hole is approximately seventy days each
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year despite wide disparity in the aerial maximum values. The data detailed in Table 3.1 

more appropriately represent this aspect of seasonal losses.

Ozone loss during 2000 (Fig. 3.1a), both at South Pole and over the region, was the 

most severe of the four-year sample. Losses at South Pole were first observed in early 

September from 11.0 to 25.0 km MSL. In only one other year (2005) early season losses 

were observed at this height. Minimum partial pressures were measured in early October 

just above 17.0 km MSL. The low concentrations were mostly replenished by mid- 

December. From Fig. 1.8, the mean value for the maximum annual area of the ozone 

hole from 1996 -  2005 was 2.63 x 107 km2, with a standard deviation of 0.25 8 x 107 km2.

7  7The maximum value during 2000 was 3.031 x 10 km in early September, which 

exceeded the standard deviation and is the largest measurement in the sample. The peak 

occurred just as losses were first being observed at South Pole, showing the 

photochemical dependence of ozone loss and suggesting that the hole formed from the 

outer edges of the polar vortex inward returning with solar irradiance as a function of 

latitude. Peak stratospheric chlorine concentrations were predicted to occur before 2000 

(Montzka et al., 1996; World Meteorological Organization, 1998). However, the 

combination of consistent bromine emissions (Montzka et al., 1999) and cooling 

stratospheric temperatures (Ramaswammy et al., 2001) are factors that may have offset 

the period for maximum ozone depletion (e.g., Shindell et al., 1998). Record 

stratospheric ozone minima were measured at McMurdo Station during the spring of 

2000 and 2001 (Kroger et al., 2003). From Table 3.1, maximum occurrences were 

recorded for all three ozone partial pressure constraints.
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Ozone loss during 2003 (Fig. 3.1b) was above average compared to the ten-year 

mean, and second highest among those in this four-year sample. In 2002, a significant 

Antarctic stratospheric warming occurred in spring, and the maximum ozone hole area 

that season was the lowest since 1990 (Hoppel et al., 2003). Unfortunately, the MPL 

failed in June due to laser failure. Losses in 2003 were first observed in early September 

from 11.0 to 23.0 km MSL. Minimum concentrations were observed in mid-October 

near 16.0 km MSL, and the hole had recovered by mid-December. The maximum annual 

area was observed in late September at 2.85 x 107 km2. This value ranks second from the 

ten-year sample (Fig. 1.8). However, from Table 3.1, the year ranks third among the 

four-year sample for number of bins exhibiting less than 4.0 mPa partial pressure. For 

bins exhibiting less than 2.0 mPa the 2003 season ranks a close second to 2000. For bins 

exhibiting less than 1.0 mPa the year ranks a clear second, but at roughly 75% of the 

2000 total. Sub-220 DU measurements at 3.0 km MSL lasted only 63 days in 2003, or 

90% of the average value for other sample years.

Ozone loss during 2004 (Fig. 3.1c) was the lowest of the four years in the data 

sample. Initial losses were measured in early September from 12.0 to 23.0 km MSL. 

Minimum ozone partial pressures were sampled in early October, just above 16.0 km 

MSL. These losses were mostly replenished by mid-November, the earliest of any 

sample year. The maximum area for the 2004 ozone hole occurred in late September, 

measured at 2.27 x 107 km2. This is the second-lowest value recorded since 1990. 

Nearly 2.5 times more bins exhibiting less than 1.0 mPa partial pressure were observed 

from the next closest year (2005) relative to 2004 (Table 3.1).
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Measurements from 2005 (Fig. 3.Id) indicate an average year for ozone loss relative 

to the ten-year average (Fig. 1.8). Beginning from early September losses were measured 

from 13.0 -  25.0 km MSL. Minimum concentrations were recorded in late September 

near 18.0 km MSL and then again in early October below 17.0 km MSL. Unlike 

previous years in the four-year sample, however, full recoveries were observed by mid- 

December. Ozone-poor air was detected near 15.0 km MSL through the end of the year. 

The maximum area of the 2005 ozone hole was measured at 2.68 x 107 km2 in early 

September, which is just above the ten-year average. This is similar to 2000, where the 

aerial maximum coincided with the beginning of significant losses being measured at 

South Pole. As noted, the second highest number of bins exhibiting less than 4.0 mPa 

partial pressure were observed in 2005 (Table 3.1). Flowever, the year ranks a clear third 

for bins exhibiting less than 2.0 and 1.0 mPa ozone partial pressure.

3.2 Lower-Stratospheric Temperatures, and Nitric Acid Condensation-Point and 

Water Vapor Frost-Point Thermal Depressions 

Temperatures derived from daily balloonsonde launches at South Pole station are 

shown for May through October 2000 and 2003-2005 in Figs. 3.2a-d, respectively, from

10.0 -  28.0 km MSL. This dataset is separate from the ozonesonde archive. However, 

similar to those data, individual sondes were first interpolated to 0.250 km resolution 

beginning from 3.0 km MSL using a one-dimensional form of the Hanning function 

(Appendix A) at 0.500 km spatial half-width. The data were then smoothed temporally to 

produce composite images at 1-day and 0.050 km resolution using the Hanning function
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Figure 3.2 Yearly winter/spring temperature profiles.
Profiles of temperature (K) from 10.0 -  28.0 km MSL at South Pole 
for May -  October 2000 (a) and 2003 (b). Data gaps are denoted by 
abrupt white gaps, and are not to be confused with saturation of the 
color bar.

at 14-day and 2.0 km temporal and spatial half-widths. Unlike the ozonesonde dataset 

gaps in the daily balloonsonde were present, despite only requiring launches reaching a 

minimum height of 18.0 km MSL to be included in the sample. It was decided not to 

supplement the latter archive with those of the former to fill these gaps at the risk of 

inhomogeneities that could bias the sample as a result of sensor differences (e.g., Gaffen
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Figure 3.2 (cont.) Yearly winter/spring temperature profiles.
Profiles of temperature (K) from 10.0 -  28.0 km MSL at South Pole 
for May -  October 2004 (c) and 2005 (d). Data gaps are denoted by 
abrupt white gaps, and are not to be confused with saturation of the 
color bar.

et al., 2000). This dilemma further highlights the deficiencies in operational radiosonde 

launches from the on-site NOAA meteorological office during polar night. Major gaps in 

the smoothed datasets occurred in 2000, with minor gaps present at upper-levels in July 

2004 and 2005. No gaps are present in the smoothed 2003 data.
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From these smoothed temperature datasets thermal, depressions relative to the 

condensation point for NAT {Hanson andMauersberger, 1988) and the frost point for ice 

(Bohren and Albrecht, 1998; see Fig 1.4 and accompanying text) were derived for three 

hypothetical concentrations of nitric acid and water vapor, respectively. For NAT, 12.0,

10.0 and 8.0 ppbv HNO3, given 4.0 ppmv water vapor concentration, were used, based on 

historical measurements and a desire for reasonable upper and lower bounds of lower 

stratospheric background concentrations in an unperturbed (i.e., not denitrified) 

environment (e.g., Gille et al., 1993). For ice, 6.0, 4.0 and 2.0 ppmv were chosen from 

similar concerns {Rosen et a l, 1993). These data are shown in Fig. 3.3 from 10.0 to 28.0 

km MSL, where NAT depressions are shown in Figs. 3.3a, c, e and g and ice depressions 

are shown in Figs. 3.3b, d, f  and h for each successive year, respectively. Data gaps 

present from the previous series of images in Fig. 3.2 are also present here. A second 

thermodynamic inversion of the smoothed temperature datasets is shown in Fig. 3.4. 

These figures are natural logarithmic profiles of saturation water vapor concentrations 

with respect to ice from 10.0 to 28.0 km MSL for each year, respectively.

These calculations are with respect to the saturation vapor pressure over both pure 

NAT and ice. Therefore, they are only rough approximations to reality, where ternary 

solution droplets or Type I PSC hydrates act as cloud particle embryos. Discussing 

homogeneous nucleation of ice, Koop et al. (2000) postulated that nucleation rates in 

aqueous solutions are independent of the nature of the solute and instead a function solely 

upon water activity. A recent review by Cantrell and Heymsfield (2005) discusses the 

practicality of the Koop et al. (2000) model. Actual saturation temperatures for Type I
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission. Figure 3.3 NAT and ice saturation temperature depressions.
Nitric acid condensation-point thermal depressions for 12.00 (top), 10.00 (middle) and 8.00 ppbv (bottom) 
and 4.00 ppmv water vapor (a), and water vapor frost point thermal depressions for 6.00 (top), 4.00 
(middle) and 2.00 ppmv (bottom; b) for May - October 2000. Missing data are denoted by abrupt white 
gaps, and are not to be confused with zero values of the color bar.
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Figure 3.3 (cont.) NAT and ice saturation temperature depressions.
Nitric acid condensation-point thermal depressions for 12.00 (top), 10.00 (middle) and 8.00 ppbv (bottom) 
and 4.00 ppmv water vapor (c), and water vapor frost point thermal depressions for 6.00 (top), 4.00 
(middle) and 2.00 ppmv (bottom; d) for May - October 2003. Missing data are denoted by abrupt white 
gaps, and are not to be confused with zero values of the color bar.



Reproduced with permission of the copyright owner. Further reproduction prohibited without permission. Figure 3.3 (cont.) NAT and ice saturation temperature depressions.
Nitric acid condensation-point thermal depressions for 12.00 (top), 10.00 (middle) and 8.00 ppbv (bottom) 
and 4.00 ppmv water vapor (e), and water vapor frost point thermal depressions for 6.00 (top), 4.00 
(middle) and 2.00 ppmv (bottom; f) for May - October 2004. Missing data are denoted by abrupt white 
gaps, and are not to be confused with zero values of the color bar.
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Figure 3.3 (cont.) NAT and ice saturation temperature depressions.
Nitric acid condensation-point thermal depressions for 12.00 (top), 10.00 (middle) and 8.00 ppbv (bottom) 
and 4.00 ppmv water vapor (g), and water vapor frost point thermal depressions for 6.00 (top), 4.00 
(middle) and 2.00 ppmv (bottom; h) for May - October 2005. Missing data are denoted by abrupt white 
gaps, and are not to be confused with zero values of the color bar.



and II PSC will occur at lower values, likely on the order of 1 to 2 K. Therefore, these 

data are only approximate proxies for actual saturation scenarios, and are presented solely 

for qualitative analysis.

Consistent with climatological mean profiles shown in Fig. 1.3, temperatures in the 

lower stratosphere measured in 2000 and 2003-2005 decreased at South Pole through 

August (Figs. 3.2a-d). The coldest air observed each season, as a function of height, 

occurred at progressively lower levels beginning from May near 25.0, down through 15.0 

km MSL. Temperatures dropped below 200 K at nearly every level displayed at some 

point during each season. The coldest air occurred during the 2000 and 2003 seasons 

(Figs. 3.2a and b), with the coldest temperatures overall being measured in latter season. 

During that year, a persistent layer of near-180 K air was detected just above 20.0 km 

MSL from late July into early August. Temperature minimums from other sample years 

also were detected near this same height, though not to this magnitude and at varying 

times. In 2000 the minimum temperature occurred in mid-July, in early August during 

2004 (Fig 3.2c), and mid-August in 2005 (Fig 3.2d).

The 2004 and 2005 seasons were warmer relative to 2000 and 2003. Warming at the 

end of each season was measured to unfold from the middle-stratosphere downward. The 

timing of these events varied. Measurements from 2004 indicate that warming began in 

early August near 28.0 km MSL, and temperatures above 200 K were measured at 20.0 

km MSL by early October. During the other seasons warming at 28.0 km MSL was 

observed to begin in early September. However, 200 K measurements at 20.0 km MSL
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did not occur in 2000 and 2005 until mid-October, whereas in 2003 this occurred in early 

October.

With only minor discrepancies temperatures during the four-year sample were 

sufficiently cold to support Type I PSC for persistent periods over most of the lower 

stratosphere (Figs. 3.3a, c, e and g). It was shown in Fig 1.4 that the condensation 

temperature for NAT does not vary much at low temperatures and with H N 03 

concentrations. This is reflected in these figures as condensation-point depressions depict 

NAT-saturated air at each of the sample concentrations over most of the season at nearly 

all levels. The onset of these conditions occurred in mid-May in each of the four years, 

centered near 20.0 km MSL. The layer expanded to between 10.0 and 25.0 km MSL by 

the end of June. In 2000 (Fig 3.3a), the layer was capped at 25.0 km MSL. In other 

years the depth of the layer exceeded this height. Thermal depressions greater than 10 K 

were calculated from each season. Data from the two coldest years, 2000 and 2003 (Fig 

3.3c), indicate persistent 10 K depressions in relatively deep layers. During 2004 (Fig 

3.3e) and 2005 (Fig 3.3g) the 10 K threshold was exceeded only for brief periods in 

relatively shallow layers. NAT-saturation was calculated in 2003-2005 to have persisted 

through October, albeit at low levels. Warming nearing the tropopause was measured in 

2000, and saturated air was not calculated past early October. Near 20.0 km MSL each 

year, warming caused saturated conditions to cease at the end of September.

Relative to NAT the ice frost-point temperature varies more with nominal 

background water vapor concentrations (Fig. 1.4). The magnitude of winter cooling, 

directly a function of the strength of the polar vortex (discussed in Chapter 4), determines
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Figure 3.4 Saturation concentrations of water vapor over ice.
Profiles of water vapor saturation concentrations with respect to ice 
(logio(ppmv)) from 10.0 -  28.0 km MSL at South Pole for May - 
October 2000 (a) and 2003 (b). Data gaps are denoted by white 
gaps, and are not to be confused with saturation of the color bar.

the temporal and spatial extent to which ice saturation is possible. At 6.0 ppmv water 

vapor sub-saturated air was calculated over much of the lower stratosphere each season 

beginning from early June centered near 20.0 km MSL (Figs. 3.3b, d, f  and h). These 

conditions persisted through September, though at progressively lower heights. 

Depressions approaching 10 K were common from this concentration. At the lower
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Figure 3.4 (cont.) Saturation concentrations of water vapor over ice.
Profiles of water vapor saturation concentrations with respect to ice 
(logio(ppmv)) from 10.0 -  28.0 km MSL at South Pole for May - 
October 2004 (c) and 2005 (d). Data gaps are denoted by white 
gaps, and are not to be confused with saturation of the color bar.

water vapor concentrations, however, differences in the four years become more 

apparent. In 2000 (Fig. 3.3b), depressions were calculated from 12.5 to near 24.0 km 

MSL at 4.0 ppmv from mid-June through early September. In 2003 (Fig. 3.3d), such 

values persisted within the same range through early October. At 2.0 ppmv saturation 

was derived from a 3.0 km layer centered near 19.0 km MSL each season, coinciding
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with the coldest air from each year. In the warmer years, 2004 (Fig. 3.3f) and 2005 (Fig. 

3.3h), relatively low depressions were calculated between 12.5 and 20.0 km MSL at 4.0 

ppmv from mid-June to mid-September. At 2.0 ppmv, minimal depressions were 

calculated from either year.

These data can also be viewed in the form of the saturation vapor concentration with 

respect to ice (Figs. 3.4a-d). Either method is simply a proxy for temperature. The 

likelihood for ice nucleation and growth in PSC at South Pole can be limited by the 

extent of seasonal cooling and the availability of water vapor. These calculations are not 

necessarily truth, but instead reasonable estimates for where Type I and II PSC should be 

observed based on previous measurements, assuming no major perturbations. The lack of 

high spatial and temporal resolution measurements of water vapor and other chemical 

compounds in and around South Pole is an issue that needs to be resolved during polar 

night. Satellite techniques and measurements are improving, but limitations exist, as 

discussed in Chapter 1. Depolarization lidar measurements would be very beneficial to 

differentiating between ice, near-spherical hydrate particles and solution droplets.

3.3 Temporally and Spatially Smoothed PSC Observations

Algorithm results for attenuated scattering ratio (ASR) corresponding to the data 

shown in Fig. 2.10 are reintroduced in Fig. 3.5a, having been smoothed to 0.5 day and 

0.250 km resolution using the Hanning function at 5.0 day and 0.750 km temporal and 

spatial half-widths. These settings were chosen to balance the need for smoothing gaps 

resulting from missing data, or attenuation-limiting effects, without blurring PSC
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Figure 3.5 Smoothed annual attenuated scattering ratio profiles.
Corresponding to Figs. 2.10a-d, smoothed profiles of attenuated 
scattering ratio from 10.0 -  28.0 km MSL at South Pole for May - 
October 2000 (a) and 2003 (b). Data from 2000 are only through 
early September.

episodes too severely. The data are shown from 10.0 to 28.0 km MSL. In Fig. 3.6 the 

ASR data are converted to an approximate attenuated backscatter cross-section based on 

Eq. (2.24). The data are only shown for values exceeding l.OxlO'5 km'1-sr'1, an 

approximate lower limit based on Gobbi et al. (1998). Equation (2.24) may be written as
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Figure 3.5 (cont.) Smoothed annual attenuated scattering ratio profiles.
Corresponding to Figs. 2.10a-d, smoothed profiles of attenuated 
scattering ratio from 10.0 -  28.0 km MSL at South Pole for May - 
October 2004 (c) and 2005 (d).

P A r) =
Ppir)

yj3m(r)
+ 1 Tl(r) (3.1)

After subtracting for unity and multiplying by the molecular backscatter cross-section, 

Eq. (3.1) becomes
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Figure 3.6 Smoothed annual approximate attenuated backscatter profiles.
Following Fig. 3.5, smoothed profiles of approximate attenuated 
backscatter cross-section (> 1.5xl0'5 km^-sr'1) from 10.0 -  28.0 km 
MSL at South Pole for 2000 (a) and 2003 (b).

PP(T) = M l -1 A ( r ) (3.2)
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Figure 3.6 (cont.) Smoothed annual approx. attenuated backscatter profiles.
Following Fig. 3.5, smoothed profiles of approximate attenuated 
backscatter cross-section (> 1.5xl0'5 kni'-sr'1) from 10.0 -  28.0 km 
MSL at South Pole for 2004 (c) and 2005 (d).

For the case where particulate attenuation is small, which is common for PSC and other 

polar clouds (e.g., Collins et a l, 1993; Gobbi et a l, 1998), the transmission term in the 

denominator approaches 1.0 and this equation reduces to

AW  = (/?,■ W -lK (r) (3.3)
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Figure 3.7 Optical depth retrievals from raw algorithm output.
Optical depths (0.523 pm) derived from unsmoothed algorithm 
profiles (Fig. 2.10) for May -  November 2000 (a), 2003 (b), 2004 (c) 
and 2005 (d).

or the attenuated backscatter cross-section. However, this assumption is not always 

appropriate. In Fig. 3.7, optical depths derived based on raw algorithm profiles (Fig. 

2.10) for each year are shown. They were calculated from signal measured between 12.0
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and 24.0 km MSL, using an extinction-to-backscatter ratio of 25.0 (typical of 

tropospheric ice particles; e.g., Ansmann et al., 1992) for a minimum backscatter cross­

section of l.OxlO'5, as described above. Derived values frequently exceed 0.03, the 

approximate threshold separating visual and sub-visual clouds (Sassen and Cho, 1992). 

At this value, from Eq. (2.28) two-way transmission at cloud top is approximately 0.94. 

Therefore, with many cases, signal attenuation is approaching and exceeding five percent. 

This limits both the sensitivity to optically thin clouds at upper-levels, and violates the 

assumption leading to Eq. (3.3). For this discussion, the retrieved backscatter cross­

section is referred to as the approximate attenuated backscatter (AAB).

Table 3.2 is a summary of PSC occurrence statistics from these smoothed datasets. 

From 12.0 -  24.0 km MSL those bins where AAB exceeds 1.0x10'5 km'1 sr'1 are 

summed, followed by the corresponding total integrated ASR and AAB values. Similar 

values are also shown for three height intervals (20.0 -  24.0, 16.0 -  20.0 and 12.0 -  16.0 

km MSL). The threshold value of was chosen based on the order of magnitude 

corresponding to the lower end of similar PSC backscatter measurements from a 0.532 

qm lidar at McMurdo Station, Antarctica (Gobbi et al., 1998). This value also serves to 

limit the inclusion of what can be considered ‘noisy’ bins into the data sample developed 

from smoothing. Limiting the sample tops to 24.0 km MSL was done to coincide with 

the typical maximum height of ozone loss that occurred during these four years (Fig. 3.1).

In data from the four-year sample, the most PSC bins, highest integrated ASR, and 

highest integrated AAB were derived from 2000 data (Fig. 3.5a; Fig. 3.6a). Interestingly, 

data from that season are only available through early September. From the integrated
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Table 3.2 Statistical analysis of smoothed processed datasets.
From Figs. 3.5 and 3.6, the number of 0.250 km bins at 0.5 day 
resolution measuring a smoothed attenuated scattering ratio greater 
than 1.2 from 12.0 to 24.0 km MSL and the corresponding integrated 
backscatter ratio and backscatter cross-section, followed by those 
same values for three specific height intervals.

# s EeI e SB T 2 
Bins pm 2-Pplp

2567 4850.28 0.20

3029 6002.43 0.47

2881 4060.72 0.33

1649 3806.95 0.18

1904 3304.61 0.22

2829 3835.60 0.30

343 450.36 0.01

1386 2212.25 0.14

1980 2600.50 0.18

1377 2430.56 0.09

2177 3593.28 0.24

2692 3645.60 0.27

ASR analysis, values in 2000 exceeded the next closest year, 2003, by nearly fifty 

percent. However, ASR is a weighted value dependent upon the molecular scattering 

cross-section, which decreases with height. At 12.0 km MSL the molecular scattering 

cross-section is approximately 4.0x10'4 krrf'-sr'1, whereas at 24.0 km MSL the value is 

roughly 2.5 times less. AAB is, instead, an absolute value. Using this parameter, the 

integrated value in 2000 exceeded the next closest year, 2003, by only about twenty-five 

percent. In comparing Figs. 3.5 and 3.6, ASR is more appropriate for delineating all PSC
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v  # LBnTnYear Î - EBins pm

2000 8477 14913.43 0.99

2003 6382 10947.17 0.70

2004 3709 5263.11 0.33

2005 6186 9669.44 0.59

ZPpTp2 Range

0.99 20.0 -  24.0 km

16.0-20.0 km

12.0-16.0 km

0.70 20.0 -  24.0 km

16.0-20.0 km

12.0 -1 6 .0  km

0.33 20.0-24 .0  km

16.0-20.0 km

12.0-16.0 km

0.59 20.0-24 .0  km

16.0-20.0 km

12.0-16.0 km



layers, including those that are optically thin. AAB varies commonly by an order of 

magnitude, and is, therefore, more sensitive to optically thick episodes. It is best used as 

a proxy for more dense clouds.

The onset of persistent PSC in 2000 occurred in late May from 18.0 to near 25.0 km 

MSL (Fig 3.5a). By mid-June the layer was over 10.0 km deep, and present from 15.0 to 

near 26.0 km MSL. Seasonal peaks in ASR were observed near 18.0 km MSL during the 

latter half of that month. AAB peaks corresponded to these same events (Fig. 3.6a). 

Perhaps not coincidentally, the integrated ASR and AAB maximums were derived from 

the 16.0 to 20.0 km MSL interval in this year (Table 3.2). From July through August 

PSC occurrence was episodic. Clouds were observed to near 25.0 km MSL through mid- 

August, and to near 18.0 km MSL through the end of the observing period.

The 2003 season was second highest for PSC occurrence (Table 3.2). Cloud 

structure, as observed from mid-May to the end of June, evolved comparably to 2000 

(Figs. 3.5b and 3.6b). PSC were first observed near 20.0 km MSL, though the lower 

boundary of their presence reached 15.0 km MSL a few weeks later than having occurred 

in 2000. Seasonal peaks in ASR and AAB were observed near 24.0 km MSL in the first 

half of June. This was nearly 5.0 km higher and approximately one week earlier than in 

2000. An additional AAB peak were observed in mid-June near 17.0 km MSL, followed 

by strong lower-level peaks intermittently seen the rest of the season, and likely due to 

upper-tropospheric events. PSC occurrence ceased above 17.0 km MSL beginning in 

early July, except for a brief episode in the middle of the month seen from ASR data. 

The distribution of cloud was consistent over each of the three height ranges described in
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Table 3.2. Overall occurrence was approximately 10% higher than the next closest year, 

2005, and integrated ASR was roughly 20% higher. Integrated AAB, however, was 

nearly 50% higher than 2005. This indicates that optically thicker clouds and greater ice 

content were observed in 2003 relative to 2005, which correlates with colder 

temperatures occurring in that year.

PSC occurrence during the 2004 season was the lowest of the four- year sample by a 

wide margin. The number of PSC bins measured was roughly half of the values 

measured in 2003 and 2005 (Table 3.2). Total integrated ASR was less than that. 

Although the number of bins sampled was low at each of the three height intervals, the 

lack of measurements in the 20.0 to 24.0 km MSL interval deviated most from other 

years. The onset of PSC occurrence did not begin in late May, but rather in mid-June 

(Figs. 3.5c and 3.6c). The initial pulse of clouds was not persistent compared to other 

years, and only a brief period of relatively high ASR and AAB was detected near 17.0 km 

MSL in the second half of the month. Few episodes were detected from July forward, 

though a strong pulse in mid-August produced measurable ASR and AAB near and above

20.0 km MSL.

The 2005 season began in a manner consistent with measurements from 2000 and

2003. Clouds were first observed centered at 20.0 km MSL in late May (Figs. 3.5d and 

3.6d). They then abruptly ceased. Instrument performance from 2-7 June was poor, the 

result of a failing laser diode that would soon be replaced. Data gaps, from both poor 

SNR and low-level cloud attenuation, occurred during the ten first days of June (Fig. 

2.10d). Still, nominal instrument performance was restored by 11 June, clear skies were
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apparent near the surface, and no PSC was measured. Clouds would not return for 

another week, when the seasonal maximum of ASR was detected at 20.0 km MSL and a 

corresponding AAB maximum was measured near 17.0 km MSL. Clouds detected 

during the remainder of the season occurred in limited episodes. They were measured 

above 20.0 km MSL through mid-August, and to near 20.0 km MSL in mid-September. 

This season ranks third among the four-year sample for total PSC, integrated ASR and 

integrated AAB for both the sum totals and at each of the three height intervals.

The ASR and AAB data are consistent with previous measurements reported from 

lidar studies at the South Pole. Fiocco et al. (1991, 1992) and Fua et al. (1992) report 

0.532 pm measurements of PSC layers made episodically during winter 1988. Fiocco et 

al. (1992) describe continuous layers frequently greater than 5.0 km in depth up to 21.0 

km MSL, with attenuated backscatter ratios regularly approaching 4.0 and backscattering 

cross-sections commonly on the order of 1.0x1 O'4 km'1-sr‘l. Cacciani et al. (1997a; 0.532 

pm) and Collins et al. (1993; 0.589 pm) report similar characteristics in episodic 

measurements made during winter 1990, just before the Mt. Pinatubo eruption. Collins et 

al. (1993), in particular, report diffuse PSC, with ASR just above 1.0, near and above

15.0 km MSL as late as October. Rosen et al. (1993) report measurements from a series 

of balloon-borne dual-wavelength backscattersondes (akin to the lidar technique, though 

in-situ) that, though limited, are also consistent in cloud structure evolution versus 

temperature during winter 1991. Cacciani et al. (1997b) report measurements made post- 

Pinatubo during the winters of 1992 and 1993. These MPL data are also consistent with 

measurements from coastal Antarctic sites, including from Syowa Station {Iwasaka et al.,
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1985; Iwasaka, 1986a, b), Dumont d’Urville (66.4° S, 140.0° E; Stefanutti et al., 1991; 

Santacesaria et al., 2001) and McMurdo Station (Gobbi et al., 1998).

3.4 Composite Summary Images

Data from the preceding sections, including ozone concentrations, thermal 

depressions relative to NAT/ice saturation and ASR, are overlaid and redisplayed here in 

a series of composite summary images from 5.0 to 28.0 km MSL for May to December 

each year (Figs. 3.8a-d). Beneath each image is the corresponding time-series of 

smoothed 3.0 km MSL DU measurements for column ozone concentration from 

ozonesonde measurements. A dashed line is shown representing 220 DU, where the 

ozone hole is considered overhead. Ozone partial pressures are plotted for 4.0, 2.0 and

1.0 mPa. Positive thermal depressions are displayed for temperatures relative to the NAT 

condensation point only at 10.0 ppbv HNO3 given 4.0 ppmv water vapor and relative to 

the ice frost-point at 6.0, 4.0 and 2.0 ppmv water vapor. As proxies for temperature, the 

thermal depressions plotted versus ASR effectively mirror temperature versus cloud 

boundary displays generated from episodic South Pole lidar measurements in winter 1990 

by both Collins et al. (1993) and Cacciani et al., (1997a).

PSC occurrence was highest during the two colder years of the sample, 2000 and 

2003 (Figs. 3.8a and b). Yet, more cloud was observed and ozone loss more severe in 

2000, rather than 2003 where colder air was observed. During both years PSC were first 

observed in late-May. Clouds appeared after the onset of NAT-saturated air derived at

10.0 ppbv HNO3/4 .O ppmv water vapor concentrations, but before saturation with respect
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Figure 3.8 Annual composite summary images.
Composite summaries of the data from Figs. 3.1, 3.3 and 3.5 for May 
to December 2000 (a) and 2003 (b), including positive NAT 
condensation-point depressions for 10.0 ppbv HNO3/4 .O ppmv H2O 
(green), positive ice frost-point depressions for 6.0, 4.0 and 2.0 ppmv 
water vapor (red) and ozone partial pressures less than 4.0, 2.0 and
1.0 mPa (blue dashed). 3.0 km MSL Dobson Unit measurements are 
shown in lower graph, with the dotted line representing 220 DU.

to ice at 6.0 ppmv water vapor. As temperatures cooled through June, conditions more 

favorable to ice saturation gradually evolved and higher ASR were observed. The 2003
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Figure 3.8 (cont.) Annual composite summary images.
Composite summaries of the data from Figs. 3.1, 3.3 and 3.5 for May 
to December 2004 (c) and 2005 (d), including positive NAT 
condensation-point depressions for 10.0 ppbv ITNO3/4 .O ppmv H2O 
(green), positive ice frost-point depressions for 6.0, 4.0 and 2.0 ppmv 
water vapor (red) and ozone partial pressures less than 4.0, 2.0 and 
1.0 mPa (blue dashed). 3.0 km MSL Dobson Unit measurements are 
shown in lower graph, with the dotted line representing 220 DU.

ASR maximum occurred just after the onset of ice saturation at 6.0 ppmv water vapor. 

The upper limit to cloud observations in both years closely matches the 10.0 ppbv/4.0
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Figure 3.9 Lower-stratospheric fall-trajectories for spherical particles.
Fall-trajectories for spherical particles of mass density 1.0 gm/cm3 
based on Kasten (1968) at 10.0 pm (solid), 3.0 pm (short dash) 1.0 
pm (dash/dot) and 0.1 pm (long dash) radius superimposed on 
attenuated scattering ratio data from 2003 (Fig. 3.5b).

ppmv NAT isopleth, whereas the lower extent of cloud presence follows that for 

saturation with respect to ice. The possibility for gravity wave enhancement is more 

likely at upper levels given a higher wave potential energy component inherent in the 

thermal inversions occurring there (discussed further in Chapter 4). Evaporation is likely 

occurring at lower levels below cloud base, and thus in the region between the ice and 

NAT-saturated isopleths.

Type I PSC are likely present in these measurements under certain conditions 

(discussed further in Chapter 4 and in Appendix B). If so, they would need to be present 

in sufficiently high particle concentrations so as to generate sufficient volume scattering 

cross-sections to exceed minimum threshold at 0.01 fractional day resolution. Otherwise, 

most PSC observed with the MPL fall within the bounds of ice-saturated air masses. It is
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possible that anomalously high water vapor concentrations are present in these 

summaries (e.g., Rosenlof et a l, 2001). However, it can be roughly approximated that 

the instrument is detecting Type II PSC, particularly at heights exceeding 15.0 km MSL 

where the sensitivity of the algorithm with respect to ASR decreases rapidly with height 

and air is mostly ice-saturated.

Rather than an immediate removal of nitrogen and water vapor, most commonly 

inferred from conceptual descriptions of denitrification and dehumidification, these data 

indicate a gradual repartitioning within the lower stratosphere over time. The migration 

of nitrogen and water vapor downward through nucleation, growth, sedimentation and 

evaporation, particularly in clouds originating from heights exceeding 20.0 km MSL, 

may influence PSC occurrence and growth later in the season as temperatures at lower 

levels gradually become more favorable. This would enhance the surface area available 

to heterogeneous reactions, and eventually influence the magnitude of catalytic ozone 

loss in spring, which is at a maximum at these heights. In Fig. 3.9 are 100-day fall- 

trajectories superimposed on data from Fig. 3.5b for spherical particles (1.0 gm/cm3 mass 

density) of 10.0, 3.0, 1.0 and 0.1 pm radius (Kasten, 1968), assuming no evaporation, 

corresponding to the ASR maximum near 23.0 km MSL in June 2003. Accordingly, 

particles with diameters approaching 20.0 pm fall at a rate of approximately 1.0 km day'1. 

Near 1.0 pm diameter, the falling velocity varies through the lower-stratosphere from 

between a kilometer every twenty-five to sixty days. Sub-micron sized particles do not 

fall appreciably. Multiple number concentration modes in particle size distributions 

within these ranges have been measured in PSC (e.g., Dye et al., 1992; Toon et al., 2000),
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and sub-micron particles capable of a persistent presence are consistent with 

measurements of diffuse PSC above 20.0 km in lidar measurements from as late as 

August (Collins et a l, 1993), and below this height through October (Fiocco et al., 1992) 

at the South Pole. There is the possibility that particles with diameters between 2.0 and

6.0 pm formed during May and June at upper levels fall at a rate consistent with the rate 

of cooling (also negatively sloped versus height through August, e.g., Fig. 3.2b) so as to 

maintain thermal equilibrium. Since these calculations do not consider evaporation or 

airmass trajectories, this cannot be said definitively.

In May and June 2003, high ASR and AAB were measured above 20.0 km MSL. 

These levels do not coincide with levels where appreciable ozone loss was detected later 

in the year. In 2000, maximum ASR values were measured at heights corresponding with 

maximum ozone loss. Greater ozone losses were measured in that year than 2003. These 

data alone cannot be used to say one way or another whether or not these findings are 

coincidental or not.

Data from 2000 and 2003 during July and August depict two scenarios having 

occurred. In 2000, PSC occurrence was episodic, but persistent. Clouds were observed 

mostly within the bounds of air favorable to ice saturation, and NAT at lower levels, at 

standard background concentrations. During 2003, however, PSC were not observed, 

despite similar, if not colder conditions. Given the abundance of clouds detected early in 

2003, denitrification and dehumidification were likely major factors for air in and around 

South Pole influencing cloud formation during that year. That is, barring some unknown
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recycling of vortex air, whereby anomalously low nitrogen and water vapor 

concentrations were introduced.

Similar amounts of PSC were detected early in 2000 compared to 2003, but 

denitrification and dehumidification would not appear to have been anywhere near as 

significant that season, at least through August. Three explanations are plausible. First, 

more mixing occurred within the polar vortex during 2000 without significant intra­

vortex influence. If adiabatic lifting and cooling along isentropic trajectories approaching 

South Pole is the dominant mechanism inducing PSC observed there (e.g., Palm et al., 

2005) then over the course of three months, in a highly mixed vortex, the area 

immediately surrounding the Pole may act to induce PSC in a manner similar to an 

orographic cap cloud. In this scenario, air within the vortex would gradually mix toward 

South Pole, and PSC there would generally be seen as persistent. Denitrification and 

dehumidification would be widespread, but occur more gradually. Gravity waves and 

baroclinic disturbances would still remain important processes in PSC nucleation, but be 

confined more to along the edges of the vortex. For a particularly strong vortex mixing 

would not be as great. Temperatures near the Pole would be colder, but in the absence of 

a significant mixing of air from nearer the vortex edges over time denitrification and 

dehumidification would occur more rapidly, and in a more confined area. A second 

explanation would be a meridional weakening of gradients along the vortex edges such 

that mixing across this boundary is replenishing nitrogen and water vapor concentrations 

at heights already denitrified and dehumidified from previous PSC events. This is not 

necessarily consistent with measurements in 2000, since such mixing would also increase
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meridional heat transport, and that year was a relatively cold one for this sample. A final 

explanation would be a compromise somewhere between these two scenarios. This 

discussion is continued in Chapter 4, following a review of vortex dynamics, their 

potential influence on PSC at South Pole and trajectory analysis.

It is possible that it the data from 2000 are biased with respect to the other years. As 

noted previously, data collected with the instrument that season exhibited higher SNR. 

The particulate layer algorithm may have been more sensitive to low optical-depth PSC 

as a result. Episodes of high attenuated scattering ratio, however, were measured in late 

July and early August that are not evident in 2003 data. If biases were to be found, more 

likely ASR values just above minimum ASR thresholds would be expected. Instead, 

these appear to be legitimate PSC episodes, with clouds exhibiting appreciable 

backscatter cross-sections.

During the two warmer seasons of the four-year sample, 2004 and 2005 (Figs. 3.8c 

and d), springtime ozone losses and PSC occurrence were lower than the previous 

seasons. The maximum ozone hole area during 2004 was second-lowest since 1991. 

PSC during the year were scarce. Losses during 2005 were average compared to the ten- 

year mean, and PSC occurrence was moderate compared to other years. The onset of 

PSC during 2004 coincided with that of ice-saturation at 6.0 ppmv water vapor 

concentration, with the seasonal ASR and AAB peak occurring in late June at 17.0 km 

MSL. Save for episodes in late July and early August clouds were not observed during 

the remainder of the year, despite conditions favorable to saturation of both NAT and ice 

at standard background concentrations.
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Figure 3.10 Onset dates for NAT and ice saturation in 2003-2005.
Onset dates for the presence of saturated air with respect to nitric 
acid trihydrate (solid) and ice (dashed) for 10.0 ppbv nitric acid/4.0 
ppmv vapor water vapor and 6.0 ppmv water vapor in 1.0 km 
intervals from 10.0 -  25.0 km MSL at South Pole for 2003 (black), 
2004 (red) and 2005 (black).

The 2005 season commenced similar to 2000 and 2003, with PSC occurring before 

saturation with respect to ice. However, as discussed above, the clouds vanished, only 

returning in late June and continuing through mid-July. The seasonal ASR maximum 

was derived in mid-June just above 20.0 km MSL. Brief episodes occurred in mid- 

August and mid-September with cloud above 15.0 km MSL. The tops of clouds observed 

from both of the years are capped by saturation isopleths with respect to ice at 6.0 ppmv
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water vapor, except in late June 2005 where tops briefly exceed this threshold. The 

extent of gravity wave influence here is examined in Chapter 4. Similar to 2000 and 

2003 the lower extent of PSC follow the 6.0 ppmv ice isopleth closely indicating 

evaporation below these levels.

One notable aspect of 2004 and 2005 measurements relates to the hypothesis of 

Tabazadeh et al. (2001). From model calculations, incorporating growth rates for solid 

NAD and NAT particles as a function of temperature, they describe a polar “freezing 

belt” corresponding to temperatures between 190 and 192 K. Within this range NAD 

nucleates at a rate an order of magnitude higher than that of NAT. Large NAD particles 

more efficiently denitrify nucleating levels, as particle sizes grow to between 1.0 and 10.0 

pm in diameter. The nucleation of a few ternary solution droplets into this more stable 

hydrate allows for differential growth mechanisms to dominate and produce a small 

population of relatively large particles (Salawitch, et al., 1989, Toon et al, 1990; 

Tabazadeh et al., 2001). They conclude that presence of this “belt” within the polar 

vortex could amplify denitrification and ozone loss.

In Fig. 3.10, onset dates from 2003, 2004 and 2005 are plotted at 1.0 km resolution 

from 15.0 to 25.0 km MSL for air saturated with respect to NAT at 10.0 ppbv HNO3/4 .O 

ppmv water vapor and ice at 6.0 ppmv water vapor (2000 data is not shown from lacking 

data). From the Tabazadeh et al. (2001) model, the 190 -  192 K “belt” (at 50 mPa; ~

20.0 km MSL) occurs sometime between these two profiles each year. In all three years, 

NAT saturation occurs on almost exactly the same days at most heights, and the onset of 

< 192 K temperatures occurs on the same day each year (22 May; not shown). Ice
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saturation, however, occurs roughly ten days earlier during 2003 (and 2000 from 20.0 km 

MSL below; not shown) than 2004 and 2005. Temperatures less than 190 K are first 

measured on 27 May (2003), 30 May (2004) and 1 June (2005). So, the “freezing belt” is 

present over South Pole for a few days longer during the latter years, yet ozone losses are 

lower in those seasons.

These data put into question the role of NAD growth and sedimentation in the 

PSC/ozone relationship at South Pole. Denitrification involving hydrate particles is most 

typically not as efficient as that of ice. The process is a function of particle size, vapor 

uptake and sedimentation speeds (e.g., Kasten, 1968; Fahey et al., 1989; Hoffman et al., 

1990). It is plausible that NAD growth and sedimentation may occur at the expense of 

ice nucleation, growth and associated heterogeneous surface chemistry, and therefore 

could have a relatively negative influence on catalytic ozone loss in regions of the vortex 

where persistent cold temperatures are more likely to occur. Satellite measurements of 

HNO3 and water vapor made from MLS in mid-June 2005 (not shown) show total loss of 

the former near 18.0 km MSL south of 80.0° S, whereas water vapor concentrations were 

approximately 4.5 ppmv. These measurements precede the PSC episode detected at 

South Pole in the latter half of the month (Fig. 3.8d). Of course, this is just one four- 

week window during a three month season. Mixing within the vortex and the depth of 

cooling through August likely have just as much of an effect on PSC occurrence, 

denitrification and the depth of ozone loss measured in spring. Still, these data, and their 

correlation with ozone loss (examined in the next section), indicate that the “freezing 

belt” hypothesis requires further examination to reconcile what influence it has at South
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Pole. Approaching the edges of the vortex where persistent cold temperatures are 

lacking, there is no reason to doubt a stronger role in these processes.

3.5 Correlations between PSC Occurrence and the Depth of Seasonal Ozone Loss

Data from Fig. 3.8 and Table 3.2 are discussed in tandem here to determine whether 

or not a correlation exists between MPL PSC presence and the extent of springtime ozone 

loss. From Figs. 3.8a-d, negative daily DU departures from the ozone hole threshold 

(220 DU) are calculated (i.e., analogous to a “degree day”; Geer, 1996) and integrated to 

produce an value representative of both temporal extent and the depth of low ozone 

column concentrations (henceforth referred to as “DU days”). These values are 4872.52, 

3787.52, 3012.56 and 4138.62 for 2000 and 2003 -  2005, respectively. By this 

calculation, greater ozone losses were experienced during the 2005 season than 2003. It 

was shown in Table 3.1, however, that the 2003 season was approximately 10% shorter 

than the other three years. The maximum area of the ozone hole that year was larger than 

in 2005 (Fig. 1.8). Recoveries in November 2003 occurred much faster than average 

(Fig. 3.8b). Representing PSC presence in this comparison are the total (12.0 -  24.0 km 

MSL) and range-resolved integrated AAB from Table 3.2. The data are compared in Fig. 

3.11 for total AAB (a) and that derived from each of the three height intervals (b).

Total integrated AAB and DU days are linearly correlated to a high confidence (R = 

0.88). The relationship is not congruent. That is, the linear regression function crosses 

zero along the DU day axis well above that for AAB, suggesting that ozone loss would 

occur in the absence of PSC. Similarly high correlations are derived for the 12.0 -  16.0
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Figure 3.11 Correlation between total smoothed backscatter and DU days.
From Table 3.2 and Fig. 3.7, linear regression fits and R2 confidence 
values for total integrated Dobson Unit days versus total integrated 
scattering ratio from 12.0 -  24.0 km MSL (bin'1) (a) and versus the 
total integrated approximate attenuated scattering ratio (knf' -sr'1) for 
20.0 -  24.0 , 16.0 -  20.0 and 12.0 -  16.0 km MSL (b; see legend).

and 16.0 -  20.0 km MSL intervals. The lowest correlation was derived for the

relationship representing 20.0 -  24.0 km MSL. As discussed above, the MPL is most
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likely detecting Type II PSC, particularly at upper-levels where particulate layer 

algorithm sensitivity decreases. The likeliest explanation for the failure to derive a 

congruent relationship between total AAB and DU days is the lack of embryonic solution 

droplet and Type I PSC observations in this sample. An increase of AAB from increased 

instrument sensitivity would increase values in the weaker PSC years relative to the 

stronger ones. Since Type II clouds nucleate from sub-detection species there is some 

finite component of AAB occurring at the expense of scattering from the smaller 

particles. If instrument performance were optimal, and all AAB measured, in years 

where more Type II were detected less Type I would be present since they are ultimately 

activated and scavenged to yield ice particles. This would shift the curve towards the 

origin.

A nearly congruent relationship is seen for the 12.0 -  16.0 km MSL interval (Fig. 

3.11b). For these lower heights, where instrument and algorithm sensitivity is more 

amenable to Type I detection, the regression function is oriented more toward the origin 

and the correlation confidence remains high (R2 = 0.75). As height increases, the two 

successive functions shift away from that point (this would be clearer if not for the 

otherwise outlying 2003 data point in the 20.0 -  24.0 km MSL region that biases the 

regression line to the left). Relative ozone losses are greatest between 12.0 and 20.0 km 

MSL. Therefore, the correlation between AAB and DU days should be highest at these 

levels compared to that from the 20.0 -  24.0 km MSL region. Still, the primary 

conclusion to be taken from these data is that there is a demonstrable correlation between
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the MPL PSC observations, even if they are skewed toward Type II measurements, and 

ozone loss over Antarctica.

These findings are consistent with model calculations made by Rex et al. (2004) and 

Douglass et al. (2006), albeit for the Arctic, and using PSC volume rather than AAB and 

modeled ozone losses rather than DU days. Cloud volumes were estimated using model 

reanalysis temperatures and NAT condensation and ice frost-points for unperturbed 

background concentrations of HNO3 and water vapor. They do not consider the effects 

of denitrification or dehumidification, though their effects in the Arctic are typically 

localized and not widespread (e.g., Fahey et al., 1990). Rex et al. (2004) do not find a 

congruent relation between ozone loss and cloud volume, despite a cloud proxy that 

represents both types of PSC. Their relationship mirrors Fig. 3.11a, as their function 

crosses the axis for ozone-loss well above the origin. Douglass et al. (2006) use a 

chemistry-based model that constrains ozone loss based on both PSC presence and 

chlorine and bromine loading. They find a more congruent relationship.

In Fig. 3.12, the raw data from Fig. 2.10, converted to AAB, are plotted versus 

integrated DU days. The purpose is to compare and contrast the effects of data 

smoothing on the results presented in this chapter. Recall that smoothing was done in 

two places. First, gaps within cloud base and top boundaries dropping below the 

minimum signal threshold were smoothed with the Hanning window. Second, the data 

were then smoothed temporally and spatially to produce the data mostly used in this 

chapter. Gaps exist in the MPL datasets, either from missing data, or from episodes of 

persistent low cloudiness that inhibited calibration using the algorithm. In the case of
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100

•  20.0 - 24.0 km MSL; R2 = 0.45 
T  16.0 - 20.0 km MSL; R2 = 0.61 
■  12.0 -16.0 km MSL; R2 *  0.23
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INTEGRATED DOBSON UNIT DAYS

6.006+3

Figure 3.12 Correlation between total raw backscatter and DU days.
Using unsmoothed data from Fig. 2.10, linear regression fits and R2 
confidence values for integrated Dobson Unit days versus integrated 
scattering ratio from 12.0 -  24.0 km MSL (bin'1) (a) and versus the 
total integrated approximate attenuated scattering ratio (km’^sr'1) for

missing data, a comparison of this nature becomes difficult to do since the goal is to

compare total PSC (using some form of absolute measurement like AAB) to total ozone

loss. The second smoothing step was designed to address this problem. Comparison
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between Figs. 3.11 and 3.12 suggest that this changed the data appreciably. Correlation

over the sum totals is reasonable, but not exceedingly high (R2 = 0.48). Surprisingly, the
t 2

12.0 -  16.0 km MSL interval yields the lowest correlation of the three intervals (R = 

0.23), and is lower than for the smoothed data. Correlation values from the other two 

intervals are lower (R2 = 0.45, 0.61, respectively), though not as egregiously. Notably, it 

turns out that the 2005 dataset included many gaps caused by missed calibrations, and the 

sum totals for ASR and AAB derived from the raw data that year are below those of even

2004. This is not immediately apparent from comparing Figs. 2.10c and d. Aliasing is 

occurring in Fig. 2.10d, and thereby enhancing the amount of cloud apparent in the image 

relative to that in Fig. 2.10c. This result may be improved after reprocessing with a lower 

resolution setting for the algorithm (Appendix B), since smoothing has apparently had a 

more than cursory influence. Viewed either way, the conclusion that a linear correlation 

between PSC, as measured with an MPL, and ozone loss remains consistent. However, 

the smoothed datasets reflect some measure of data massaging that, though not by any 

means artificial, have a qualified meaning.
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CHAPTER 4

ANTARCTIC POLAR VORTEX DYNAMICS 2000,2003 -  2005: 

GEOPOTENTIAL HEIGHT ANOMALIES, TRANSPORT AND 

SOUTH POLE GRAVITY WAVE CHARACTERISTICS

In the previous chapter, relationships between South Pole PSC occurrence, 

thermodynamic structure and chemical properties were examined. It was concluded that 

for clouds detectable with an MPL there exists, with reasonable confidence, a linear 

relationship between seasonal PSC occurrence and ozone loss. Furthermore, PSC 

structure was consistently bounded by the coldest temperatures that occur each winter in 

the lower-stratosphere over the South Pole. The depth of winter cooling is a function of 

the dynamic intensity of the austral polar vortex. This chapter investigates dynamic 

mechanisms relating to the vortex that may influence PSC observed at the South Pole. 

First, synoptic-scale properties are examined. Geopotential height anomalies averaged 

along the 60° S -  90° S longitudinal band are correlated with the South Pole MPL PSC 

observations from 2000 and 2003-2005. Five-day back-trajectories are shown to 

investigate transport within the vortex as a function of height, and determine the rate of 

cooling for air approaching the Antarctic plateau. Finally, local-scale dynamics are 

investigated. Gravity wave energy densities are shown from each season, having been 

derived from South Pole radiosonde measurements. These data are correlated with PSC 

occurrence to determine periods where they may have held any notable influence.
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Figure 4.1 Annual normalized geopotential height anomalies.
Averaged normalized geopotential height anomalies between 60.0° 
and 90.0° S from 700.0 -  10.0 mPa for May -  November 2000 (a) 
and 2003 (b). The white line represents the 0.0 isopleth.

4.1 High-Latitude Southern Hemispheric Winter/Spring Geopotential Height 

Anomalies

Figure 4.1 displays averaged normalized geopotential height anomalies (GHA) for 

60.0° S -  90.0° S from 700 -  10 hPa for May -  October 2000 (a) and 2003 -  2005 (b-d).

MAY JUNE JULY AUG SEPT OCT NOV
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Figure 4.1 (cont.) Annual normalized geopotential height anomalies.
Averaged normalized geopotential height anomalies between 60.0° 
and 90.0° S from 700.0 -  10.0 mPa for May -  November 2004 (c) 
and 2005 (d). The white line represents the 0.0 isopleth.

They were derived from data retrieved from the NOAA ESRL Reanalysis Project 

archives of National Center for Environmental Prediction (NCEP) model reanalysis data1

1 Accessible via NOAA/ESRL Reanalysis Project Website, http://www.cdc.noaa.gov/cdc/reanalvsis/
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Figure 4.2 Annual geopotential height anomalies and PSC structure.
Averaged normalized geopotential height anomalies between 60.0° 
and 90.0° S from 200.0 -  10.0 mPa with attenuated scattering ratios 
(Fig. 3.5) superimposed at 1.5 and 3.0 isopleths for May -  November 
2000 (a) and 2003 (b). The white line represents the 0.0 isopleth.

(Kalnay et a l, 1996; Kistler et al., 2001). A 22-year climatology of daily geopotential

heights and their standard deviations at 2.5° latitudinal resolution was derived for 1979 -

2000 at seventeen height levels, ranging from 1000.0 to 10.0 mPa between 60° S and 90°
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Figure 4.2 (cont.) Annual geopotential height anomalies and PSC structure.
Averaged normalized geopotential height anomalies for 60.0° and 
90.0° S from 200.0 -  10.0 mPa with attenuated scattering ratios (Fig.
3.5) superimposed at 1.5 and 3.0 isopleths for May -  November 
2004 (c) and 2005 (d). The white line represents the 0.0 isopleth.

S. Latitudinal averages were calculated as the mean for all data points available along a 

given band at 2.5° longitudinal resolution. Mean geopotential heights were then 

subtracted from daily 2000 and 2003 -  2005 data and normalized by the climatological
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standard deviations. Daily averages both in longitude and latitude are shown in the 

figures for 60.0° S and 90.0° S. Data from Fig. 4.1 are redisplayed in Fig. 4.2, but only 

for the lower stratosphere (200.0 -  10.0 hPa, roughly corresponding to 10.0 to 28.0 km 

MSL; Environmental Science Services Administration et al., 1967). Contoured ASR 

values (Fig. 3.5) are superimposed on these images using 1.5 and 3.0 isopleths. These 

values filter out periods of low ASR, and more distinctively delineate specific PSC 

episodes.

In the two colder years of the data sample, 2000 and 2003 (Figs. 4.1a and b; 4.2a and 

b), normalized GHA in early May in the lower stratosphere are negative, indicating lower 

than normal mean vortex heights. Normalized GHA in the warmer seasons, 2004 and 

2005 (Figs. 4.1c and d), however, show positive values, or relatively high mean vortex 

heights around this time. It was shown in Fig. 3.8 that temperatures supporting NAT 

saturation at standard background concentrations of HNO3 and water vapor occurred 

during 2003 -  2005 around 17 May each year. Cooling occurs in the lower-stratosphere 

at a rate approaching 1.0 K day"1 in May and June (Fig. 3.2). Although GHA episodes 

may be positive, that does not necessarily indicate warming. It does, however, indicate 

that a slower cooling rate was occurring than is observed on average. PSC in the colder 

years were observed in late-May, whereas, save for a very brief episode in 2005, PSC 

were not observed in 2004 and 2005 until mid-June. Onset dates for ice-saturation in the 

lower-stratosphere occurred later those years (Fig. 3.10). In all years, the onset of 

persistent MPL PSC measurements were first made during positive normalized GHA 

events, preceded by periods of prolonged (except for 2005) negative normalized.
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GHA data are not necessarily proxies for thermal conditions at or near the South Pole. 

Since they are broad averages of geopotential heights with respect to mean conditions 

over the entire vortex, they may instead be interpreted to indicate periods of anomalous 

meridional transport. In the hypothetical limit of an infinitely deep vortex, circumpolar 

transport would approach geostrophic balance (e.g., Wallace and Hobbs, 1977), and 

broad-scale meridional transport would cease. Therefore, negative deviations from 

climatology indicate an abnormally deep vortex, and transport toward the South Pole will 

be minimized relative to mean flow. Positive deviations correlate with behavior in the 

opposite manner. There exists a broad but definitive correlation between more negative 

normalized GHA having occurred in the colder years, versus more positive normalized 

GHA having occurred in the warmer years. But, this is implicit from the data shown in 

Fig. 3.2, and needs no further corroboration.

Palm et al. (2005) describe PSC observed from the GLAS satellite, and investigate 

their occurrence in accordance with isentropic surfaces. They suggest broad-scale ascent 

and cooling along air trajectories as the primary mechanism driving their formation. 

From this view, PSC are clouds formed from moisture overrunning colder air, not so 

different from the frontal structure of mid-latitude cyclones (e.g., Browning and Roberts, 

1994). Teitelbaum et al. (2001) discuss the role of synoptic-scale tropospheric 

disturbances, and anticyclonic potential vorticity anomalies near the tropopause inducing 

an upward displacement of isentropic disturbances in the lower stratosphere. Trajectories 

in these areas undergo quasi-adiabatic ascent and cooling, thereby inducing PSC 

nucleation and/or growth. Tuck (1989) showed similar structure in Antarctic PSC
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Figure 4.3 Daily five-day back-trajectories for 2000.
Daily five-day back-trajectories from 0000 UTC at South Pole in 
2000 for June at 25.0 (a) 20.0 (d) and 15.0 km MSL (g); July at 25.0 
(b), 20.0 (e) and 15.0 km MSL (h); August at 25.0 (c), 20.0 (f) and 
15.0 km MSL (i). Non-saturated air is shaded blue, air saturated 
with respect to 10.0 ppbv HNO3/4 .O ppmv water vapor is shaded 
green, and air saturated with respect to 4.0 ppmv water vapor is 
shaded red.

observations. Fromm et al. (1997) discuss observations of PSC inferred from passive 

radiometry and reconcile their occurrence with isentropic analysis. Trajectories 

approaching the South Pole are almost always rising and cooling quasi-adiabatically. 

Many of the observations in these papers occurred from points near the edges of the 

continent, where gravity wave influence was also considered a factor ( Wu and Jiang,
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(g) (h) W

Figure 4.4 Six-hour temperature changes along trajectories in 2000.
Six-hour temperature changes (see legend; K) along daily five-day 
back-trajectories from 0000 UTC at South Pole in 2000 for June at
25.0 (a) 20.0 (d) and 15.0 km MSL (g); July at 25.0 (b), 20.0 (e) and
15.0 km MSL (h); August at 25.0 (c), 20.0 (f) and 15.0 km MSL (i).

2002). Tropospheric enhancement of PSC below 15.0 km MSL was observed in brief 

episodes from August -  September 2003. However, there is little evidence that 

tropospheric enhancement influences PSC at the South Pole above 15.0 km MSL.

Moisture overrunning appears to be a primary mechanism for PSC occurrence at the 

South Pole. Following the initial measurements of PSC observed at the South Pole each 

year, mostly in late May and June, observations from July through September correspond
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with episodes of positive normalized GHA. In 2003, from mid-July forward, an extended 

period of negative normalized GHA was observed with no corresponding PSC. If the 

model for denitrification and dehumidification is to be believed, early season PSC (i.e., 

PSC occurring in unperturbed air) will result in removal of HNO3 and water vapor at 

heights supporting particle nucleation and growth. For the MPL observations, it has been 

shown that this pertains almost exclusively to ice and Type II clouds. Subsequently, in 

the case of a strong vortex (negative normalized GHA), meridional transport will be 

minimized, and air over the South Pole will more likely reflect the influence of previous 

PSC sedimentation from air remaining in the vicinity. Clouds may be observed, as they 

are in below 15.0 km MSL late July 2003, but they will likely correspond (as they did 

that year) with periods of further cooling, nucleation and growth of background aerosols. 

However, should the vortex become weak, and transport increase, possibly unperturbed 

air from the edges of the vortex, and perhaps influenced by mixing across the vortex 

boundary, will be more likely to be transported poleward. In this case, overrunning will 

induce PSC, sedimentation, denitrification and dehumidification in these air masses. To 

test this hypothesis, and perhaps extend it to reconcile early-season observations of PSC, 

an analysis of air trajectories is required, and follows in the next section.

4.2 Transport Patterns and Thermodynamic Development of Air Observed at the 

South Pole

Five-day back-trajectories are discussed here to investigate transport and the 

thermodynamic evolution of air observed over the South Pole. Data are shown for 2000
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Figure 4.5 Daily five-day back-trajectories for 2003.
Daily five-day back-trajectories from 0000 UTC at South Pole in 
2003 for June at 25.0 (a) 20.0 (d) and 15.0 km MSL (g); July at 25.0 
(b), 20.0 (e) and 15.0 km MSL (h); August at 25.0 (c), 20.0 (f) and 
15.0 km MSL (i). Non-saturated air is shaded blue, air saturated 
with respect to 10.0 ppbv HNO3/4 .O ppmv water vapor is shaded 
green, and air saturated with respect to 4.0 ppmv water vapor is 
shaded red.

and 2003 -  2005, respectively, in Figs. 4.3, 4.5, 4.7 and 4.9. The daily five-day 0000 

UTC back- trajectory is shown for June at 25.0 km (a), 20.0 km (d) and 15.0 km MSL 

(g), for July at 25.0 km (b), 20.0 km (e) and 15.0 km MSL (h) and for August at 25.0 km

(c), 20.0 km (f) and 15.0 km MSL (i). Along each track, sub-saturated air is shown in 

blue, saturation with respect to NAT for 10.0 ppbv HNO3/4 .O ppmv water vapor
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Figure 4.6 Six-hour temperature changes along trajectories in 2003.
Six-hour temperature changes (see legend; K) along daily five-day 
back-trajectories from 0000 UTC at South Pole in 2003 for June at
25.0 (a) 20.0 (d) and 15.0 km MSL (g); July at 25.0 (b), 20.0 (e) and
15.0 km MSL (h); August at 25.0 (c), 20.0 (f) and 15.0 km MSL (i).

concentrations is shown in green, and for 4.0 ppmv water vapor with respect to ice is 

shown in red. In Figs. 4.4, 4.6, 4.8 and 4.10 are six-hour temperature changes along each 

track at one-hour resolution for each year, 2000 and 2003 -  2005, respectively, 

corresponding to the months and heights in the previously described figures.

Trajectories and cooling rates were derived using the NOAA Air Resources 

Laboratory FIYbrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) on-line
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Figure 4.7 Daily five-day back-trajectories for 2004.
Daily five-day back-trajectories from 0000 UTC at South Pole in 
2004 for June at 25.0 (a) 20.0 (d) and 15.0 km MSL (g); July at 25.0 
(b), 20.0 (e) and 15.0 km MSL (h); August at 25.0 (c), 20.0 (f) and 
15.0 km MSL (i). Non-saturated air is shaded blue, air saturated 
with respect to 10.0 ppbv HNO3/4 .O ppmv water vapor is shaded 
green, and air saturated with respect to 4.0 ppmv water vapor is 
shaded red.

transport and dispersion model2 (Draxler and Rolph, 2003) initiated with Final Global 

Data Assimilation System data. The model is based on isentropic trajectory analysis 

(.Draxler, 1996). Table 4.1 details the mean distances traveled during each month, height 

and year, as well as the corresponding average farthest distances from the South Pole

2 Model access via NOAA ARL READY Website, http://www.arl.noaa.gov/readv/hvsplit4.html
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Figure 4.8 Six-hour temperature changes along trajectories in 2004.
Six-hour temperature changes (see legend; K) along daily five-day 
back-trajectories from 0000 UTC at South Pole in 2004 for June at
25.0 (a) 20.0 (d) and 15.0 km MSL (g); July at 25.0 (b), 20.0 (e) and
15.0 km MSL (h); August at 25.0 (c), 20.0 (f) and 15.0 km MSL (i).

encountered along each trajectory. Tables 4.2, 4.3 and 4.4 display monthly-averaged six- 

hour cooling rates at each level, as a function of individual days working backward along 

each daily trajectory from the South Pole, as well as the total mean value. The data are 

shown for June, July and August in each table, respectively. Uncertainties exist in these 

retrievals, with error growing as a function of time (e.g., Stohl, 1998). Still, the analysis 

in this section is mostly qualitative.

(e> 00 0)
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Figure 4.9 Daily five-day back-trajectories for 2005.
Daily five-day back-trajectories from 0000 UTC at South Pole in 
2005 for June at 25.0 (a) 20.0 (d) and 15.0 km MSL (g); July at 25.0 
(b), 20.0 (e) and 15.0 km MSL (h); August at 25.0 (c), 20.0 (f) and 
15.0 km MSL (i). Non-saturated air is shaded blue, air saturated 
with respect to 10.0 ppbv HNO3/4 .O ppmv water vapor is shaded 
green, and air saturated with respect to 4.0 ppmv water vapor is 
shaded red.

Immediately apparent from the distributions of trajectories is the evolving structure of 

the vortex as a function of height from June through August. As temperatures are 

understood to cool through at least mid-August (Fig. 3.2), the vortex strengthens 

accordingly. The winter polar jet-stream peaks in August, with mean wind speeds 

exceeding 60.0 m/s at heights as low as 30.0 km MSL (Fleming et al., 1988).
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(e)' (h) (i)

Figure 4.10 Six-hour temperature changes along trajectories in 2005.
Six-hour temperature changes (see legend; K) along daily five-day 
back-trajectories from 0000 UTC at South Pole in 2005 for June at
25.0 (a) 20.0 (d) and 15.0 km MSL (g); July at 25.0 (b), 20.0 (e) and
15.0 km MSL (h); August at 25.0 (c), 20.0 (f) and 15.0 km MSL (i).

Trajectories in all years exhibit contraction through the period at 20.0 and 25.0 km MSL. 

Trajectories at 15.0 km MSL fluctuate greatly in relation, indicating a weaker vortex 

influence at this height.

Interpretation of the data in Table 4.1 leads to similar conclusions. Trajectory lengths 

increase with height during all years in June and July, indicating increasing wind speeds 

with height. However, the mean maximum distances from the South Pole along these
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trajectories decreases with height at all levels. This indicates greater curvature in their 

circumpolar path lengths. In August, when the vortex is strongest, there are differences 

among the years. Disparity in these values relates to the vertical structure and strength of 

the vortex. In 2000, the mean trajectory length increases with height, and the mean 

maximum distance from the South Pole is highest of any year at all levels. In 2003, 2004 

and 2005, mean path lengths are variable with height. A significant positive normalized 

GHA event in 2000 (Fig 4.1a) begin in late-August and lasted through September. Data 

relating to this event may be influencing these results. However, elevated PSC were 

persistent this year in August, in contrast to the other seasons. With respect to the 

conclusions from last section, these data are consistent with increased PSC occurrence at 

the South Pole occurring with greater advection of air from the edges of the vortex.

Results from 2003, 2004 and 2005 show mean path lengths increasing from 20.0 to

25.0 km MSL, though these values are lower than the 15.0 km MSL value. This is 

counterintuitive versus expected mean wind speeds, where the polar jet should, on 

average, be very close to these heights (Fleming et al., 1988). Normalized GHA in 

August 2003 (Fig 4.1a) were anomalously negative in the early part of the month 

compared to other years at all heights in the lower-stratosphere. In 2005, normalized 

GHA at the highest levels were mostly negative as well during this month. Mean 

maximum distances from the South Pole were lowest at 25.0 km MSL during these years. 

Mean maximum distances from the South Pole, as a whole, are the lowest of any month, 

consistent with seasonal maximums of vortex influence.
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Immediately apparent in the six-hour cooling rates, shown in Figs. 4.4, 4.6, 4.8 and 

4.10, is that values from air reaching South Pole are almost exclusively positive. 

Averaged results for June, July and August, in Tables 4.2, 4.3 and 4.4, support this 

observations. On average, for each month and at each level sampled, cooling is always 

occurring for air traveling over five days to the South Pole. Given the lack of appreciable 

enthalpies of condensation and fusion at these altitudes, and assuming quasi-adiabatic 

ascent, estimates for the depth of ascent can be made relative to the dry adiabatic lapse 

rate, or 9.8 K/km (Bohren and Albrecht, 1998). On average, air rose from roughly 0.50 

to 1.50 km along trajectories in June 2000 from 15.0 to 25.0 km MSL. Averages in 2003, 

2004 and 2005 ranged from 0.30 to 0.75 km, with the lowest values occurring in 2004. 

Values from June 2000 were the highest of the entire sample, which corresponds to a 

high PSC occurrence rate that month (Fig. 3.5a).

In July, mean cooling rates drop, as the expansion of radiative cooling over the 

Antarctic continent with increasing darkness acts to dampen the slopes of isentropic 

surfaces. Notably, values in 2005 were highest of the four years from this month, which 

would compensate for low values in the previous month, and correlate with relatively 

high PSC occurrence that commenced in late June (Fig. 3.5d). In 2000, cooling was 

relatively high in July, maintaining persistence with the previous month, and again 

correlating with the high PSC occurrence observed (Fig. 3.5a). Minimums for all years 

occurred in August. Most notably, at 20.0 and 25.0 km MSL, only in 2000 did mean 

rates approach and exceed 1.0 K. In contrast, in 2003, which was from all other evidence 

a colder year, values were less than 0.3 K, and no PSC were observed during the period
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Table 4.1 Five-day back-trajectory statistics.
From the five-day back-trajectories in Figs. 4.2, 4.4, 4.6 and 4.8, the 
monthly mean for distance traveled (km) in reaching South Pole and 
the average furthest distance away from South Pole along the length 
of the trajectory (km) for June, July and August 2000 and 2003-2005 
at 15.0, 20.0 and 25.0 km MSL.

Year
Height

(km
MSL)

June
Distance

(km)

June
Furthest

(km)

July
Distance

(km)

July
Furthest

(km)

August
Distance

(km)

August
Furthest

(km)

2000 15.0 4424.57 2414.87 4896.87 2285.68 3882.68 1959.62

20.0 7288.99 2066.14 4967.42 1678.56 4143.12 1518.95

25.0 8252.17 1962.76 5093.97 1549.88 4314.45 1350.61

2003 15.0 2947.32 1903.53 2891.67 1472.97 3612.56 1746.24

20.0 3798.57 1556.35 3761.88 1452.60 3154.42 1174.52

25.0 4446.50 1410.16 3897.55 1311.46 3291.92 1073.23

2004 15.0 3980.63 1843.58 4192.10 1918.24 4597.17 1970.37

20.0 5087.26 1731.32 5118.82 1653.16 3409.85 1261.71

25.0 5641.65 1650.19 5413.56 1574.43 3461.01 1131.48

2005 15.0 4288.70 1932.44 3821.49 2098.32 4483.86 1903.68

20.0 5478.18 1904.95 4481.83 1788.77 2727.31 1080.21

25.0 6237.99 1772.84 4818.93 1611.54 2583.63 937.44

of extended positive normalized GHA. The likeliest explanation, under the guise of a 

very strong vortex, is that vortex was so strong so as to induce a dome of relatively stable 

cold air, with little amplitude to isentropic surfaces in the vicinity of the South Pole. As 

such, it appears that if the vortex is anomalously deep, isentropic transport occurs on 

relatively flat surfaces with little mixing from the vortex edges, and PSC occurrence (as 

measured with an MPL) is limited..
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Table 4.2 Six-hour cooling rate statistics for June.
From the six-hour cooling rates (K) calculated along each daily five- 
day back-trajectory for June in Figs. 4.3, 4.5, 4.7 and 4.9, the mean 
values for each day and the total average cooling rate over the length
of the trajectory for 2000 and 2003-2005 at 15.0, 20.0 and 25.0 km 
MSL.

Height
Year (km

MSL)
Day 0 Day 1 Day 2 Day 3 Day 4 Total

2000 15.0 0.826 0.649 0.791 0.636 0.698 14.254
20 .0 0.515 0.506 0.383 0.329 -0.527 5.175
25.0 0.617 0.438 0.109 -0.005 -0.040 4.663

2003 15.0 0.295 0.239 0.036 0.484 0.817 7.067
20 .0 0.158 0.211 0.231 0.038 0.019 2.650
25.0 0.181 0.192 0.024 0.065 0.291 2.977

2004 15.0 0.410 0.088 0.299 0.587 0.074 5.740
20 .0 0.145 0.166 0.137 0.157 0.139 2.976
25.0 0.172 0.123 0.046 0.154 -0.121 1.530

2005 15.0 0.516 0.296 0.255 0.278 0.646 7.580
20 .0 0.237 0.092 0.109 0.346 -0.073 2.867
25.0 0.280 0.191 0.223 -0.317 0.152 2.377

Averages calculated for the individual days along these tracks show cooling occurring 

exclusively during the three days immediately preceding reaching the South Pole in June. 

Daily average maximum values for all months occur during this month at all heights. 

Again, this likely speaks to the slope of isentropic surfaces present at this time. However, 

this again supports the idea of moisture overrunning being a primary source for PSC 

observed during the initial pulse of cloud each season, which occurs in this month. In 

July, average rates drop from the two days before reaching the South Pole by as much 

50%, except in 2005, which as noted above was marked by persistent cooling from late 

June and into mid-July. In August, daily averages reach minimum values. Although
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Table 4.3 Six-hour cooling rate statistics for July.
From the six-hour cooling rates (K) calculated along each daily five- 
day back-trajectory for July in Figs. 4.3, 4.5, 4.7 and 4.9, the mean 
values for each day and the total average cooling rate over the length 
of the trajectory for 2000 and 2003-2005 at 15.0, 20.0 and 25.0 km 
MSL.

Height
Year (km

MSL)
Day 0 Day 1 Day 2 Day 3 Day 4 Total

2000 15.0 0.662 0.596 0.410 0.394 -0.033 8 .010

20 .0 0.232 0.207 0.091 -0.129 -0.077 1.420

25.0 0.173 0.086 -0.051 -0.048 0.019 0.780
2003 15.0 0.315 0.184 0.091 0.542 0.432 5.967

20 .0 0.156 0.173 0.144 -0.163 -0.164 0.767
25.0 0.159 0.175 -0.060 -0.209 0.089 0.690

2004 15.0 0.448 -0.178 0.072 0.392 0.360 4.335
20 .0 0.087 0.061 0.015 -0.059 0.015 0.623
25.0 0.085 0.095 -0.099 -0.099 0.174 0.661

2005 15.0 0.263 0.458 0.496 0.512 0.588 9.006
20 .0 0.213 0.234 0.063 0.216 0.021 2.945
25.0 0 .220 0.191 0.164 -0.117 -0.129 1.532

interestingly, cooling in the two days immediately before reaching the South Pole is 

persistent relative to July. From Fig 3.2, the coldest air of the year typically occurs 

during this month between 15.0 and 25.0 km MSL. Most PSC are observed below this 

height in August, except for in 2000 and from cases of anomalously positive normalized 

GHA. Again, overrunning, here in the presence of sufficiently cold temperatures, 

appears likely to be the primary reason for PSC near this height. A more detailed 

analysis of PSC formation with respect to back-trajectories, particularly with respect to 

the nuances of Type I generations, is given by Tabazadeh et al. (1995).
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Table 4.4 Six-hour cooling rate statistics for August.
From the six-hour cooling rates (K) calculated along each daily five- 
day back-trajectory from August in Figs. 4.3, 4.5, 4.7 and 4.9, the 
mean values for each day and the total average cooling rate over the
length o f the trajectory for 2000 and 2003-2005 at 15.0, 20.0 and 
25.0 km MSL.

Height
Year (km

MSL)
Day 0 Day 1 Day 2 Day 3 Day 4 Total

2000 15.0 0.574 0.308 0.328 0.160 0.201 6.403
20 .0 0.201 0.204 0.137 -0.071 -0.123 1.441
25.0 0.209 0.259 0.046 -0.128 -0.187 0.874

2003 15.0 0.730 0.398 0.286 0.076 -0.116 5.642
20 .0 0 .100 0.085 -0.117 -0.069 0.015 0.119
25.0 0.104 -0.003 -0.154 0.011 -0.046 0.267

2004 15.0 0.323 -0.818 0.338 -0.308 0.109 5.187
20 .0 0.131 0.080 -0.090 -0.038 -0.066 0.161
25.0 0.116 0.076 -0.099 -0.026 -0.074 0.058

2005 15.0 0.330 0.603 0.405 -0.044 -0.365 3.887
20 .0 0.052 0.125 0.065 0.009 -0.098 0.629
25.0 0.024 0.075 0.015 -0.006 -0.055 0.232

4.3 Gravity Wave Characteristics at the South Pole

Gravity waves were recognized from early in-situ measurements for their potential 

influence on PSC nucleation and growth mechanisms (Cariolle et al., 1989). Rapid 

cooling favors the nucleation and preferential growth of relatively low numbers of 

particles. Since surface area varies as the square of radius, a few large particles can 

increase chlorine activation relative to many small ones, particularly at temperatures were 

heterogeneous nucleation of hydrates and ice may further influence the efficiency of 

heterogeneous surface chemistry (e.g., Solomon, 1999). Additionally, appreciable fall 

velocities develop so as to enhance denitrification and dehumidification (e.g., Kasten,
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1968; Carslaw et al., 1998b; Fahey et al., 2001). Orographic gravity waves are known to 

induce small-scale temperature fluctuations in the lower-stratosphere on the order of 10 K 

(Gary, 1989; Volkert and Intes, 1992; Leutbecher and Volkert, 1996). Non-orographic 

sources near the poles considered as first-order contributor to gravity wave energy 

densities include the geostrophic adjustment of the polar jet stream and propagation of 

low-latitude convective energy (Wu and Waters, 1996a, 1996b; Sato, 2000).

More complicated surface topography in the northern hemisphere leads to greater 

gravity wave activity there (Yoshiki and Sato, 2000). This yields a more disturbed Arctic 

polar vortex and warmer stratospheric temperatures in winter that exhibit greater 

interseasonal and interannual variability compared to the Antarctic (Pawson and 

Naujokat, 1999; Newman et al., 2001). Underpredictions of wintertime ozone loss in 

numerical models over the boreal pole, in the absence of any thermal bias, have been 

hypothesized to be the result of a missing influence on PSC occurrence from a gravity 

wave component (Becker et al., 1998; 1999; Manney et al., 2003; Eckerman et al., 2006). 

In the Antarctic, gravity waves are common along the edges of the vortex, both in 

response to coastal topography and polar jet dynamics (Wu and Jiang, 2002). Cariolle et 

al. (1989) describe PSC observed over the Palmer Peninsula and Weddel Sea driven by 

orographic gravity waves. They estimate that air between 14.0 and 18.0 km MSL within 

the polar vortex spent time 5% of its time inside these clouds from early August to late 

September 1987. Shibata et al. (2003) describe MPL observations of Type II PSC caused 

by nonorographic gravity waves at Syowa Station.
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Two studies of gravity wave characteristics at the poles, built from operational 

radiosonde datasets, have been described by Pfenninger et al. (1999) and Yoshiki and 

Sato (2000). The latter paper is an exhaustive study of 33 stations over a period of ten 

years, including total, potential and kinetic gravity wave energies, vertical and horizontal 

directions of wave propagation and correlations between gravity wave energy in the 

lower stratosphere and the mean wind. They found that Arctic gravity waves were most 

commonly forced by topography, but that over Antarctica, mean wind directions shift in 

the lower-stratosphere, which leads to surface-generated wave-breaking. They identify 

the geostrophic adjustment in the polar night jet as a more likely source for wave 

presence in the stratosphere. The Pfenninger et al. (1999) study is focused on four-years 

(1993-1996) of radiosonde measurements specifically at the South Pole. This section is a 

reproduction of their work for 2000 and 2003-2005 to examine the relationship between 

PSC occurrence and gravity wave energy densities.

A brief summary of the Pfenninger et al. (1999) methodology is required, though 

limited to the most relevant steps. The fundamental assumption is that for any given 

radiosonde profile a background structure (0 O, T0, u0, vc) exists upon which gravity wave 

structure (O', T , u' and v') is present. These profiles must be isolated. Pfenninger et al. 

(1999) includes all available radiosonde data files in their yearly samples. Their sample 

was collected during a period where two launches per day occurred at the South Pole. 

This is no longer the case for all days of the year. For example, in 2003, only one balloon 

launch per day occurred from mid-February through late-September. This coincides with 

regional air traffic schedules, and the need for increased radiosonde coverage to initiate
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numerical models used for flight forecasts. Similar to Chapter 3, only those files where 

the balloon reached 18.0 km MSL were used here, limiting this sample to nearly 20% of 

the data available to Pfenninger et al. (1999).

Potential and actual temperatures (0  and 7) and vector wind components (u and v) 

were first smoothed to 1-day and 0.050 km resolution using the Hanning function 

(Appendix A) at 14-day and 2.0 km temporal and spatial half-widths. Next, each profile 

was gridded separately to 0.050 km resolution using the one-dimensional Hanning 

function at 0.250 km spatial half-width. For each gridded sounding profile the difference 

between it and the corresponding smoothed data points were derived, and low-order 

polynomials fit to these differences (second-order below 8.0 km MSL and third-order at 

all heights above). A background profile (G0, Ta, u0, v0) was then defined as the sum of 

the smoothed profile and the polynomial fit. Accordingly, perturbations (O', T , u' and v') 

were then solved for by subtracting the background from the gridded profiles. Gravity 

wave component energy densities (J/kg) were solved for potential energy as

p E  = g 2( T ' / T 0) 

2 N 20
(4.1)

where g  is the acceleration from gravity. Kinetic energy densities are solved as

(4.2)
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Figure 4.11 Gravity wave energy densities.
Total, potential and kinetic energy densities for gravity waves (J/kg) 
at South Pole from 10.0 -  28.0 km MSL at South Pole for May -  
October 2003 (a).

where
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Figure 4.11 (cont.) Gravity wave energy densities.
Total, potential and kinetic energy densities for gravity waves (J/kg) 
at South Pole from 10.0 -  28.0 km MSL at South Pole for May -  
October 2004 (b). Missing data are in white, not to be confused with 
saturation of the color bar.

2 Sin do
K  = g-

dz
(4.3)
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The total energy density the sum of Eqs. (4.1) and (4.2). To reduce the influence of 

noise, wind perturbations that exceeded 7.5 m/s were omitted in calculating Eq. (4.2).

Total, potential and kinetic energy densities for May through October from each 

season were then smoothed for imaging, again using the Hanning function (Appendix A) 

at 14-day and 2.0 km spatial half-widths. They are shown in Fig. 4.11 for 2003 (a), 2004 

(b) and 2005 (c). Results from 2000 were excluded due to the effects of missing data in 

June and August that compromised the retrievals. Some contamination is possible in the 

results from 2004 and 2005 near periods of missing data. Pfenninger et al. (1999) 

display their results in composite form with all four years combined. Despite the possible 

caveats noted, the results here are mostly similar to their data in structure and magnitude. 

Kinetic energy densities generally exceed potential energy densities by as much as factor 

of 5. Cases of increased kinetic energy density do not necessarily coincide with increases 

in those for potential energy. High mean kinetic energy densities were reported by 

Pfenninger et al. (1999; Plate 3) throughout the winter stratosphere. They also found a 

consistent layer of high potential energy densities along the base of the winter thermal 

inversion of the mid-stratosphere. The latter signature is present in these data. However, 

kinetic energy maximums are more episodic here. Of course, these data are more 

representative of singular events rather than the bulk mean.

For the most part, definitive positive correlations are difficult to establish in 

comparing these data with specific events from the smoothed PSC ASR measurements in 

Figs. 3.5b-d. During May and June of both 2003 and 2005 (Figs. 4.11a and c), however,
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TOTAL ENERGV DENSITY

Figure 4.11 (cont.) Gravity wave energy densities.
Total, potential and kinetic energy densities for gravity waves (J/kg) 
at South Pole from 10.0 -  28.0 km MSL at South Pole for May -  
October 2005 (c). Missing data are in white, not to be confused with 
saturation of the color bar.

local maximums in kinetic energy density coincide with PSC episodes that occur in air 

unsaturated with respect to ice at the maximum estimated 6.0  ppmv water vapor
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concentration (Figs. 3.6b and d). The onset of PSC in late May 2003 correlates with a 

maximum in kinetic energy density centered at 20.0 km MSL. ASR values seen outside 

of the upper-level bounds of the 6 .0  ppmv isopleth similarly coincide with persistently 

high kinetic energy densities, including a nearly 10.0 J/kg maximum near the first of June 

at 25.0 km MSL. As seen in Fig. 3.8, temperatures cooled in 2005 more slowly relative 

to 2003. Ice-saturation was not observed that season until mid-June. But, a brief period 

of high ASR was measured during the first week of June that correlates with a local 

maximum in kinetic energy density centered at 20.0 km MSL, with a maximum value 

nearing 8.0 J/Kg. ASR were not detected for two weeks after this event.

From these limited data it is plausible that gravity waves are responsible for 

enhancing some PSC, such that their exhibited optical characteristics approach and 

exceed thresholds for MPL detection. However, these cases are likely limited to periods 

where temperatures are near the frost-point, and in early season when chemical 

concentrations are still mostly unperturbed (at the South Pole these periods are one in the 

same). Under these conditions, and consistent with earlier remarks, Type II PSC are 

most likely present from nucleation through rapid cooling experienced in gravity wave 

updrafts. Otherwise, if Type I are present, optically significant concentrations, so as to 

exceed algorithm detection levels, or anomalously large effective particle diameters are 

present as enhanced by local updrafts. This is most likely to occur, however, when HNO3 

concentrations are at maximum values. Over the course of the season, gravity waves 

would appear to be second-order mechanisms for PSC occurrence as measured with the
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MPL. That is, they may be occurring and enhancing PSC growth, but it cannot be 

exclusively determined from these data that they are a primary cause for their presence.
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CHAPTER 5 

CONCLUSIONS

When the MPL was first deployed to the South Pole in 1999 the project was in the 

midst of an important restructuring. The instrument optical design had recently been 

upgraded to recede the field-stop (pinhole) position from the joint transmit/receive path to 

a position behind their intersection relative to incoming light. This introduced new 

difficulties to the standard preparatory tasks of collimating the transmitted beam and 

focusing the detector for ensuring optical clarity. For most lidar instruments, these are 

not terribly intensive assignments. However, for MPL, eye-safety requires an expanded 

beam to lower energy densities, followed by a narrow receiver field-of-view to limit 

ambient background signal relative to target backscatter (Spinhirne, 1993). The optical 

alignment is an extremely delicate procedure, and the instruments are focused using an 

elaborate 18-foot collimating bench with a dedicated 0.5 W laser source. Technicians at 

GSFC were going to great lengths to prepare instruments for field deployment for what 

wound up being an active 2000 field campaign season (the author logged over 1.0 x 105 

km in air travel that year to support field experiments, including a visit to the South Pole). 

The South Pole experiment would be the first test, and they were faced with the prospect 

of not only deploying an instrument with what was basically an untested optical design 

with new components, but sending it to a site where the instrument could not be reached 

for a seven month period should something fail. In hindsight, it is too surprising that
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instruments failed to survive the winter seasons of 2000 -  2002. Since then, however, 

with the benefit of experience and continued modification of the system design, data 

retrievals have occurred continuously there without major interruption.

The deployment to the South Pole was proposed to compliment the emerging science 

goals of the pending GLAS mission. Two questions, in particular, were to be addressed 

(J. D. Spinhirne, personal communication, 1999). First, there was concern on the GLAS 

Science Team for the ambiguities of multiple scattering that could arise in cases of 

blowing snow over the Polar Regions. For the satellite altimetry channel (the laser 

source wavelength at 1.064 pm, whereas atmospheric data was mostly collected at the 

doubled harmonic wavelength at 0.532 pm) multiple scattering could produce 

uncertainties in surface height retrievals outside of the specified bounds of the project 

mission statement. Second, there was concern for the safety of the GAPD detectors in 

the case of horizontally aligned ice crystals, and direct 180° backscatter off their basal 

faces. The installation of a turning mirror as part of the deployment, aside for aiding 

calibrations, was motivated by the desire to construct an experiment to study these effects 

by varying the viewing angle by a few degrees around zenith over brief periods. With 

three years before the eventual launch of GLAS, the South Pole MPL datasets offered a 

great opportunity to investigate these scenarios, and their results have been reported (e.g., 

Mahesh et al., 2003; Mahesh et al., 2005). Until an otherwise oblivious data technician, 

responsible for managing the South Pole data archive, brought a quick-look image to the 

MPL Principal Investigator and asked whether the instrument was failing or whether
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there really signal being measured near 20.0 km on an otherwise ordinary June day, PSC 

were an afterthought.

The ozone hole remains a important social issue (Weatherhead and Andersen, 2006), 

though most of the science on the topic is settled, based on the bulk of research in the late 

1980’s through mid-1990’s. The role of PSC in catalytic ozone destruction is well 

understood (e.g., Solomon, 1999). Cloud particles provide sites for heterogeneous 

reactions that free reactive chlorine and bromine molecules from inert forms. The uptake 

of nitric acid in intermediate stages of PSC growth, and subsequent sedimentation arising 

from the increase in particle fall velocity, remove nitrogen from nucleation heights (e.g., 

Toon et a l, 1990). Nitrogen otherwise reacts with and locks chlorine and bromine into 

relatively stable reservoir species that suppress catalytic ozone cycles (e.g., Turco et a l, 

1989; Solomon, 1999). Still, models for ozone loss are not easily validated by current 

observations (e.g., Douglass et a l, 2006). Denitrification and dehumidification are not 

fully understood (e.g., Tabazadeh et a l, 2001). A primary reason these processes remain 

uncertain comes from a lack of continuous observations of PSC structure, type and phase 

over the entire austral pole, though chlorine and bromine concentration loading is also 

poorly resolved (e.g., Douglass et a l, 2006). While satellite techniques and coverage 

have improved understandably since the first observations of ozone loss in the early 

1980’s, limitations still exist, particularly with respect to coverage directly over the South 

Pole and vertical resolution.

Given the diversity and advances in most lidar technologies, MPL instruments would 

be an unlikely choice for a scientist wishing to collect PSC measurements. Over a decade
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earlier, much higher-powered instruments were making robust observations of 

stratospheric clouds over Antarctica (e.g., Fiocco et al., 1992, Collins et a l, 1993; Gobbi 

et al., 1998). The advantages to the MPL technique, though, are eye-safety and the 

ability to make autonomous full-time measurements without otherwise inherent safety 

concerns (Campbell et al., 2002). This is one characteristic that most lidar instruments 

have yet to match. Additionally, the MPL is easily deployed and maintained. Shipping 

to even the most remote field sites is possible with only minor modification to basic 

climate-controlled working spaces (Campbell et al., 2003). Full-time operation yields 

datasets that satisfy the needs of long-term climate studies at high spatial and temporal 

resolutions. The PSC season at the South Pole lasts from between three and four months 

during winter. Sporadic or episodic observations lead to an incomplete perspective of 

seasonal cloud structure. MPL datasets can be used to answer the remaining questions of 

PSC occurrence and ozone loss that are not yet fully reconciled, including denitrification, 

dehumidification. Climatological cloud datasets using lidars have been demonstrated 

(e.g., Sassen and Campbell, 2001) This dissertation investigates these scenarios using 

data collected from 2000 and 2003-2005; a period important for it lacks any lingering 

stratospheric influence of the Mt. Pinatubo eruption of 1992 (e.g., Cacciani et a l, 1997b).

An algorithm is formulated and described for retrieving particulate layer boundaries 

from the MPL signal profile. In this integral first step, two goals are achieved. First, 

tropospheric and stratospheric cloud layers are found. Second, and equally important, the 

algorithm derives these layers as a function of attenuated scattering ratio relative to the 

uncertainties in the measured signal. This is premised on the photon-counting properties
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of the GAPD detectors, and the use of Poisson statistical analysis. This works to relate 

the relative scattering intensity of detected cloud layers in a statistical manner that 

demonstrates the integrity of the retrievals. This work has applications outside of the just 

the MPLNET project (Welton et al., 2001), and its nearly forty instruments. For low- 

powered instruments, this technique is a uniquely objective and sensitive method for 

determining layer boundaries in the presence of appreciable noise. For nadir-pointing 

lidars, where molecular scattering layers exist adjacent to the operating platform, and in 

between any particulate targets, the technique would be ideal. Such conditions are 

implicit for satellite experiments. Furthermore, the work may be expanded. Here, the 

processed datasets are shown for 0.01 fractional day iterations. This time may be 

increased, so as to improve the retrievals with respect to signal noise, though possibly at 

the expense of spatial and temporal structure. The base resolution (0.01 fractional day 

resolution, in this case) would serve as a means for profile-screening in longer averages 

so as to not bias them with attenuation-limiting effects that distort averaged profiles with 

respect to normalized molecular scattering profiles.

Upon examining the South Pole MPL PSC measurements relative to thermal and 

chemical properties, the primary finding is a linear correlation between total integrated 

MPL backscatter and integrated Dobson Unit days (relative to the 220 DU standard for 

ozone hole conditions; Stolarski et al., 1986; Geer, 1996). The latter value relates the 

depth and temporal extent of seasonal ozone loss. This result is important since the MPL 

is not considered sensitive to all PSC likely present. Though the sample is thought to 

consist mostly of Type II PSC (i.e., ice), the possibility of Type I PSC measurements is
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considered for periods early in the polar night, when background concentrations of nitric 

acid and water vapor are unperturbed by previous PSC events and gravity wave 

enhancement at upper-levels is occurring. Still, Solomon (1999) points out that while the 

microphysical mechanisms responsible for nucleation and denitrification are still in 

question, these processes are not necessarily critical. Heterogeneous chemistry occurs on 

all forms of PSC, whether they are ice, solid hydrate particles or solution droplets, albeit 

with varying efficiencies. This makes ozone depletion more a function of temperature 

and ambient concentrations of water vapor and nitric acid than it does specific thresholds 

for particle nucleation. Tabazadeh et al. (2001) points out an important nuance in this 

idea, but the overall premise is not changed. Ozone depletion is enabled in the presence 

of, and more dynamically, by the chemical preconditioning of air by PSC. Whereas 

traditional research lidars have been used in the past to record PSC macrophysical 

properties episodically, MPL instruments can be relied upon to serve this task in an 

autonomous full-time operating mode, with near real-time post-processing capability. In 

tandem with passive radiometric measurements of chemical concentrations, particularly 

those perturbed by heterogeneous activity (e.g., CIO, HC1, etc...), as well as chemical 

modeling, accurate forecasts for seasonal ozone losses and future trends may be 

accomplished.

Composite models for seasonal PSC occurrence, thermal evolution and ozone loss are 

described. Whereas traditional models for denitrification and dehumidification describe 

the irreversible removal of nitric acid and water vapor from PSC nucleating levels, they 

do not consider the effects of their redistribution (e.g., Jensen et al., 2002). In late-May
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and early June, when clouds are typically first observed, base heights are measured near 

and above 15.0 km MSL. Below these levels, evaporation of cloud particles is occurs 

from particles falling below. By mid-season, PSC are gradually observed with higher 

frequency at these lower heights. These data suggest a migration of nitric acid and water 

vapor downward through the lower stratosphere from May through July. Therefore, early 

season PSC at upper-levels (above 20.0 km MSL) may enhance the likelihood for PSC at 

lower levels (near 15.0 km MSL) in later months. Coincidentally or not, these heights are 

where maximum ozone losses are measured in spring.

Synoptic-scale overrunning in air along isentropic surfaces is found to be a primary 

mechanism for inducing PSC at the South Pole. Normalized geopotential height 

anomalies south of 60° S are investigated from 2000 and 2003 -  2005 relative to a 22- 

year climatology developed from NCEP reanalysis data (Kalnay et al., 1996; Kistler et 

al., 2001). Rather than a direct proxy for temperature, these data are considered as ones 

for anomalous meridional transport. In late May and early June, as temperatures 

approach the ice frost point, and PSC are first observed from the South Pole, particle 

growth and sedimentation dehumidify and denitrify air advecting over the region. In the 

absence of continuous mixing of unperturbed air within the vortex, perhaps even 

influenced by transport across this boundary, PSC observations should cease. In fact, this 

scenario was apparent from the July and August 2003 data sample. During 2000, 

however, when temperatures were sufficiently cold, episodes of strong positive 

geopotential height anomalies were observed. Elevated PSC were detected suggesting 

that mixing of unperturbed air was occurring, thereby inducing clouds at a late stage in
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the season. Therefore, in spite of potentially cold temperatures, a vortex that is too stable 

and deep, so as to inhibit significant mixing, may actually suppress PSC occurrence and 

possibly the extent of ozone depletion in spring. Mixing of all vortex air toward the 

South Pole creates an overrunning scenario, whereby quasi-adiabatic lifting and cooling 

induce PSC nucleation, growth and sedimentation. Conversely, a vortex that is too weak 

to induce persistently low temperatures near the South Pole (i.e., 2004) would limit PSC 

occurrence in an opposite manner. Previous work has suggested the importance of 

isentropic surface enhancement from tropospheric disturbances and potential vorticity 

maximums (e.g, Tuck, 1989; Fromm et al., 1997; Teitelbaum et al., 2001; Palm et al., 

2005). At the South Pole, however, where temperatures on average are coldest, it is not 

clear that these mechanisms are anything but secondary processes since there is sufficient 

broad-scale isentropic lift for approaching air.

Recent studies have focused on the gradual recovery of the ozone layer in the 

southern hemisphere (e.g., Weatherhead and Andersen, 2006; Newman et al., 2006). 

However, other studies have suggested that continued cooling of the lower-stratosphere 

in response to greenhouse warming near the planet surface could lead to ozone depletion 

in the northern hemisphere on similar magnitudes as in the south (e.g., Ramaswammy et 

al., 2001; Tabazadeh et al., 2001). Lidar instruments are unique tools for profiling 

relatively small atmospheric particles, and their application can be far-reaching. Long­

term measurements of PSC, both from ground-based lidar experiments such as the South 

Pole MPL, and from satellites like GLAS and CALIPSO, will widen the perspective that 

scientists may view the PSC/ozone loss cycle. As more autonomous eye-safe instruments
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are operated from an increasing number of ground sites, more datasets will be available 

to study this topic. Of course, technological advances will continue to improve the robust 

quality of all measurements. Designs for MPL instruments with polarization-diversity, 

for example, have been constructed, and prototypes are being tested. In advance of their 

deployment, this research and continuing objectives, will serve as a basis from which to 

consider future measurements.
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APPENDIX A

TWO-DIMENSIONAL HANNING FUNCTION FOR DATA SMOOTHING

At various points in this research datasets were smoothed, either as a means for 

reducing noise or for interpolating data points to increase temporal and/or spatial 

resolutions. This was done using a two-dimensional Hanning function (Blackman and 

Tukey, 1959; also referred to as the “Von Hann” window). The formula is easy to 

implement and minimizes spectral energy leakage from high frequencies (Pfenninger et 

al, 1999). The solution to the equation is a weighting function

1 +  COS 1 +  COS
r Ttt'

J j .
(A.1)

where -a < z < a

- P < t  < p

w(z, t) = 0 elsewhere (A.2)

where z and / are spatial and temporal variables, a is the temporal half-width and p is the 

spatial half-width. The filter is solved for any given point (z,t) acting as the center of the 

spatial and temporal domain as
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£ w ( z - z , , f - t y)^(z,,fy) 

X ( z ’  0 — ' ^  J  T T”! (A.3)

where %(z,f) is the dependent variable, a and p are chosen on a case-by-case basis so as to 

optimize the smoothing routine for a given scenario. Maximizing the two is 

advantageous for cases where there are significant data gaps. However, this reduces the 

signal of small scale structures that may or may not be relevant. When addressing use of 

the Hanning function in the text the chosen values for a and p are noted as well as the 

rationale behind their selection.
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APPENDIX B

LIDAR INTERCOMPARISON TO INVESTIGATE THE SENSITIVITY OF

MICROPULSE LIDAR POLAR STRATOSPHERIC CLOUD DETECTION 

AND ALGORITHM RETRIEVALS AT THE SOUTH POLE

During the 2000 winter season, a Fe-Boltzmann lidar (0.372, 0.374 pm) was operated 

episodically at the South Pole Atmospheric Research Observatory building by the 

University of Illinois, Urbana-Champaign (UIUC). The focus of their work was the 

detection of polar mesospheric clouds (PMC; Chu et al., 2001). However, in profiling to 

heights approaching 80.0 km MSL, their measurements include cases where polar 

stratospheric clouds (PSC) were present. The MPL instrument was run autonomously in 

a full-time data collection mode. Therefore, overlap between the two datasets occurred 

and intercomparisons are possible. Notably, since the UIUC instrument was designed for 

upper-atmospheric study, the instrument emits higher laser pulse energies relative to 

MPL. The sensitivity to PSC scattering is higher (with caveats, discussed below), and 

therefore, these data can serve as a validation source for MPL algorithm output and help 

to further understand the sensitivity of algorithm retrievals and of the instrument to PSC 

detection.

The UIUC lidar is designed to measure temperatures from 30.0 -  80.0 km MSL using 

the Rayleigh technique, and at heights above this in the mesopause region using the Fe- 

Boltzmann technique (Gelbwachs, 1994). Volume backscattering cross-sections and
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Figure B .l Rayleigh, transitional and Mie scattering domains.
Scattering cross-section versus particle dimension parameter (d/X). 
Three scattering domains are highlighted; Rayleigh, transitional and 
Mie/optical (.Xinzhao Chu, personal communication, 1996).

scattering ratios are also derived for PMC and PSC (Chu et al., 2001). The system 

includes two 0.4 m diameter telescopes and two injection-seeded pulsed Alexandrite 

lasers. Both are frequency-doubled to be in tune with Fe resonance lines at 0.372 and 

0.374 pm, with an average output power of approximately 3 W (Gardner et al., 2001). 

The system is operable during both day and night. To minimize solar background noise, 

the divergence of each laser beam and the field-of-view for each telescope are limited to 

0.5 mrad full-width, and narrowband interference filters and Fabry-Perot etalons are used 

along the receive path in conjunction with 30 GHz optical bandwidth detectors.
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Channel 02 Backscatter Fatio [07/OS/CO]

Figure B.2 UIUC lidar attenuated scattering ratios from 8 July 2000.
UIUC Fe-Boltzmann lidar (0.372, 0.374 pm) attenuated scattering 
ratio data (laterally offset for values of 1.0 and 2.2) in thirty-minute 
averages from 8 July 2000 at the South Pole from 0300 -  1200 UTC 
and 10.0 -  30.0 km MSL (Xinzhao Chu, personal communication, 
1996).

Additionally, to limit saturation effects of scattering from lower-atmospheric targets, 

including to heights common for PSC occurrence, energy “choppers” are used (Xinzhao 

Chu, personal communication, 2006).

A common range for PSC particle diameter is 0.1 to 10.0 pm (e.g., Dye et al., 1992; 

Toon et al., 2000). At ultraviolet and visible wavelengths, the particle dimension 

parameter, defined here as diameter versus wavelength (or a factor of n less than they 

typically referenced size parameter; e.g., Measures, 1984), ranges between approximately 

0.5 and 20. Figure B.l is a plot of the natural logarithm of scattering cross-section 

relative to the particle size dimension (Xinzhao Chu, personal communication, 2006). 

Three scattering domains are apparent. For values less than about 1.0, the scattering 

cross-section per particle varies according to the Rayleigh-Ganz approximation, or 

proportional to diameter raised to the fourth power. Between values of 1.0 to 10.0 a
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Figure B.3 MPL algorithm output at base resolution for 8 July 2000.
MPL (0.523 pm) attenuated scattering ratio data (laterally offset for 
values between 1.0 and 5.0) at 0.01 fractional day resolution from 8 
July 2000 at the South Pole from 0400 -  1200 UTC and 10.0 -  25.0 
km MSL.

transition region occurs, where the Rayleigh-Ganz approximation and Mie solution are 

both prominent. Above 10.0, the Mie solution mostly dominates, and scattering cross­

section varies linearly with the particle size dimension. Therefore, for all but the sub­

micron PSC particles, scattering detected by both the MPL and UIUC Fe-Boltzmann lidar 

would be considered as Mie scatterers. In this case, the molecular scattering response 

difference between the UIUC and MPL wavelengths would cause corresponding ASR 

values to be offset by a factor of approximately 4.0.

Figure B.2 displays attenuated scattering ratio (ASR) profiles (offset laterally for 

values between 1.0 and 2.2) derived from thirty-minute averages of UIUC Fe-Boltzmann 

lidar data for 0300 -  1200 UTC from 10.0 -  30.0 km MSL on 8 July 2000 at the South
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Figure B.4 MPL algorithm output at 0.02 and full-day resolutions.
MPL (0.523 pm) attenuated scattering ratio data (laterally offset for 
values between 1.0 and 5.0) at 0.02 fractional day resolution from 8 
July 2000 at the South Pole from 0400 -  1200 UTC and 10.0 -  25.0 
km (left), followed by the attenuated scattering ratio derived from an

Pole. Figure B.3 displays ASR profiles (similarly offset for values between 1.0 and 5.0) 

calculated from MPL data at 0.01 fractional day resolution for 0400 -  1200 UTC from

10.0 -  28.0 km MSL on the same day. Figure B.4 shows MPL ASR profiles calculated at 

0.02 fractional day resolution for the same time period, accompanied by a plot of the 

ASR profile derived from the average signal for the entire day. Figure B.5 displays 

thermal parameters valid at 0000 UTC from 10.0 -  28.0 km MSL, including temperature 

(a) and thermal depressions relative to the NAT condensation-point for 10.0 ppbv 

HNO3/4 .O ppmv water vapor (b) and the ice frost-point for 4.0 ppmv water vapor. From 

these approximated concentrations, NAT-saturated conditions were present throughout
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Figure B.5 Thermal profiles at the South Pole for 0000 UTC 8 July 2000.
From 10.0 -  28.0 km MSL, air temperature (K; a), thermal 
depression relative to NAT condensation point for 10.0 ppbv 
HNO3/4 .O ppmv water vapor (K; b) and relative to ice frost point for
4.0 ppmv water vapor (K; c)

the lower-stratosphere up to 26.0 km MSL, and ice-saturated conditions were present 

between 14.0 and 23.0 km MSL.

PSC structure depicted in these images is consistent. Both lidars measure mostly 

continuous cloud above 10.0 km MSL to near 24.0 km MSL. The UIUC data depict a 

gradual lessening of ASR above that height to near 26.0 km MSL, whereas the MPL data 

depict a fairly contiguous cloud top. At 0.01 fractional day resolution, the MPL retrievals 

are relatively noisy, gaps are present throughout the profiles, and the upper regions of the 

cloud are not well-resolved. This is consistent with high minimum scattering ratio 

thresholds required to resolve cloud structure at that resolution setting. These gaps and 

inconsistencies are improved by decreasing temporal resolution in profiles shown at 0.02
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fractional day processing (Fig. B.4). A narrow gap persists in these data, near 21.0 km 

MSL. The UIUC measurements depict this gap, but do not shown ASR dropping to that 

of clear-air.

Differences in ASR scaling reflect the difference in molecular scattering cross-section 

in the UV versus green wavelengths. ASR values scale to agreement, consistent with 

Mie scattering, above 20.0 km MSL. Below this height, differences are apparent. 

Normalization of the UIUC profiles is derived above the PSC layer, near and above 30.0 

km MSL. Some differences would arise through transmission loss caused by these 

clouds below this region (not shown). Another possible cause may be due to relatively 

low effective size diameters at these lower heights. The presence of sub-micron particles 

would lead to enhanced scattering in the UV, and ASR offsets would no longer reflect 

that of Mie theory.

MPL ASR is capped along the top height corresponding to ice-saturation, whereas the 

UIUC values are capped by the top height corresponding to NAT-saturation. Below 15.0 

km MSL, both instruments detect ASR below the apparent ice-saturation level. For the 

MPL, these are similar results to those from Fig. 3.8. Sub-micron particles near and 

below the ice-saturation boundary are more likely consistent with concentrated solution 

droplets, and therefore Type I PSC than pure ice. Recall, this boundary reflects that for 

the latter scenario, which is not necessarily reflective of conditions common to Type II 

nucleation in the atmosphere (e.g., Tabazadeh et al., 1994; Koop et al., 1998; Koop et al., 

2000). Still, this comparison reinforces two conclusions drawn from the main body of 

this thesis. First, the MPL at 0.01 fractional day resolution is not detecting all types of
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PSC, particularly Type I above 15.0 km MSL. Second, those PSC detected with the MPL 

are most likely ice, or Type II PSC, where optical depths and scattering cross-sections are 

typically large so as to overcome higher minimum thresholds for ASR. However, there 

are likely some Type II PSC present below detection thresholds. The seasonal MPL 

datasets (Chapter 3), therefore, cannot be considered representative of all ice occurring 

during any season. The detection of Type I PSC is still plausible, particularly at lower 

levels, and in the presence of gravity wave activity (Chapter 4). However, with respect to 

total seasonal integrated attenuated backscatter, the value used in correlating PSC with 

ozone loss in Figs. 3.10 and 3.11, the contribution of Type I clouds to the overall sample 

is still likely to be low.

Decreasing the resolution of the MPL retrievals should implicitly improve them. 

However, there are two caveats to consider when comparing and considering the merits 

of Figs. B.3 and B.4. First, by increasing averaging intervals, there must be a method for 

eliminating single profiles where attenuation or cloud scattering exhibit strong influences. 

Their inclusion in long aggregate averages biases the shape of the profile when 

normalized to a molecular scattering profile. In these cases, the algorithm technique 

designed for this research is limited. Second, the longer the average the less structure is 

retained. For example, in Fig. B.4, the ASR profile derived for the entire day reflects 

averaging of cloud and clear-air measured intermittently with height. ASR values are 

relatively low, peaking below 2.5, compared to the structure shown adjacent to that plot 

from 0.02 fractional day retrievals, where ASR exceeds 5.0 in some cases. It turns out 

that even otherwise ubiquitous PSC are not so temporally persistent so as to overcome the
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potential weakness in over-averaging. In advance of a secondary smoothing step, as was 

done in Chapter 3 with the Hanning window, retention of structure and variability will 

play an undeterminable role in the final product.

In this dissertation, 0.01 fractional day retrievals were used because the period was 

sufficient to produce meaningful results without high amounts of data loss from signal 

biasing, while retaining a high measure of signal structure. However, for this case study, 

it is clear that the lower resolution retrieval produces more meaningful results. Though 

not a factor in this subject case, higher resolution processing can still be useful for 

deriving lower resolution results. At higher resolution (for example, 0.01 fractional day), 

successful calibration of the profile can act as an independent and objective means for 

testing for attenuation-limited profiles. Running the algorithm at the higher setting first 

then acts as a screen for data to be included in longer averages. Tuning the resolution 

setting to maximize the efficiency of the retrieval is also important. Too long of an 

averaging interval weakens the process. At any rate, signal averaging is a process that 

introduces caveats into resulting datasets. These factors must be qualified and discussed 

within the context of any conclusions drawn from the results.
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