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Abstract

This thesis includes four studies that explore and compare the impacts of four contributing
factors resulting in regional climate change on the North Slope of Alaska based on a numerical
simulation approach. These four contributing factors include global warming due to changes in
radiative forcing, sea ice decline, earlier Arctic lake ice-off, and atmospheric circulation change

over the Arctic.

A set of dynamically downscaled regional climate products has been developed for the North
Slope of Alaska over the period from 1950 up to 2100. A fine grid spacing (10 km) is employed
to develop products that resolve detailed mesoscale features in the temperature and precipitation
fields on the North Slope of Alaska. Processes resolved include the effects of topography on
regional climate and extreme precipitation events. The Representative Concentration Pathway
(RCP) 4.5 scenario projects lower rates of precipitation and temperature increase than RCP8.5
compared to the historical product. The increases of precipitation and temperature trends in the
RCP8.5 projection are higher in fall and winter compared to the historical product and the RCP4.5

projection.

The impacts of sea ice decline are addressed by conducting sensitivity experiments employing
both an atmospheric model and a permafrost model. The sea ice decline impacts are most
pronounced in late fall and early winter. The near surface atmospheric warming in late spring and
early summer due to sea ice decline are projected to be stronger in the 21 century. Such a warming
effect also reduces the total cloud cover on the North Slope of Alaska in summer by destabilizing
the atmospheric boundary layer. The sea ice decline warms the atmosphere and the permafrost on
the North Slope of Alaska less strongly than the global warming does, while it primarily results in
higher seasonal variability of the positive temperature trend that is bigger in late fall and early

winter than in other seasons.

The ongoing and projected earlier melt of the Arctic lake ice also contributes to regional
climate change on the Northern coast of Alaska, though only on a local and seasonal scale. Heat
and moisture released from the opened lake surface primarily propagate downwind of the lakes.
The impacts of the earlier lake ice-off on both the atmosphere and the permafrost underneath are

comparable to those of the sea ice decline in late spring and early summer, while they are roughly

il



six times weaker than those of sea ice decline in late fall and early winter. The permafrost warming
resulted from the earlier lake ice-off is speculated to be stronger with more snowfall expected in
the 21% century, while the overall atmospheric warming of global origin is speculated to continue

growing.

Two major Arctic summer-time climatic variability patterns, the Arctic Oscillation (AO) and
the Arctic Dipole (AD), are evaluated in 12 global climate models in Coupled Model
Intercomparison Program Phase 5 (CMIPS). A combined metric ranking approach ranks the
models by the Pattern Correlation Coefficients (PCCs) and explained variances calculated from
the model-produced summer AO and AD over the historical period. Higher-ranked models more
consistently project a positive trend of the summer AO index and a negative trend of summer AD
index in their RCP8.5 projections. Such long-term trends of large-scale climate patterns will inhibit
the increase in air temperature while favoring the increase in precipitation on the North Slope of

Alaska.

In summary, this thesis bridges the gaps by quantifying the relative importance of multiple
contributing factors to the regional climate change on the North Slope of Alaska. Global warming
is the leading contributing factor, while other factors primarily contribute to the spatial and
temporal asymmetries of the regional climate change. The results of this thesis lead to a better
understanding of the physical mechanisms behind the climatic impacts to the hydrological and
ecological changes of the North Slope of Alaska that have been become more severe and more
frequent. They, together with the developed downscaling data products, serve as the climatic

background information in such fields of study.
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Chapter 1 Introduction

1.1 Climatic background on the North Slope of Alaska

The North Slope of Alaska includes the Arctic Coastal Plain and part of the Northern Brooks
Range foothill area, as the northernmost part of Alaska on the Arctic coast. Among all the climate
divisions of Alaska (Bieniek et al., 2012), the North Slope of Alaska is the coldest one with the
least precipitation, in which the annual mean temperature ranges from -20 °C to -12 °C while the
annual precipitation amount is about 200 mm (Zhang et al., 1996; Stafford et al., 2000). In such a
cold environment with a short growing season, the Arctic tundra is the dominant vegetation type
on the North Slope of Alaska, underneath which lies the continuous permafrost with a 30-50 cm
depth of active layer (Nelson et al., 1997). The seasonal sea ice extent variation off the coast
significantly influences the regional climate on the North Slope of Alaska (Wendler et al., 2009).
Typically in late March and early April, sea ice covers most of the Arctic Ocean and along the
Northern and Western Coast of Alaska. In September however, a large oceanic area in the Beaufort
and the Chukchi Seas, not to mention the Bering Strait, has no sea ice cover. Such seasonal
variations of sea ice extent makes the North Slope of Alaska dominated by a maritime type climate

in summer while by a continental type climate in winter (Hartman and Johnson, 1984).

There are several atmospheric circulation patterns affecting the regional climate on the North
Slope of Alaska, directly or indirectly by affecting the sea ice extent. The Arctic Oscillation (AO),
or the Northern Annular Mode (NAM), is the dominant mode of atmospheric circulation defined
by applying Empirical Orthogonal Function (EOF) analysis on the Sea Level Pressure (SLP)
anomaly (Thompson and Wallace, 1998; Wu et al., 2006). The AO is presented as an annular-
shaped pattern over the central Arctic, which can also be interpreted as signature of the polar vortex
strength at the surface (Thompson and Wallace, 1998). Other than modulating the strength of the
jet stream over the mid-latitudes (Deser, 2000), the AO is also an indicator of the zonal sea ice
motion in the Arctic Ocean that the cyclonic/anticyclonic anomalous wind drives the sea ice
divergence/convergence (Wu et al., 2006). The second most important mode, called the Arctic
Dipole (AD), on the other hand, plays a bigger role in the meridional motion of sea ice. The AD
can be seen in the second EOF mode of the SLP anomaly poleward of 60°N as a dipole-shaped

pattern that has a positive/negative anomaly center over the North America and a negative/positive



anomaly center over the Eurasia in its positive/negative phase. The summer AD index has
maintained its positive phase since the early 2000s shown from the reanalysis data, which results
in the anomalous meridional transpolar wind pattern from the Chukchi Sea to the Greenland Sea,
driving the sea ice export through Fram Strait and opening a larger water body offshore the
Northern coast of Alaska (Watanabe et al., 2006; Wu et al., 2006; Alexeev et al., 2015). Moreover,
the positive AD also favors the sea ice melt in summer by enhancing the oceanic heat advection
through the Bering Strait into the Arctic Ocean (Kay et al., 2008; Wang et al., 2009; Kapsch et al.,
2013). The positive anomaly center for the summer AD can be a reflection of a stronger,
northward-shifted Beaufort Sea High (BSH), enhancing the southerly wind and bringing higher
temperature and less precipitation to the North Slope of Alaska (Serreze and Barrett, 2011). The
increase of the AD index since the early 2000s could be a consequence of multi-decadal scale
present in AD spectrum, but the physical mechanism of AD remains unclear based on the current
knowledge. Studying the mechanisms and impacts of AD is beneficial for better understanding the

sea ice retreat and the climate change over the whole Arctic in the 21st century.

The Arctic lakes cover more than 70% of the land surface of the Arctic Coastal Plain of
Alaska, causing the well known surface albedo decrease when their ice cover melts in summer
(Hinkel et al., 2003). Most of the lakes are shallow (lake depth <10 m), and ice-covered for 60%-
80% time in a year (Arp et al., 2011). Depending on their lake depths and the maximum ice
thicknesses (typically around 2 meters) in winter, these lakes are categorized as the bedfast ice
lakes in which the water is frozen to the bottom, and the floating ice lakes in which the ice cover
floats above a thaw bulb or talik (Arp et al., 2015). Scientists believe that these lakes came into
existence in the early Holocene when the earth’s atmosphere was warmer than today (Ritchie et
al., 1983; Hopkins and Kidd 1988; C6té and Burn 2002). The formation and drainage of Arctic
lakes back then was associated with a deeper active layer and the thermokarst formation in the ice-
rich permafrost, resembling what has been recently observed since the 1970s (Burn 1997). Lakes
are a dominant landscape type on the North Slope of Alaska and they play an important role in
transforming the environment as land cover changes from frozen to melted surfaces, therefore

Arctic lakes are worth paying more attention to for their role in the regional climate.



1.2 Vulnerability of the North Slope of Alaska to climate change

Since the 1970s, the North Slope of Alaska has been warming unlike all other parts of the
earth. A 2.9 °C annual mean temperature increase has been observed at Barrow in 1972-2007,
together with higher wind speed and storm frequency (Wendler et al., 2009). The temperature in
Barrow increases more than 300% faster than the global mean temperature does (0.7 °C, from
1972 to 2007, according to IPCC AR4 report). Such pronounced amplified warming has been
observed not only on the North Slope of Alaska but also across the high-latitudes, and is called
polar amplification. Early studies attribute the cause of polar amplification primarily to the Surface
Albedo Feedback (SAF), where a reduced surface albedo from the sea ice decline absorbs more
energy, resulting in stronger sea ice decline (Manabe and Stouffer, 1980), although the role of SAF
as its leading contributor of the polar amplification has been questioned in a number of studies
(e.g., Winton, 2006). Other factors that are likely to cause polar amplification include, but are not
limited to, low-frequency climate variabilities, such as the AO and the Pacific Decadal Oscillation
(PDO) (Serreze and Francis, 2006), the enhanced meridional heat transport from the low-latitudes
(Alexeev et al., 2005), and changes in atmospheric and oceanic heat flux convergence (Yang et

al., 2010).

Permafrost underneath the North Slope of Alaska has also been warming. Borehole
temperature measurements have recorded a 1 °C permafrost temperature increase on average
within 0-15 m depth in the period of 1950-2001 at Barrow, while the active layer (8 cm)
temperature rises more than 1 °C (Romanovsky et al., 2002). Such permafrost warming can result
in the deepening of permafrost active layer (Zhang et al., 1997), permafrost degradation (Jorgenson
et al., 2006), and various hydrological and ecological impacts (Kane et al., 1991; Smith et al.,
2005; Post et al., 2009).

The Arctic sea ice has been declining since the 1970s (data from National Snow and Ice Data
Center, https://nsidc.org/arcticseaicenews/charctic-interactive-sea-ice-graph/). The sea ice extent
is declining by over 4% per decade in September on average (Cavalieri and Parkinson, 2012). The
record-breaking sea ice minimum occurred in the September of 2012 that the sea ice area shrunk
to as small as 2.4x10” km?. The sea ice cover is also declining in other months, only in lower rates
than that in September (Serreze et al., 2007). The opened oceanic water body releases heat and

moisture to the low atmosphere and enhances the turbulent heat fluxes, which are maximized in


https://nsidc.org/arcticseaicenews/charctic-interactive-sea-ice-graph/

strength in late fall and early winter when the near-surface atmosphere is substantially colder than
the opened water surface (Rinke et al., 2006; Francis et al., 2009). The abundance of heat and
moisture also favors the cloud formation and precipitation over the North Slope of Alaska (Curtis

et al., 1998; Schweiger et al., 2008).

The sea ice decline is associated with or facilitated by the atmospheric circulation change
over the high-latitudes. Zhang et al. (2008) discovered that a tri-polar AO/NAQO pattern was
systematically shifted to a dipole pattern in 2005-2007 in the first EOF mode of monthly SLP
anomaly in a 36-months running time window (Running-EOF/PC). In the time windows from 2002
to 2006, a negative anomaly was centered over Northern Eurasia, while a positive anomaly was
centered over the Northern Pacific also expanding into the Beaufort Sea (Zhang et al., 2008).
Moore (2012) who studied the decadal variation of the BSH, found that a strengthening BSH was
moving in North-East direction during 1948-2011. These shifts in the atmospheric circulation and
the enhanced BSH echo impacted the summer AD that stayed in a highly positive phase since 2000
(Wu et al,, 2012; Alexeev et al., 2015). Both studies concluded that the meridional anomalous
wind from East Siberian and Chukchi Seas towards Greenland Sea has been strengthening. Such
wind anomaly pattern drives sea ice export from Fram Strait and pushes sea ice away from Alaskan
and Siberian coasts, thus opening a larger oceanic water body near Siberia and the North Slope of

Alaska.

Field campaigns have observed that the Arctic lake ice cover is becoming thinner and is
melting earlier in summer (Zhang and Jeffries, 2000). On the North Slope of Alaska, the observed
start and end dates of lake ice melt keep moving 0.6 and 0.34 days earlier each year, respectively
(Smejkalova et al., 2016). Model results show that lakes are influenced more by the warming
climate than land along the pan-Arctic coast, projecting up to 2 months longer duration of the ice-
free period and 60 cm thinner maximum lake ice thickness across the North American Arctic by
the end of the 21st century (Brown and Duguay, 2011). Projected warming temperatures and
increasing precipitation (snowfall) due to the sea ice decline can also inhibit the lake ice growth in
early winter, potentially leading to an earlier melt the following summer (Alexeev et al., 2016).
The decrease of maximum lake ice thickness will transform some bedfast ice lakes into floating
ice lakes on the North Slope of Alaska (Arp et al., 2015) with some important consequences for
the environment, including changes in surface energy budgets, hydrology and aquatic habitats. The

earlier opening of water on the lakes on the North Slope of Alaska is likely to result in more heat



and moisture released into the near-surface atmosphere, potentially changing the regional climate

of the North Slope of Alaska.

1.3 Merits of the numerical modeling approach

The knowledge gaps of climate mechanisms in the Arctic in general partially originate from
insufficient climate observations, in particular on the North Slope of Alaska both spatially and
temporally. The observation of climatic variables on the North Slope of Alaska has been severely
restricted by the sparsely distributed facilities, some of which are only operational seasonally
(Shulski and Wendler, 2007). The accuracy of observations is also difficult to guarantee due to the
specifics of the environment (e.g. strong winds), especially for the solid precipitation that is
typically underestimated by at least a factor of two (Groisman et al., 1991; Rasmussen et al., 2012;
Liljedahl et al., 2017). Lack of data is one of the big limiting factors for studying climate change

in the high latitudes and new approaches to develop needed datasets.

Dynamical downscaling is a model-based approach to produce high resolution gridded
climatic variables by employing Regional Climate Models (RCMs) driven by other, coarser
resolution datasets, originating from for example, the Global Climate Models (GCMs) or
reanalysis datasets. For Alaska, a dynamical downscaling dataset forced by ERA-interim
reanalysis data has been developed with a 20 km grid spacing using the Weather Research and
Forecast (WRF) model (Bieniek et al., 2016). Chukchi—Beaufort High-resolution Atmospheric
Reanalysis (CBHAR) is another WRF-based downscaling product that focuses primarily in the
Beaufort and the Chukchi Seas, as well as in the Arctic Alaska (Liu et al., 2014; Zhang et al.,
2016). These dynamical downscaling products both involved certain data assimilation approaches
during the modeling process, primarily serving as the high-resolution alternative of the climate
background. Their mesoscale framework also enables them to recapture the climatic extremes over
the remote regions in Alaska with no observational data available (Lader et al., 2017). As
mentioned, multiple contributing factors are interactively driving the regional climate change on
the North Slope of Alaska. Designing sensitivity experiments using numerical simulations is one
way to isolate the climate change impacts from each one of the factors. Strey et al. (2010) and
Porter et al. (2012) have designed such sensitivity experiments using WRF to explore the impacts

of the sea ice retreat in the summer of 2007 to the low atmosphere across the pan-Arctic. This



study will utilize a similar approach applied to a smaller domain to focus on the impacts of the

declining sea ice on physical environment of the North Slope of Alaska.

1.4 Research questions, objectives, and approaches

This thesis is aimed to explore and compare the relative contributions from multiple
contributing factors to the regional climate change on the North Slope of Alaska, as well as their
evolution under a warming climate in the 21st century. We present the following research

questions:

1. How do global warming, sea ice decline, earlier lake ice-off, and atmospheric circulation

changes result in the regional climate change on the North Slope of Alaska respectively?

2. What is the relative importance of each contributing factor to the regional climate change

on the North Slope of Alaska?
3. How do the impacts of those contributing factors change with the warming climate?
To address the above research questions, we set up the following research objectives:

1. Develop a set of high-resolution data products by dynamically downscaling ER A-interim
reanalysis dataset and multiple Community Earth System Model (CESM) products using
the WRF model with Arctic modeling optimizations.

2. Explore how sea ice decline and the earlier lake ice-off impact the lower-atmosphere over

the North Slope of Alaska.

3. Explore how the sea ice decline and the earlier lake ice-off impact the permafrost

temperature regimes over the North Slope of Alaska.

4. Examine the summer-time atmospheric circulation patterns in present-day climate and in
future climate projections, and how it leads to temperature and precipitation anomalies

across the pan-Arctic coastal area, especially the North Slope of Alaska.

Firstly, we develop a high-resolution dataset through the dynamical downscaling approach
using the WRF model with a polar modeling optimization (Polar WRF). Among all the model-
based dataset with a focus on the Arctic Alaska, this set of dynamical downscaling products has
the highest spatial (10 km) resolution, the longest temporal coverage (1950-2100), and multiple

radiative forcing scenarios for projecting the 21%-century climate. No data assimilation or spectral



nudging is applied during the modeling process, in order to preserve as much model dynamics and
correlations between variables as possible. On the contrary, we deployed a linear scaling bias-
correction to control the biases in major climatic variables. This dataset portrays the overall
regional climate change on the North Slope of Alaska as the first part of the thesis, and a high-

resolution alternative to the reanalysis datasets and global climate model products.

The contributing factors of the sea ice decline and the earlier lake ice-off to the lower
atmosphere are explored by conducting WRF sensitivity experiments, which are designed by
prescribing the sea ice/lake ice cover in WRF surface boundary condition while keeping the lateral
(atmospheric) boundary condition unchanged. Key variables representing the atmospheric
conditions, as well as the surface radiation budgets, are compared from the sensitivity case to the
control case, to quantify the isolated contributions from the prescribed surface (sea ice cover or
lake ice cover) changes. Specifically for the lake ice-off impacts study, we run WRF in an
extremely high spatial resolution and complex physics parameterizations as they are required to
involve a substantial number of Arctic lakes, at the cost of the heavy-loaded computations.
Moreover, WRF’s land surface parameterization scheme resolves only 1-meter depth of soil,
which is insufficient to retrieve a reasonable permafrost thermal dynamics. The Geophysical
Institute Permafrost Laboratory (GIPL) permafrost model is alternatively employed to explore the
sensitivity of the permafrost temperature regimes, forced by the surface air temperatures prescribed

under different sea ice/lake ice conditions.

Summer-time atmospheric circulation changes in Arctic are evaluated in 12 global climate
models from the Coupled Model Intercomparison Project Phase 5 (CMIPS). A combined metric
ranking approach quantitatively compares the performances of the models on retrieving the AO
and the AD in summer in their historical simulations. The evolutions of the summer AO and AD
in the 21st century, as well as their climatic impacts, are compared between the 12 models, for any
dependences of their performances in the historical period, and for any agreement of atmospheric

circulation changes in summer in the 21st century.

The thesis is organized as follows. Chapter 2 introduces the development of the dynamical
downscaling products, as well as portraying the overall precipitation and temperature projections
on the North Slope of Alaska by the end of the 21 century. Chapter 3 discusses the model

sensitivity study explores the responses of low atmosphere and permafrost over the underneath the



North Slope of Alaska to the projected sea ice decline. The study in Chapter 4 is also empowered
by WRF and GIPL, but with an extremely fine spatial resolution, to resolve major Arctic lakes on
the North Slope of Alaska and to explore what their earlier ice-off brings to the low atmosphere
and permafrost. Chapter 5 introduces the evaluations of summer atmospheric circulation patterns,
impacts, and projections in 12 CMIP5 models. Chapter 6 contains the diagnostic discussion on the

combined effects of contributing factors, the general conclusions, and the future works.
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Chapter 2 The polar WRF downscaled historical and
projected 21st-century climate for the coast and foothills of

Arctic Alaska!

Abstract

Climate change is most pronounced in the northern high latitude region. Yet, climate
observations are unable to fully capture regional-scale dynamics due to the sparse weather station
coverage, which limits our ability to make reliable climate-based assessments. A set of simulated
data products was therefore developed for the North Slope of Alaska through a dynamical
downscaling approach. The polar-optimized Weather Research & Forecast (Polar WRF) model
was forced by three sources: The ERA-interim reanalysis data (for 1979-2014), the Community
Earth System Model 1.0 (CESM1.0) historical simulation (for 1950-2005), and the CESM1.0
projected (for 2006-2100) simulations in two Representative Concentration Pathways (RCP4.5
and RCP8.5) scenarios. Climatic variables were produced in a 10-km grid spacing and a 3-hour
interval. The ERA-interim forced WRF (ERA-WRF) proves the value of dynamical downscaling,
which yields more realistic topographical-induced precipitation and air temperature, as well as
corrects underestimations in observed precipitation. In summary, dry and cold biases to the north
of the Brooks Range are presented in ERA-WRF, while CESM forced WRF (CESM-WRF) holds
wet and warm biases in its historical period. A linear scaling method allowed for an adjustment of
the biases, while keeping the majority of the variability and extreme values of modeled
precipitation and air temperature. CESM-WREF under RCP 4.5 scenario projects smaller increase
in precipitation and air temperature than observed in the historical CESM-WREF product, while the
CESM-WRF under RCP8.5 scenario shows larger changes. The fine spatial and temporal
resolution, long temporal coverage, and multi-scenario projections jointly make the dataset
appropriate to address a myriad of physical and biological changes occurring on the North Slope

of Alaska.

ICai L, Alexeev VA, Arp CD, Jones BM, Liljedahl AK and Gédeke A (2018) The Polar WRTF Downscaled Historical and Projected
Twenty-First Century Climate for the Coast and Foothills of Arctic Alaska. Front. Earth Sci. 5:111. dot: 10.3389/feart.2017.00111
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2.1 Introduction

The air temperature is increasing and more so in the northern high latitude regions due to the
polar amplification (Alexeev et al., 2005; Serreze and Francis, 2006). Annual mean surface air
temperatures from observations and reanalysis datasets have increased more than 2.5 °C poleward
of 60° N since the 1970s, which is of over 1 °C more warming than that in the mid-latitudes (30-
60° N) (Johannessen et al., 2004). Arctic sea ice cover is declining more than 3 x10°km per decade
(Serreze et al., 2007). The declining sea ice accounts for a positive surface albedo feedback, which
acts as a contributing factor, though not the dominating one, to the polar amplification

phenomenon (Winton 2006; Serreze and Francis, 2006).

The exact mechanism of polar amplification is still under active discussion, but it is agreed
that the rapidly increasing air temperature and the declining sea ice cover since the 1970s have led
to substantial environmental changes to the pan-Arctic coastal regions. For example, the
permafrost temperature in the western North American Arctic has warmed by 0.5-4 °C since the
1970s (Smith et al., 2010, Romanovsky et al. 2010), resulting in active layer thickening (Grosse et
al., 2016) and permafrost degradation (Jorgenson et al., 2006; Lantz and Kokelj, 2008; Liljedahl
et al., 2016). Other changes include, but are not limited to, thermokarst lake drainage (Plug et al.,
2008; Jones et al., 2011; Jones and Arp, 2015; Lantz and Turner, 2015), thinner lake ice (Arp et
al., 2012; Alexeev et al., 2016), longer unfrozen Arctic lake surface (Brown and Duguay, 2010),
more lake surface evaporation (Arp et al., 2015), and extended growing season (Hinzman et al.,
2005; Tape et al., 2006; Bhatt et al., 2008; Chapin III et al., 2012). Post et al. (2009) pointed out
that the amount and types of impacts are still underreported and the understanding of the

underlying physical mechanisms are still lacking due to insufficient observations in the Arctic.

Climate monitoring in the Arctic have been restricted by the lack of observational sites that
are sparsely distributed, and few of which are observing routinely (Shulski and Wendler, 2007).
The observation accuracy is hard to maintain in such a harsh environment, especially for the solid
precipitation observation that is usually underestimated by a factor of two or more (Groisman et
al., 1991; Rasmussen et al., 2012; Liljedahl et al., 2017). Conventional snowfall measurements are
underestimated for the reasons including high wind speeds and trace precipitation events (Black,

1954; Liston and Sturm, 2002; Rasmussen et al., 2012). Despite problems with cold season
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precipitation measurements, the observed long-term records of air temperature are reliable (Vose

et al., 2007).

Numerical simulations complement the limited field observations in Alaska and other Arctic
regions. The latest Earth System Models (ESMs) has improved significantly in retrieving climatic
variables coupling the atmosphere, land, ocean, and ice models (de Boer et al., 2012; Mortin et al .,
2013; Koenigk et al., 2014). Still, the typical one-degree grid spacing prevents ESMs from
resolving more detailed weather like Mesoscale Convective Systems (MCS) and topographical-
induced precipitation. Dynamical downscaling using Regional Climate Models (RCMs) forced by
reanalysis data and/or ESM output is one way to amplify the mesoscale features and to retrieve
high-resolution climatic variables regionally (Wilby and Wigley, 1997). The North American
Regional Climate Change Assessment Program (NARCCAP) is a dynamical downscaling program
with the ensemble of GCM-RCM combinations that serves the high-resolution climate scenario
needs for the North America (Mearns et al., 2013). The mesoscale framework in NARCCAP
results in more extreme precipitation events compared to the GCMs, and becoming less deviated
from observations (Gutowski et al., 2010, Wehner 2013). Coordinated Regional climate
Downscaling Experiment (CORDEX) is another project that employed dynamical downscaling
over multiple regions of interest around the globe (Europe, South Africa, East Asia, etc.) (Giorgi
etal., 2009). CORDEX addresses dynamical downscaling forced by the latest generation of GCMs
that are archived in Coupled Model Intercomparison Project Phase 5 (CMIP5) instead of its earlier
phase (CMIP3) is selected in NARCCAP (Giorgi et al., 2009; Taylor et al., 2012; Mearns et al.,
2013).

Dynamically downscaled ER A-interim reanalysis data already exist for Alaska as a whole,
with a grid spacing of 20 km using Weather Research and Forecast (WRF) model (Bieniek et al.
2016). Here, the modeling configuration is tuned to emphasize the general climate divisions of
Alaska (e.g. interior Alaska versus coastal regions) and the distribution/frequency of extreme
events. Chukchi-Beaufort High-Resolution Atmospheric Reanalysis (CBHAR) is another WRF-
based downscaling product that focuses on the Arctic Alaska and the adjacent oceanic area to its
north with a 10-km grid spacing and 1-hour output interval (Liu et al., 2014). By involving WRF-
Data Assimilation (WRFDA) system that imports satellite data, CBHAR represents a refined wind
field in the Chukchi and Beaufort Seas regions (Zhang et al., 2016). Yet, a downscaled dataset

centering on the Arctic land of Alaska has, until now, been unavailable. Here our objectives are to

17



produce and present fine temporal (3-hourly) and spatial (10 km) downscaled historical
atmospheric data with multi-projections representing the differing scenarios (RCP4.5 and RCP8.5)
of climate change in Arctic Alaska from year 1950 up until 2099.

2.2 Methodology
2.2.1 Site Description

Our downscaling products center on the Arctic Coastal Plain of Alaska and the Northern
foothills of the Brooks Range (Figure 2.1). We use the term “the North Slope of Alaska” to
describe the part of Alaska approximately to the North of 69°N. The Brooks Range, which has
quite a few mountain peaks higher than 2000 meters in altitude acts as a barrier, preventing warm
and wet air from the Bering Sea reaching the North Slope of Alaska (Shulski and Wendler, 2007).
The region has the lowest mean annual air temperatures (< -10°C) and annual precipitation (~150
mm) observed in Alaska, both of which decrease along a gradient from the Brooks Range foothill
to the Northern coast of Alaska (Stafford et al., 2000). The polar days in summer and nights in
winter reduce the diurnal variation of solar radiation down to a level less than 30% of that in the
mid-latitudes (Maykut and Church, 1973). The weakened diurnal cycle excludes solar radiation
from being the leading control of the diurnal cycle of air temperature. Instead, it is the cloud cover
and low-level wind that primarily drive the diurnal cycle of air temperature during polar days and

nights (Dai et al., 1999; Przybylak, 2000).

Multiple observational and model-based studies have found that the Arctic sea ice has been
declining since the 1970s. The sea-ice decline favors increased precipitation during the late fall
and the early winter (Deser et al., 2010; Porter et al., 2012; Screen et al., 2013). Under the most
extreme scenario in the Community Earth System Model (CESM) projection, the continuous
Arctic sea ice decline eventually makes an ice-free September in the Arctic Ocean by the end of
the 2040s (Wang and Overland, 2012). Projection under less extreme scenarios shows a declining
rate of sea ice loss with sea ice minima remaining constant after the year 2070 (Bintanja et al.,
2013; Meehl et al., 2013). Such difference in sea ice extent may influence the seasonal cycles of

air temperature and precipitation.
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2.2.2 Polar weather research & forecast model

WREF is a flexible, state-of-the-art regional atmospheric modeling system (Skamarock et al.,
2008). Previous modeling studies by polar MMS (The Fifth-Generation Penn State/NCAR
Mesoscale Model, with polar optimization) have emphasized the necessity of refining the
parameters in surface background and physics schemes in terms of the Arctic regions (Cassano et
al., 2001). We, therefore, employed the polar WRF (version 3.5.1), an Arctic-optimized WRF
model plug-in, which was released by Polar Meteorology Group of the Byrd Polar and Climate
Research Center at Ohio State University (Hines et al., 2009; Hines et al., 2011). Polar WRF model
includes the upgraded physics schemes and revised land-use parameterizations specifically for

both the terrestrial and oceanic Arctic (Hines et al., 2009; Wilson et al., 2011, 2012).

2.2.3 Forcing datasets and model validation to observations

ERA-interim reanalysis and Community Earth System Model version 1.0 (CESM1.0) output
are used to force polar WRF in the period of 1979-2014. The historical WRF simulations (from
1950 to 2005) are forced by the CESM 20™ century all-forcing simulation output, while the future
projections (the year 2006 to 2100) are informed by two scenarios of “Representative
Concentration Pathways” (RCP4.5 and RCP8.5). Comparisons are conducted between the
downscaled products (ERA-WRF), its forcing (ERA-interim), and the field observations (Global
Historical Climatology Network Daily-summaries, GHCN-D). All products are bias-corrected
based on the monthly climatology of ERA-interim.

2.2.3.1 ERA-interim

ERA-interim, as the latest generation of reanalysis dataset by European Center for Medium-
range Weather Forecast (ECMWF), serves atmospheric, land, and ocean elements in a T255
spectral resolution (roughly 80 km) globally (Dee et al., 2011). ERA-interim is made by models
and data assimilation systems that ingest observations every 6-12 hours (Dee et al., 2015). As an
upgraded version of ERA-40, ERA-interim is empowered by Four-Dimensional Variational (4D-
Var) data assimilation updated from the 3D-Var in ERA-40, making ERA-interim more
observational-oriented (Lorenc and Rawlins, 2005; Whitaker et al., 2009). An improved
representation of hydrological processes such as evaporation, condensation, and runoff has

resulted in a refined accuracy of air temperature and moisture fields in ERA-interim (Dee et al.,
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2011). Most importantly, ERA-interim outperforms other reanalysis products in producing
representative climatic variables over the high-latitudes (Jakobson et al., 2012, Lindsay et al.,

2014).
2.2.3.2 Community Earth System Model 1.0

ESM-forced downscaling products are based on the CESM1.0 output. CESM is a group
member of CMIP5 assembling the most advanced ESMs projecting the future global climate for
the fifth Assessment Report (ARS) by International Panel on Climate Change (IPCC; Vertenstein
etal., 2011; Taylor et al., 2012; Collins et al., 2013). One 20" century all-forcing simulation (1950-
2005) and two RCP scenarios (RCP4.5 and RCPS8.5) for 21%-century projection (2006-2100)
respectively forced Polar WRF. We chose the ensemble member of MOAR (“Mother of All
Runs”). MOAR, represent the 12 member for the 20™ century, the 6™ member for RCP4.5, and
the 7 member for RCP8.5. MOAR is the only ensemble member that is with a 6-hourly output
frequency, which is essential in building WRF boundary conditions. RCP projects a radiative
forcing of 4.5 Wm™ for RCP4.5, and 8.5 Wm™ for RCP8.5 by prescribing the greenhouse gases
emission increase in the 21% century. The RCP4.5 projects a mild global air temperature increase
under stricter greenhouse gas control policies, while The RCP8.5 scenario prescribes uncontrolled
greenhouse gas emissions and an extreme global warming (Moss et al., 2010; Riahi et al., 2011;
Thomson et al., 2011). RCP8.5 helps to build the maximal global warming trend, while RCP4.5
fits closer to the observed global temperature change in the first decade of the 21 century, which

has indicated a “braking” in global warming (Guemas et al., 2013).
2.2.3.3 Observation Data for Validation

North Slope of Alaska observation sites included in the GHCN-D observation data from
National Climatic Data Center (NCDC) that are operating in the long-term are few. Five weather
stations, Utqiagvik (formerly Barrow), Wainwright, Deadhorse, Nuiqsut, and Umiat, include daily
precipitation and air temperature with less than 10% of missing data since 1980 (Figure 2.1). Here,
we compared the GHCN-D monthly climatology of daily precipitation (PRCP), daily maximum
temperature (TMAX), and daily minimum temperature (TMIN) to the ERA-interim dataset and
ERA-WREF output, respectively. We present monthly climatology comparisons at Nuiqsut and
Utqiagvik and are including other sites in the supplemental material. We bi-linearly interpolated

ERA-interim variables and extracted WRF-outputs at the WRF grid point that was nearest to
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respective observation station. WRF’s high resolution enables us to apply nearest neighbor
interpolation method without generating unacceptable errors. In ERA-interim and WREF, the
temperature record at 00:00 UTC (3 pm local time) in four (ERA-interim, 6-hourly) or eight (WRF,
3-hourly) records each day are defined as the TMAX, while the one at 12:00 UTC (3 am local
time) as the TMIN. NCDC GHCN-D data records the maximum and minimum daily air
temperature, while ERA-WRF and ERA-interim do not. Therefore, biases may inevitably arise

during comparisons.

2.2.4 Model initialization

The North Slope of Alaska is located in the center of the simulation domain, which covers
part of the Beaufort Sea and the Chukchi Sea to the north, and Fairbanks to the south, forming a
180x150 gridded area with a 10 km horizontal grid spacing, that is, a 2.67x10° km? of area (Figure
2.1). The temporal coverages are identical to the forcings, i.e. years 1979-2014 for ERA-WRF,
1950-2005 for the historical CESM-WRF, and 2006-2100 for the projected CESM-WRF. All runs
started on July 1% in their first year of forcing. The first six months were the spin-up time and were
excluded from the data analysis. We used the CESM output in a WRF intermediate file format
downloaded from the Computational & Informational System Lab (CISL) Research Data Archive
(ds316.0, no longer available online) to save computational time and expenses. Among the final
downscaling products (Figure 2.2), CESM-WRF (historical and projected) offers climatic
background based on the coarser-resolution GCM (CESM) output but with mesoscale dynamics
and physics involved. On the other hand, the role of ERA-WREF is not only to offer a dynamically
downscaled reanalysis dataset but also to validate the configuration of regional climate model
(WREF in this case), as the climatic variables in it are directly comparable to observations. It is
assumed that WRF simulates in the same manner forced by ERA-interim and CESM when with
the same configuration (spatial/temporal resolution, time step of integration, parameterization of
physics, etc.). Such workflow is commonly applied to dynamical downscaling projects, including

NARCCAP and CORDEX (Giorgi et al., 2009; Mearns et al., 2013).

Parameterization schemes were set to favor high-resolution, long-term runs. Multiple
parameterization schemes were employed for various physical processes. For microphysics, WRF
single-moment 5-class scheme (WSMS5) was chosen (Hong et al., 1998). Rapid Radiation Transfer
Model (RRTM) (Mlawer et al., 1997) and Dudhia scheme (Dudhia 1996) were for parameterizing
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longwave and shortwave radiations, respectively. The Noah land surface scheme (Noilhan and
Planton 1989) was responsible for land surface processes, and the Yonsei University scheme
(Hong and Dudhia 2003) parameterized planetary boundary layer dynamics. Cumulus clouds were

parameterized by the Kain-Fritsch convective scheme (Kain 2004).

Multiple year-long test runs with different combinations of schemes were conducted before
determining the combination of parameterization schemes. Double-moment microphysical
parameterization schemes resulted to bring higher air temperature and precipitation biases in
spring and early summer, which was caused by the overestimation of cloud forming that reduced
downward shortwave radiation at surface. We, therefore, turned to WSMS5 scheme, a less advanced
but more mature microphysical scheme that has shown more suitable for long-term modeling

(Hong et al., 1998).

Nudging pulls values of key variables back to the forcing in a certain frequency in the entire
simulation process, which helps to prevent model output deviating from the forcing (Glisan et al ,
2013). However, while doing so, you also damage the physical correlation between the produced
climatic variables, bringing higher uncertainty to the final product (Radu et al., 2008; Liu et al.,
2012; Bullock et al., 2014). Data assimilation has the similar effect as it imports external data
source into the modeling process (Fujita et al., 2007). We did not include any nudging or data
assimilation during the computation in order to keep the full dynamical framework of WRF model
intact and to allow the output variables to be physically correlated. Instead, to address any biases
we adjusted model outputs by comparing results to observations after all computation was

completed.

2.2.5 Bias correction

The WREF simulation in this study inherits the biases from its forcings (i.e. ERA-interim and
CESM outputs) as no nudging was involved in the downscaling process. In this case, the linear
scaling method corrected the biases by rescaling the Probability Density Functions (PDFs), fitting
the modeled monthly climatology to its reference (Lenderink et al., 2007; Teutschbein and Seibert,
2012). We employed a relatively simplistic bias correction approach to retain a majority of the
sub-daily/daily wvariability in precipitation and air temperature while fitting the long-term

climatology to the reference.
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Two sets of bias-correction formulas resulted from two different PDFs distributions that
precipitation and air temperature respectively hold. Climatologically, temperature PDFs generally
obey normal distributions, while daily precipitation PDFs generally obey two-parameter gamma

distributions (Harmel et al., 2002; Hanson and Vogel, 2008). The formulas for precipitation are

represented by:
" _ ' .um(Pref(d))
m PT'E d
Piy(d) = Py ()L (rey () (2)

Hm (Ppis(d))
in which Pp;(d) and Pp,.;(d) are daily bias-corrected historical and projected precipitation,
respectively, Pp;s(d) and P,,;(d) are the originals, and P..r(d) is the daily reference

precipitation. d is the notation standing for a certain day (data point), while u,, stands for the

function calculating the monthly climatology.
The formulas for air temperature follow as:
This(@) = This(d) + pn (Trep (d)) = pm (This(d)) 3)
Tprj(@d) = Tprj(d) + ttin (Trep (d)) = pign (This (d)) 4

where the terms represent the air temperature and are otherwise the same as in the precipitation
correction equations. References for linear scaling are ERA-interim monthly precipitation and
temperature climatology. We also correct the biases in variables of snow water equivalent, dew
point temperature, wind speed, and surface pressure and include them in the released dataset.

Details of bias correcting other variables are presented in the supplemental material.

We are working under the assumption that the bias in the means calculated over the base
period in the projected fields will stay the same with time. This is a commonly used approach
(Teutschbein and Seibert, 2012; Bruyere et al., 2014). Note that we are not applying any targeted
techniques to adjust variability in the modeled fields to the observed. We did not use the bias-
corrected version of CESM output in the WRF intermediate file format (CISL ds316.1, Bruyére et
al., 2014) for downscaling. As mentioned above, we are using raw CESM output in the WRF

intermediate format instead, and apply bias correction to WRF fields after the simulation. As a
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cautionary note, bias correction procedure applied to precipitation will slightly modify the

projected trends in the corrected fields.

Variables of model outputs mentioned in this manuscript, both before and after bias
correction, are available through TARC data archive (http://data.iarc.uaf.edu/) and PANGAEA
(https://doi.pangaea.de/10.1594/PANGAEA 863625). Other variables are also available upon

request by contacting Lei Cai (Icai4@alaska.edu) or Vladimir Alexeev (valexeev(@alaska.edu).

2.3 Results
2.3.1 ERA-WREF evaluation

Our downscaling products are developed primarily for the North Slope of Alaska, while the
area for evaluating them is extended until the South of the Brooks Range for a broader picture of
performance. The downscaled ERA-WRF precipitation and air temperature climatology illustrate
similar overall spatial distributions as its forcing, ERA-interim reanalysis data (Figure 2.3).
However, the higher spatial resolution allows ERA-WREF to represent more detailed topographic
features than ER A-interim. Differences include a higher amount of precipitation to the south and
lower amount to the north in ERA-WRF compared to ERA-interim (Figure 2.3a-c). The ERA-
WREF air temperature in the mountain regions is distributed following the topography, where the
colder areas coinciding with mountain peaks in the eastern Brooks Range where the altitude is
higher than 1500 m (Figure 2.3d). To the north of the Brooks Range, the ERA-WRF generally
produces a drier (60-120 mm/year for precipitation) and a colder (2 to 3 °C lower mean annual air
temperature) climatology compared to ERA-interim. At the northernmost site (Utqiagvik), the
annual air temperature bias reaches its maximum (up to 4 °C colder in ERA-WRF compared to
ERA-interim), while the precipitation bias reaches +60 mm/year. Warm biases (up to 2 °C) are
constrained to the mountain region mean annual air temperature (altitudes from 500 m to 1500 m).
A section across the Brooks Range (red dashed line in Figure 2.3a) unveils a detailed view of the
enhanced topographic effect to the more detailed terrain in WRF (Figure 2.3e-g). Precipitation and
temperature in ERA-interim are monotonically decreasing towards North. ERA-WRF, however,
presents double the annual precipitation amount of ERA-interim’s (1200 mm/year vs. 600
mm/year) on the south slope of the Brooks Range (Figure 2.3e¢). ERA-WRF also presents local
minima of annual mean temperature on the mountain peaks (Figure 2.3f). An even higher

variability of precipitation and temperature following the topography is presented by a 2-km
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resolution statistically downscaled dataset from Scenarios Network for Alaska and Arctic Planning
(SNAP, 2017). However, there is no easy way to directly compare high resolution of SNAP dataset
with observations or WRF-generated output. The mismatch between the real and model (or e.g.
SNAP) topography and lack of high quality observations are the two main reasons why such

comparisons should be done with a great deal of caution.

2.3.2 Comparison to observations

Monthly climatology comparisons to observations at Nuiqsut and Utqgiagvik show that both
modeled datasets (ERA-WRF and ERA-interim) present similar seasonal wvariability in
precipitation, TMAX, and TMIN as the NCDC GHCN-D observations (Figure 2.4). However,
modeled precipitation (ERA-WRF and ER A-interim products) consistently exceeds observations,

while air temperature differences are more complex.

Dry biases occur mainly during October to February when ERA-WRF produces 30 to 50%
less precipitation than ERA-interim at Nuiqsut (Figure 2.4a). The ERA-WRF wet bias compared
to ERA-interim mostly results from higher April to October precipitation at Utqiagvik. The wet
bias reaches +30% in the months of August and September. For the rest of the year, ERA-WRF
and ER A-interim have nearly the same amount of monthly precipitation (Figure 2.4b). ERA-WRF
and ER A-interim consistently produce 50 to 150% more precipitation than observations at Nuiqsut
and Utqiagvik. Differences to observations are largest during the colder months (October to
March) with 70 to 120 mm more precipitation than observed. As an example, total precipitation
climatology (1980-2014) observed October to March was 7.8 and 32.1 mm (Nuiqsuit and,
respectively), while ERA-WRF and ERA-interim suggested 110.4 and 70.8 mm, as well as 132
and 84.3 mm for Nuigsut and Utqiagvik respectively.

Correlation coefficients of monthly observed precipitation, TMAX, and TMIN are calculated
in all five weather stations to both ERA-WRF and ER A-interim after removing the seasonal cycles
(Figure 2.5). The results indicate that the modeled time series of precipitation is correlated to
observations. Correlation coefficients of both ERA-WRF and ERA-interim precipitation to
observations are around 0.5 (> 0.49 for 95% significance level) in most cases. Precipitation from
ERA-WREF is more closely correlated to observations than ER A-interim at four out of five stations.
Normalized standard deviations (SDs) of ERA-WRF and ER A-interim precipitation are larger than
1 in all cases except for ERA-interim precipitation at Wainwright. Such higher SDs indicate that
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the daily precipitation in both ERA-WRF and ERA-interim are with higher day-to-day variations
than observation is, which typically the result of heavier rainfall events in ERA-WRF and ERA-
interim. ERA-WRF simulates cooler TMAX than the observed in all months except for April and
May at both Nuiqsut and Utqiagvik (Figure 2.4¢c-d). The TMAX difference averages up to 5 °C in
summer (July to August) and 8 °C in winter (October to March). For TMIN, ERA-WRF produces
a slightly warmer (< 3 °C) monthly TMIN than observation from January to May at Nuiqsut, while
TMIN is almost identical for other months (Figure 2.4e). This is in contrast to the ERA-WRF
TMIN results at Utqiagvik that are colder in winter than observations (< 1 °C in January to October
and 2 °C in November and December) (Figure 2.4f). The biases of ERA-WRF TMIN to

observation at Utqiagvik are negligible in other months.

Diurnal temperature variations in both ERA-WRF and ERA-interim almost disappear in
months from November to February. In these months, differences of TMAX and TMIN (TMAX
minus TMIN) in ERA-WRF and ERA-interim are less than 1 °C, while the GHCN-D observations

show 5-8 °C diurnal air temperature variation.

Daily TMAX and TMIN in ERA-WRF and ER A-interim are more correlated to observations
than daily precipitation. Correlation coefficients for TMAX and TMIN are between 0.7 and 0.8 in
all cases, which shows the significance of correlation and is 0.2 to 0.4 higher than the correlation
coefficients for precipitation (Figure 2.5). Typically, TMIN in both ERA-WRF and ERA-interim
are more correlated to observations than TMAX. In all stations except Wainwright, ERA-WRF
produces TMAX and TMIN with higher variabilities than observations (120% on SDs) and ERA-
interim. ERA-interim produces TMAX and TMIN that are around 80% of SDs from observations

at all five stations.

2.3.3 Statistics on bias correction

The cumulative probability functions of daily precipitation and mean air temperature in ERA-
WRF and CESM-WREF historical products are changed after the bias correction (Fig. 6). Compared
to the model reference dataset (ER A-interim), the non-bias-adjusted ERA-WRF has more records
(days) with no precipitation (< 0.1 mm/day) or with light drizzles (< 1 mm/day). On the contrary,
the original CESM-WRF historical product shows a wet bias compared to ERA-interim. CESM-
WREF has fewer days with no precipitation or light drizzles compared to ERA-interim, but more

heavy precipitation events (>8 mm/day) (Fig. 6a). The daily precipitation biases from ERA-WRF
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and CESM-WREF are adjusted via a 4.9 % increase for ERA-WRF and a 30% decrease for CESM-
WREF on respective long-term means based upon the climatology in ERA-interim. Both of the
downscaling products also show decreased variances by 19 % (ERA-WRF) and 47 % (CESM-
WREF) after correcting the biases. Showing on the cumulative probability curves, CESM-WRF
precipitation closely fits the reference (ERA-interim) after the bias correction, while the biases in

ERA-WREF precipitation are not corrected effectively on the drizzle side (<1 mm/day).

Generally, the linear scaling corrects precipitation more than air temperature. For daily air
temperature, the cold bias in ERA-WRF and warm bias in CESM-WREF are corrected with a 1.4 °C
and a -2.8 °C changes, respectively (Figure 2.6b). The historical CESM-WRF simulates a warm
bias in air temperature, also it underestimates seasonal cycle. Applying monthly seasonal bias
correction leads to a 37% increase in seasonal variability in CESM-WREF. A similar bias correction

applied to ERA-WRF results in a slight decrease (-3.3%) in the seasonal cycle of air temperature.

CESM-WRF received alarger bias-corrections on both daily precipitation and air temperature
compared to ERA-WRF. The bias correction on CESM-WRF produces more days with light
drizzles and cold air temperatures (temperature < 0 °C) due to its original warm and wet biases.

The bias corrections on ERA-WRF addressed mostly its cold and dry biases.

2.3.4 CESM-WREF projection

All estimates presented in this section are averages for the whole domain of the North Slope
as defined in section 2.1. All three CESM-WRF products exhibit increasing trends in annual
precipitation and air temperature (Figure 2.7a-b). Precipitation from CESM-WRF RCP8.5 has the
largest increasing trend (nearly +1 mm/year), resulting in an annual precipitation of nearly 500
mm by the end of the 21% century compared to 400 mm at present. In comparison, the annual
precipitation in the historical and the RCP4.5 products increase only 0.62 and 0.36 mm/year,
respectively. The RCP8.5 projection has also the largest increasing trend of annual mean
temperature. The RCP4.5 projection, on the other hand, presents an increasing trend of
precipitation that is smaller than the historical simulation. By the end of 21*' century, the North
Slope of Alaska experiences a 5 °C warmer annual mean air temperature in RCP8.5 compared to
the RCP4.5 scenario (8.5 °C vs. 3.5 °C, respectively). The historical simulation (from 1950 to

2005) shows a 3.1 °C air temperature rise.
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In order to compare the annual and the seasonal trends of precipitation, we calculated both
the precipitation amounts and trends based on the daily precipitation rate (mm per day). All three
products (CESM-WREF historical, RCP4.5, and RCP8.5) produced the most precipitation in
summer (JJA, 1.5-2 mm/day on average) and least in winter (DJF, 0.6-0.8 mm/day on average)
(Figure 2.7c). Higher annual and seasonal precipitation amounts are found in the 21%-century
projections compared to the historical precipitation. The RCP8.5 projection has more precipitation
than the RCP4.5. The summer (JJA) is also found with the largest increasing trends of precipitation
in the historical (0.004 mm/day per year) and RCP4.5 products. For the RCP8.5, however, the
largest increasing trend of daily precipitation rate is in fall (0.005 mm/day per year). In winter,
RCP8.5 precipitation also increases rapidly (over 0.002 mm/day per year). Trends in winter
precipitation in the historical and the RCP4.5 (0.002 and -0.001 mm/day per year) are substantially
smaller than summer (0.004 and 0.003 mm/day per year).

Both the RCP4.5 and the RCP8.5 projections produce increases in air temperature in all four
seasons. Increase in winter air temperature are largest (Figure 2.7d). RCP8.5 results in an air
temperature increase of 0.15 °C/year during winter, which is more than in any other season (from
0.06 to 0.08 °Cl/year). Similar, albeit not as large, seasonal trends are found in the RCP4.5 scenario.
The larger warming in winter than summer implies a reduced seasonal variation of air temperature

in the 21%-century projections.

2.4 Discussion

Dynamical downscaling by the Polar WRF model presents refined climate products in regards
to spatial and temporal distributions of precipitation and air temperature for the North Slope of
Alaska. The coarse (roughly 80 km) grid spacing of ERA-interim is not sufficient to effectively
represent the topographical effects on air temperature and precipitation. Such a coarse resolution
underestimates the complexity of topography in Arctic Alaska; for example, the highest peak of
the Brooks Range has the elevation of 1836 meters in WRF while the same peak is only 1070
meters in ERA-interim. Such enhancement of topography in WRF is important for our area of
interest, the North Slope of Alaska, for which the Brooks Range plays an important role in its
regional climate. The Brooks Range in WRF obstructs more of the warm and wet air from reaching
the North Slope of Alaska than in ERA-interim. Although such enhancements due to the
topographical effect cannot be precisely quantified from the ERA-WRF simulations, it is clear that
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the more detailed topography in ERA-WREF results in higher precipitation and temperature on the
southwest side, while lower ones on the north side, of the Brooks Range compared to ERA-interim
(Figure 2.3). The warmer winter temperatures in the mountainous area of the Brooks Range at
500~1500 meters altitude are likely to result from the enhanced vertical resolution in the
atmosphere interacting with micro-topography in ERA-WRF that causes stronger modeled

inversions in valleys.

Both ERA-WRF and ERA-interim produce more than double the amount of winter
precipitation compared to available observations. Conventional snowfall observations are known
to have issues with underestimation and accuracy in general (Groisman and Rankova, 2001,
Bogdanova et al, 2002; Groisman et al, 2004), making quantitative analysis difficult. Differences
between modeled and observed precipitation in this study are comparable (100~400 %) to the
assessments done by Liljedahl et al. (2017), which compared conventional snowfall measurements
to end-of-winter snow accumulation near Utqiagvik, Alaska. In summary, our downscaled annual

mean precipitation is likely to be more realistic than that derived from ERA-interim or CESM.

Evaluation experiments by the Polar WRF group found a cold bias in winter on the North
Slope starting with Polar WRF version 3.1.1 (Hines et al., 2009; Hines et al., 2011). As we found
here, the winter cold bias remains in polar WRF version 3.5.1. ERA-WREF produces smaller biases
in TMIN (-1 to -3 °C) than in TMAX (-5 to -8 °C) when compared to observation. Hines et al.
(2011) discovered that polar WRF overestimates downwelling longwave radiation (cloudier days
and nights) while underestimates wind speed from January to March in Barrow in the test
simulations, both contributing to the decrease in the wintertime diurnal temperature variation in
Arctic Alaska. Tuning of cloud and longwave radiation schemes may help reduce such biases
slightly, while a significant improvement on retrieving diurnal cycle of temperature in winter
depends on the upgrades of polar WREF itself. Modeled TMIN and TMAX were obtained from
values at fixed times each day 3 am and 3 pm) as the model output was presented every 3h.
However, the observed values are the actual recorded (sub-hourly) extreme value for each day.
We evaluated the effect of this potentially method-induced bias. The applications for which our
downscaled products have been developed primarily utilize data in the form of daily/monthly

means instead of diurnal extremes, so that the impacts of such deficiencies have been minor.
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The historical CESM-WRF generally simulates a wet bias in precipitation and a warm bias
in air temperature compared to ERA-interim. Most biases in CESM-WREF resulted from biases in
CESM. CESM1.0 historical product evaluation found warm biases on air temperature and wet
biases on precipitation compared to ERA-interim over the Northern Alaska and the Beaufort and
the Chukchi Seas to the North, and the maximum warm (+5 °C) and wet biases (+100%) are both
present in winter, similar to de Boer et al., (2012). CESM-WREF in this study retains at least part
of such deficiencies of CESM, having higher precipitation and air temperature biases than ERA-
WREF in the historical period. De Boer et al. (2012) also unveiled the deficiency of CESM1.0 in
underestimating total cloud fraction all year round over the Arctic Alaska compared to observation.
CESM-WREF in this study has improved performance in retrieving cloud cover over CESM due to
higher spatial resolution and more complex physics schemes. Walston et al. (2014) found that
CESM1.0 underestimates the seasonal cycle of air temperature over the Arctic through warmer
winters and colder summers compared to reanalysis data. The similar seasonal variability is muted
in our CESM-WRF simulations, which is partially improved by the bias-correction that imports

the ERA-interim seasonal cycles.

Downscaled projections forced by RCP4.5 produced a lower increase in annual total
precipitation (+0.36 mm per year) than the historical product (+0.62 mm per year). RCP8.5
informed projections show the largest trend (+0.99 mm per year). Almost half of the precipitation
increase in RCP8.5 occurs in October through December. The large increase in fall precipitation
may be attributed to the rapid sea ice decline in the CESM RCP8.5 product (Alexeev et al., 2016).
CESM-WREF historical product presents larger positive trends of precipitation and air temperature
than the RCP4.5 projection. We attribute it to the choice of years we set as the historical period
(1950-2005), which coincides with the strongest climate change during the whole historical
simulation period of CMIP5 models (1850-2005). On the contrary, the RCP4.5 scenario features
a stabilization of global warming, so that the global mean temperature increase slows down after
2060, which is reflected on all CMIP5 models (Collins et al., 2013). Since our projected trends are
calculated for the period of 2006-2100, such “deceleration” of global warming after 2060 in
RCP4.5 scenario lowers the overall increasing trend. Specifically for the Arctic Alaska, the sea ice
decline in RCP4.5 scenario also slows down after 2050 to a rate that is lower than our historical
period (1950-2005) (Stroeve et al., 2012). Such changes in sea ice also inhibit the increase of

precipitation and air temperature, primarily in late fall and early winter (Stroeve et al., 2007).
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We did not address comparisons between the projected CESM-WRF and the original low-
resolution CESM RCP projections, as such analysis is less informative because the applied bias
correction procedure inevitably brings artifacts to climatic variables. While the boundary forcing
for WRF can come from different products (ERA-Interim or CESM), the dynamics and physics in
the interior of the domain (North Slope of Alaska in this case) are determined entirely by WRF.
The downscaling of ER A-interim, CESM historical products, and CESM future projections is done
in this study under an identical setting (spatial/temporal resolutions, integrating time step, physics
schemes, etc.). Our ERA-WRF evaluation comparing with ERA-interim and observations have
demonstrated the role of WRF and its configurations in improving the quality of fields by applying
the dynamical downscaling over the North Slope of Alaska. We argue that our CESM-WRF
products have more realistic mesoscale features and therefore are superior compared to the original
CESM output (historical and projected) including the effects of enhanced topography and more

extreme precipitation.

Our downscaling data products present high spatial grid spacing (10 km), long temporal
coverage (1950-2100), high-frequency output (every 3h) and are the only multi-scenario climate
projections (RCP4.5 and RCP8.5) for the Arctic Alaska. Without any nudging or data assimilation,
the ERA-WRF and CESM-WREF products for the historical period have higher biases compared to
observations than the datasets developed by Bieniek et al. (2016) and Zhang et al. (2016). Here,
we deal with these biases by applying linear scaling bias corrections, which resulted in biases being
corrected towards the ER A-interim reanalysis dataset. The historical ERA-WRF and CESM-WRF
climate products combined with future warming scenarios (RCP4.5 and 8.5) make our dataset

particularly suitable for the regional climate change studies over the North Slope of Alaska.

2.5 Conclusions

This paper introduces a set of dynamical downscaling products forced by both ERA-interim
reanalysis data and CESM model output. The model evaluation shows that the dynamical
downscaling process resolves more detailed topographical effects on the regional climate of the
North Slope of Alaska compared to its forcing datasets. The higher resolution surface topography
in WRF (compared to the low-resolution topography in ERA-Interim and CESM) helps reproduce
more reasonable climate background in Arctic Alaska that has a complex terrain. The modeled

annual mean precipitation is 100~400% higher compared to observations, the reasons of which are
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highly debatable, including the lack of high quality observed precipitation datasets in the high
Arctic. The WRF-modeled precipitation also increases seasonal variability compared to the
original forcing products. We view the dynamical downscaling as a valid approach to producing
not only more realistic long-term mean products, but also more extreme events that can only be
represented in the mesoscale framework. The two downscaled products that project the 21st-
century regional climate agree on a trend towards a warmer and wetter North Slope of Alaska. The
RCP4.5 simulation exhibits a smaller increasing trend in precipitation and air temperature
compared to the RCP8.5 products. The projected increases by RCP4.5 are even lower than that of
the historical product. Trends are largest in fall and winter in the RCP8.5 projections. More detailed
study on the CESM-modeled sea ice decline impacts may help to explain such differences. The
downscaled data products of high-resolution, long temporal coverage and multi-scenario future
projections have the potential to refine climate change studies over the North Slope of Alaska and
ultimately resulting in more effective impact assessments for the people living in the region due to

the finer spatial and temporal scales and improved representation of extreme events.
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Utgiagvik (formerly Barrow)

Nuigsut

150°W
Figure 2.1. The WRF simulation domain (red box) with terrain heights (m). This downscaling
product is specifically focused on the region of Arctic Coastal Plain and a small part of northern
foothills of the Brooks Range with the domain enclosed by the grey line.
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Figure 2.3. Original (ERA-interim) and downscaled (ERA-WRF) climatology 1980-2015 and
elevation contour lines (black lines). Coarse resolution ERA-interim annual precipitation (a) and
air temperature (c) compared to downscaled results from the ERA-WRF approach (b, d). Elevation
contour lines in all figures are made from terrain height data in WRF. The annual precipitation (e)
and mean temperature (f) distributions on the cross section (red dashed line in a) from ERA-interim
(blue solid lines), SNAP (black solid lines), and ERA-WRF (red solid lines) show how a more
detailed topography affects the precipitation and temperature distributions.
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Figure 2.4. Monthly climatology comparisons between the NCDC GHCN-D observations (green
dashed lines), downscaled ERA-WRF output (red solid lines), and ER A-interim reanalysis data
(blue dashed lines) of average precipitation (mm/day), maximum and minimum air temperature
(TMAX and TMIN, °C) for each month at the coastal towns of Nuiqsut (a, ¢, €) and Barrow (b, d,

f). Average annual precipitation for these two stations is larger in the ERA-interim (215.4 mm)
and the downscaled ERA-WRF (212.5 mm) than conventional observations (94.8 mm).
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Figure 2.6. The comparisons of cumulative probabilities of (a) daily precipitation (mm/day) and
(b) air temperature (°C) over coastal and foothill domain from the downscaled ERA-WRF (red
dots), bias-corrected downscaled ERA-WRF (red dash-dot lines), downscaled CESM-WRF
historical product (blue dots), and bias-corrected downscaled CESM-WREF historical product (blue
dash-dot lines) to the reference of the original ER A-interim (black solid lines). The mean value
and variance changes after bias corrections are in percentage, except for mean air temperature that
shows absolute changes in °C. Linear scaling corrects biases more effectively in precipitation than
in air temperature, and more in CESM-WRF compared to ERA-WRF.
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Figure 2.7. The time series of (a) total annual precipitation and (b) annual mean temperature in the
in the historical (grey), RCP4.5 (blue), and RCP8.5 (red) downscaling products; The box plots of
the annual and seasonal (c) daily precipitation rate (mm) and (d) daily mean temperature (°C) in
the three downscaling products; The annual and seasonal trends of (e) daily precipitation rate
(mm/year) and (f) daily mean temperature (°C/year) in the three downscaling products.
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Appendix A

A.1 More details on ERA-WRF evaluation

Monthly mean precipitation, maximum temperature (TMAX), and minimum temperature
(TMIN) in the observation (NCDC GHCN-D), the reanalysis dataset (ERA-interim), and the
model output (ERA-WRF) in Table A-1 gives the completed version of ERA-WRF output
evaluation at stations. As the result, Deadhorse, Wainwright, and Umiat, the three sites that aren’t
mentioned in the paper, all hold the similar dry biases monthly compared to ERA-interim on
precipitation like Nuiqgsut, which are opposite to Utqiagvik’s wet bias. They also have doubled
precipitation annually compared to NCDC GHCN-D data as observed precipitation amounts in
winter are close to zero. Among these three sites, Umiat has the driest bias annually (37.5 mm), as
it is located in the North foothill of the Brooks Range, affecting the most by the enhanced
topographic blocking of ERA-WREF’s topography. Wainwright is located on the northwest coast
of Alaska, in which the precipitation is affected least by the Brooks Range topography.
Wainwright, therefore, has the least dry bias annually (4.8 mm), with almost the same amount of
ERA-WRF modeled precipitation to ERA-interim precipitation. Deadhorse is close to Nuigsut so

that the precipitation bias at Deadhorse is similar to that at Nuiqsut.

For TMAX and TMIN, TMAX at Deadhorse and Wainwright also show cold biases from
July to March compared to both ERA-interim and the observation. The most biases are in
December to January, up to 10 °C colder than observation data and 6 °C colder than ERA-interim
data. Umiat presents a slight warm bias (< 3 °C) in the months of January to June compared to

ERA-interim does, while close magnitudes of cold biases are in July to December.

TMIN biases hold the similar features to TMAX biases. Deadhorse and Wainwright exhibit
the similar cold biases to ERA-interim and warm biases to observation as Nuiqsut does. Umiat, on
the other hand, produces a slight warm bias (< 3 °C) from January to June, just like what is in
TMAX bias comparison. In summary, for the stations that are not included in the paper, Deadhorse
illustrates biases very similar to Nuigsut, due to their small distance to each other. Wainwright
shows similar temperature biases to Deadhorse and Nuiqsut, but ERA-WRF precipitation in
Wainwright is less biased compared to ERA-interim, as Wainwright is less affected by the
enhanced Brooks Range topography in WRF. On the other hand, precipitation and temperature

biases in Umiat differ from all other sites compared in this study, as it is in the northern foothill of
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the Brooks Range, in which has the most precipitation and temperature changes after they are

downscaled by WRF model.
A.2 Additional bias correction information

In the published version of downscaling products, variables of snow water equivalent, dew
point temperature, wind speeds (zonal and meridional), surface air pressure, downward
shortwave/longwave radiation fluxes at surface are also included, and some of them are bias
corrected. Among these variables, snow water equivalent is bias corrected using linear scaling
formulas for precipitation, since it’s basically another form of precipitation, and its daily time
series also obeys the two-parameter gamma distribution. Dewpoint temperature, wind speeds, and
surface pressure are bias-corrected using the formulas for temperature, as their time series obey
the normal distribution. WRF’s high-resolution grid spacing, as well as its microphysics and
cumulus parameterizations, intend to resolve different cloud cover variations from ER A-interim’s.
In this way, the downward radiation fluxes are not bias corrected, as bias correction to radiation
fluxes would only bring more uncertainties to the final products than useful climatic variables. To
request other variables which are not in the list above or other special needs, please contact Lei

Cai (lcaid(@alaska.edu) or Vladimir Alexeev (valexeev(@alaska.edu) for more information and

help.
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Table A-1. The monthly climatology comparisons at five stations of Utqiagvik, Deadhorse,
Nuigsut, Umiat, and Wainwright on variables of daily precipitation, daily maximum temperature
(TMAX) and daily minimum temperature (TMIN) in ERA-WRF output (WRF), NCDC GHCN-

D data (NCDC), and ER A-interim reanalysis (ERA).

Precpitation(mm/day)
Moxith Utgiagvik Deadhorse Nuigsut Umiat Wainwright
WRF NCDC ERA | WRF NCDC ERA | WRF NCDC ERA | WRF NCDC ERA | WRF NCDC  ERA
Jan | 032 011 032 | 041 004 051 | 033 006 048 | 033 031 033 | 046 002 053
Feb | 039 014 035 | 043 002 0.5 041 005 0.6 031 029 036 | 046 006 057
Mar | 026 009 026 | 022 001 031 | 023 001 038 | 029 019 032 | 023 002 025
Apr | 028 0.4 0.3 0.27 0.1 045 | 027 0.4 044 | 025 019 031 | 038 0.1 0.48
May | 043 018 029 05 016 048 | 05 0.15 045 | 031 007 036 | 063 014 049
Jun | 036 032 035 | 055 038 0.5 0.59 0.2 043 | 085 057 108 | 065 044 058
Jul 107 082 07 L4 076 151 | 112 066 11 095 063 149 [ 133 o8 114
Aug | 136 085 094 | 094 069 135 | 084 056 LIl 14 087 176 | 134 087 152
Sep | 124 066 083 | 079 042 112 | 074 028 102 | 102 028 113 | LI5S 056 105
Oct | 1.2 039 098 | 08 017 102 | 064 003 101 | 067 059 073 | 101 021 11
Nov | 045 019 04 05 006 067 | 043 004 064 | 026 026 0034 | 07 009 066
Dec | 037 015 041 | 034 006 05 032 0.1 057 | 034 025 032 | 045 004 0.6
TMAX (° C)
Month Utqiagvik Deadhorse Nuigsut Umiat Wainwright
WRF  NCDC ERA | WRF NCDC ERA | WRF NCDC ERA | WRF  NCDC ERA [ WRF NCDC  ERA
Jan | 294 217 238 | -281 228 243 | 294 227 245 | 282 262 281 | 289 203  -248
Feb | -285 217 235 | 262 222 229 | 274 224 230 | 267 -242 268 | 27 206 240
Mar | -234 208 216 | -23 228 205 | -234 227 210 | 201 21 214 | 225 205 217
Apr | -125  -127 142 | 97 22 4100 | <100 <124 -1 | 96 4109 LT | -1 -122 -126
May | -34 31 43 L5 26 -0 | L -2 -1.8 3, 18 0.5 24 23 2.8
Tun 0.6 5 2.7 6.8 8 8.1 8.9 103 6.8 123 155 114 | 48 79 57
Jul 3.6 8.3 44 8.7 123100 | 106 142 9.1 i1 187 151 7.9 12 8.6
Aug | 32 6.5 4 6.8 9.7 8.6 7.6 109 8.1 9.6 134 111 87 9.2 7.6
Sep 0.6 2 11 2 43 43 18 4.8 38 1.7 47 3.7 13 4 577
Oct | 96 53 -6.1 76 44 48 86 4l 49 | -121 -85 90 | 73 33 4.0
Nov | 223 -14 -6l | 212 -138  -159 | 223  -134  -159 | 243 212 206 | 20 118  -145
Dec | -278  -188 213 | 263  -19 2112 | 277  -19 216 | 278 248 255 | 265  -172 209
TMIN (°C)
Month Utqiagvik Deadhorse Nuigsut Umiat Wainwright
WRF NCDC ERA | WRF NCDC ERA | WRF NCDC ERA | WRF NCDC ERA [ WRF NCDC ERA
Jan | 295 285 239 | 282 301 245 | 294 306 248 | 284 34 284 | 29 278 250
Feb | -292 -287 239 | -27 298 239 | -281 304 240 | 28 338 289 | 275 28 248
Mar | -28.1 28 233 | 283 305 250 | <292 308 250 | 262 322 278 | 277 282 252
Apr | <191 200 -167 | -168 204 156 | <176 209 -157 | -18 232 185 | <175 20 -166
May | -8.1 82 66 | 66 83 58 | 65 79 58 -4.1 -8 -6.1 69 15 6.0
Jun | -15  -04 024 0.8 1 2.7 16 1.7 19 45 322 43 0.5 0.6 1.8
Jul 0.9 16 22 3 4.1 54 4.1 49 46 7 57 7.9 3.4 35 49
Aug | 12 12 24 27 2.8 44 32 33 43 43 24 5.1 27 31 45
Sep | -19  -19 0 09 -1 038 -2 009 1 27 37 -1 | 093 05 13
Oct | -102  -103 67 | 91  -l00 -63 | -1 99 62 | -148 -168 -116 | -85 82 53
Nov | 226 202 -163 | -213 213 163 | 223 214 -162 | 247 285 213 [ 202  -184  -148
Dec | 279 255 214 | 264 263 212 | -277 27 218 | 278 326 257 | -267 243 212
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Chapter 3. Modeling the impacts of projected sea ice decline
on the low atmosphere and near-surface permafrost on the

North Slope of Alaska?

Abstract

This model-based study assesses the response of the lower atmosphere and near-surface
permafrost on the North Slope of Alaska to projections in sea ice decline. The Weather Research
& Forecast model, with polar optimization (Polar WRF), was configured for the North Slope of
Alaska and the adjacent Arctic Ocean and run for two decade-long control periods, the 1970s and
the 2040s. Community Earth System (CESM) model output was used to drive the Polar WRF
model. By swapping the sea ice coverage in the control cases, two polar WRF sensitivity
experiments were designed to quantify the changes in the low atmosphere and near-surface
permafrost in response to projected declines in sea ice extent. The strongest impacts of sea ice
decline occur primarily during the late fall and early winter. These include, increases in surface
air temperature, surface humidity, total cloud cover, and precipitation amount. Future impacts of
sea ice decline are projected to become weaker over time in the late fall and early winter, while
becoming more prominent in late spring and early summer. Projected sea ice decline also inhibits
low-level cloud formation in summer as a result of destabilization of the boundary layer.
Sensitivity experiments by polar WRF and Geophysical Institute Permafrost Lab (GIPL) model,
respectively, suggest that sea ice decline explains approximately 20 % of both the atmospheric and
permafrost warmings on a mean annual basis compared to the overall projected warming under

the RCP4.5 scenario.

3.1 Introduction

Arctic sea ice extent (SIE) is declining (ref). SIE in September has been shrinking at more
than 4% per decade rate since 1979 in the Arctic (Cavalieri and Parkinson, 2012). A record-

breaking low SIE was observed in the September of 2012 for an area of 2.4 million km? (Parkinson

2Cai,L., V. A. Alexeev, C. D. Arp, B. M. Jones, V. E. Romanovsky 2018: Modeling study of impacts of projected sea ice
decline on the local climate of the North Slope of Alaska, International Journal of Climatology, submitted.
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and Comiso, 2013). Declines in SIE were also observed in all other months, though at lower rates

than in September (data from National Snow and Ice Data Center, http://www.nsidc.org). As

projected by global climate models in the most extreme radiative forcing scenario, the Arctic
Ocean will become ice-free in September by the end of 2060s (Serreze et al., 2005; Stroeve et al .,
2012; Collins et al., 2013). The larger open-water extent caused by declining sea ice lowers the
surface albedo of the ocean and releases heat to the atmosphere, the effects of which are most
pronounced in late fall and early winter (Barry et al., 1993; Alexander et al., 2004; Screen and
Simmonds, 2010). The abundance of heat and moisture in the near-surface atmosphere favors low-
level cloud formation (Francis and Hunter, 2007; Kay et al., 2009; Walsh et al., 2009; Liu et al.,
2012), and in turn more precipitation in the form of snowfall (Higgins and Cassano, 2009; Liu et

al., 2012; Handorf et al., 2015).

Arctic tundra and thousands of arctic lakes jointly compose the land cover on the North Slope
of Alaska, with continuous permafrost underneath (Zhang et al., 1997; Smith et al., 2007; Kittel et
al., 2010; Grosse et al. 2013), all of which are sensitive to regional climate change and sea ice
decline (Cohen 1994; Serreze et al., 2009; Bhatt et al., 2014; Wendler et al., 2014). Observed,
rapid sea ice retreat in the summer of 2007 may also relate to the large Anaktuvuk River tundra
fire on the North Slope of Alaska (Jones et al., 2009; Hu et al., 2010), facilitated by other factors
e.g., large-scale atmospheric circulation in forming precipitation/temperature regimes (Alexeev et
al, 2015). In winter, reduced SIE enhances snowfall that inhibits arctic lake ice cover from
thickening (Alexeev et al. 2016), resulting in enhanced sub-lake permafrost thaw (Arp et al., 2016).

Sea ice decline is also projected to warm near-surface permafrost (Lawrence et al., 2008).

Observed evidence of sea ice decline impacts are embedded in overall climate change impacts
occur in the Arctic. This prompted the question about the proportion of climate change solely
driven by sea ice decline compared to global-scale greenhouse gas forcing. Global Climate Models
(GCMs) have been commonly utilized to study impacts of sea ice decline (Lawrence et al., 2008;
Higgins and Cassano, 2009; Stroeve et al., 2012; Screen et al., 2013). Besides tracking the heat
and moisture fluxes released from the open ocean, GCMs can also simulate atmospheric
circulation changes due to sea ice decline. To the east of Greenland, Sea Level Pressure (SLP)
response to the reduced sea ice resembles the negative North Atlantic Oscillation (NAO) pattern,
presented in the Community Climate Model (CCM 3.6, Alexander et al., 2004), and Community
Climate System Model version 3 (CCSM3) (Deser et al., 2010). With regard to the 2007 SIE, a
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reinforced Arctic Dipole (AD) anomaly was modeled as the atmospheric circulation response by

the ECHAMS model (Blathgen et al., 2012).

Regional Climate Models (RCMs) have certain advantages in studying responses to sea ice
decline not only due to their fine spatial resolutions, but also due to their modeling framework.
The synoptic background in the atmosphere in RCMs is controlled by the lateral boundary
condition, if the model domain is small enough, while the near-surface characteristics are
determined to a large extent by the surface boundary condition. Such separation between impacts
of the boundary conditions in RCMs can be used to assess the atmospheric sensitivity to changing
one type of boundary condition while keeping the other fixed (e.g. the absence of- or modified sea
ice cover). The Weather Research and Forecast (WRF) model, a commonly used RCM, has been
employed in a number of studies for such sensitivity experiments by keeping the atmospheric
background unchanged while replacing the surface boundary conditions with 2007 sea ice cover,
thus allowing for the tracking of the atmospheric response to such a low sea ice extent (Strey et

al., 2010; Porter et al., 2012).

In this paper, we explore how sea ice decline impacts the lower atmosphere and temperature
regime of near-surface permafrost on the North Slope of Alaska by conducting sensitivity
experiments. We hypothesize that sea ice decline impacts both the atmosphere and the permafrost
on seasonal time-scales. The sensitivity experiments design consists of developing two control
climates (past: 1970-1980 and future: 2040-2050) and then swapping the sea ice between the two
decades. The lateral boundary forcing is held constant in sensitivity runs for both decades in order
to quantify the response to the same sea ice decline under different atmospheric backgrounds. We
then import the atmospheric temperature response to sea ice into a permafrost model to assess the

impact of sea ice decline on permafrost temperature regimes.

3.2 Tools and Experimental design
3.2.1 Tools for modeling regional climate and permafrost thermal regime

We employ the Polar Weather Research & Forecast (Polar WRF; version 3.5.1) model, a
flexible, state-of-the-art regional atmospheric modeling system in this study (Skamarock et al.,
2008). Compared with the version of WRF that was used in previous studies (Strey et al., 2010;
Porter et al., 2012), the newer version of WRF (3.5.1 vs. 3.0.1 and 3.2.0) includes updates for high-
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latitude modeling with snow/ice cover at surface. More details about the updates are documented

here: http://www2.mmm.ucar.edu/wrf/users/wrfv3.5/updates-3.5.1.html. An add-on called Polar

WRF, which is optimized for polar processes, has been maintained by the Polar Meteorology
Group of the Byrd Polar and Climate Research Center at Ohio State University for major versions
of WRF (3.x.1). Polar WRF optimizes physics schemes and land surface parameters for both the
land and ocean in polar regions (Hines et al., 2009; Hines et al., 2011; Wilson et al., 2011 and
2012). More importantly to our study, polar WRF specifies sea ice albedo to imitate more realistic
behavior of sea ice in the Arctic Ocean by parameterizing gaps and leads (Hines et al., 2015). The
optimizations above helps reproduce more reasonable sea-air energy exchange, as the prerequisite

for more accurate temperature and humidity regimes (Cassano et al., 2011).

The Community Earth System Model (CESM, version 1.0) is a member of the Coupled Model
Intercomparison Project Phase 5 (CMIPS) that assembles the latest generation of earth system
models to project climate change and its impacts in multiple radiative forcing scenarios (Taylor et
al., 2012). We utilize CESM output under the default configuration to drive Polar WRF, in which
the Community Atmosphere Model 4 (CAM4) simulates the atmospheric component

(http://www.cesm.ucar.edu/models/cesm1.0/config_conventions _cesm html). The CESM output

in the 21st century is projected using the Representative Concentration Pathway 4.5 (RCP4.5)
scenario. CESM output is obtained in the WRF intermediate file format from NCAR & UCAR
Research Data Archive (ds 316.0, Bruyere et al., 2015). Concatenating the SIE from the historical
product and the RCP4.5 projection shows that the CESM-modeled SIE declines most rapidly in
the period spanning from the 1970s to the 2040s, in both September and March (Figure 3.1a). Sea
ice decline is negligible before the 1970s, while it slows down after the 2040s. Within this 70-year
period, SIE declines at a generally uniform rate of approximately 4.5x10° km?%decade in

September, while 2x10° km?/decade in March (Figure 3.1b).

Soil in WRF (parameterized by Noah Land Surface scheme) is represented by only a 1-meter
deep layer, which is not enough for a proper representation of permafrost on the North Slope of
Alaska. Therefore, we alternatively employed the Geophysical Institute Permafrost Laboratory
model (GIPL, version 2.0). Compared to its earlier version that only analytically analyzes the mean
annual ground temperature and active layer thickness (GIPL1.0, Sazonova and Romanovsky,
2003), GIPL2.0 numerically resolves heat exchanges between soil layers with phase changes

(Marchenko et al., 2008). In this study, we employ the one-dimensional version of GIPL2.0, forced
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by the spatially averaged air temperature on the North Slope of Alaska, as exploring the detailed
spatial distribution of permafrost response is out of our scope. Such simplification suffices for the
purpose of the paper — to estimate the order of magnitude contribution of declining SIE on

permafrost warming.

3.2.2 Initialization of Polar WREF sensitivity experiment

The idea of conducting WRF sensitivity experiments is to compare the near-surface
atmospheric responses to prescribed sea ice extent, while keeping the atmospheric background
unchanged. As mentioned, the CESM-modeled SIE shrinks most rapidly and uniformly from the
1970s to the 2040s, therefore we select the first and the last 11 years of this period for the Polar
WREF runs. The 11-year length of WRF simulation cases is a compromise between the high

computational cost and the need to average out (to an extent) inter-annual SIE variability.

The simulation domain has 119x99 grid points with a 20 km grid spacing, covering most of
the Chukchi Sea and the Beaufort Sea, centered on the North Slope of Alaska (Figure 3.2).
Vertically, there are 31 atmospheric layers and 4 soil layers, and the model output variables consist
of 3-hourly data. The combination of parameterization schemes has been proven to perform well
in long-term simulations over Arctic Alaska (Cai et al., 2018). Polar WRF single-moment, 5-class
scheme parameterizes microphysical processes (Hong et al., 1998), and Kain-Fritsch scheme is for
convective processes in the simulation (Kain, 2004). The Rapid Radiation Transfer Model
(Mlawer et al., 1997) and Dudhia scheme (Dudhia, 1996) are responsible for longwave and
shortwave radiation parameterizations, respectively. The Noah land surface scheme (Noilhan and
Planton, 1989) parameterizes land surface processes, and the Yonsei University scheme (Hong

and Dudhia, 2003) parameterizes planetary boundary layer dynamics.

Two control cases (1970s HS and 2040s_LS) were run for the periods of 1970-1980 and
2040-2050, respectively. Simulations start on July 1% of the first year (1970 and 2040). The first
six months (July 1% to December 31% of 1970 and 2040) work as the spin-up period, and are
excluded from any further analyses. We do not perform any nudging or bias corrections of the
output fields in this study in order to keep model fields dynamically consistent. Also, this is a
sensitivity study, therefore base (or control) climates do not have to be adjusted precisely to the
observed, because we analyze only the anomalies. We refer the term “1970s” for the period of

1971-1980, and “2040s” for 2041-2050 for the sake of simplicity. The SIEs differ substantially
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within the simulation domain between these two periods, especially in summer and fall (Figure
3.3). The annual maximum SIE that occurs in March is about 1x10° km? smaller in 2040s_HS than
in 1970s_HS, implying that some oceanic regions that are seasonally covered by sea ice in the
1970s become ice-free all year around in the 2040s. Correspondingly, the Sea Surface Temperature

(SST) is 0-1.8 °C warmer in 2040s_LS than that in 1970s HS within the study domain.

The surface boundary condition for sensitivity cases are prescribed by swapping the SIE fields
between the control cases. We run the 1970s with the 2040s sea ice coverage (1970s_LS), and the
2040s with the 1970s sea ice coverage (2040s HS) (Table 3.1). The SST is adjusted following the
swapped sea ice extents in order to avoid unrealistic physics in the surface conditions that
otherwise makes simulations crash. If a grid point has both sea ice coverage and SST higher than
271.35 K, the SST is adjusted to 271.35 K (the maximum SST for the existence of sea ice in Polar
WREF). Expectedly, only the 2040s HS needed such an adjustment. Keeping SST almost
unchanged minimizes the impact on the low-level atmosphere not associated with modifications
of sea ice presence, thus better isolating the effects of sea ice decline (Screen et al., 2013). It may
also, however, impose overly-cold water bodies that may result in cooling of the lower atmosphere.

More details of this SST adjustment are discussed later.

3.2.3 Initialization of GIPL sensitivity experiment

Five GIPL experiment cases are divided into three categories: no warming, sea ice warming,
and RCP warming (Table 3.1). The surface air temperature is averaged for all grid points on the
North Slope of Alaska to construct the 1D time-dependent GIPL forcing. All cases are 130 years
long, among which the RCP warming cases are forced by daily air temperature in CESM RCP
products from 1971 to 2100. The no warming forcing is made by duplicating and concatenating
the 1970s CESM historical daily temperature climatology for 130 times for a 130-year long daily
air temperature forcing. The sea ice warming forcing is made by adding the averaged WRF-

modeled air temperature response to sea ice decline to the no warming forcing.

The calculation of the averaged WRF-modeled air temperature response to SIE decline is
accomplished by averaging responses to sea ice in the cold and warm climates (sum of the
differences 1970s LS - 1970 HS and 2040s_LS - 2040s_HS divided by 2). This averaging is done
in order to minimize the impact of asymmetry in air temperature response to sea ice decline in cold

and warm climates, the details of which are discussed later in the text.
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The 130-year long forcing for RCP warming cases are made by concatenating air temperature
time series in the CESM historical (1971-2005) and RCP (2006-2100) products. Like the forcing
of RCP4.5 warming case that has the same radiative forcing scenario as the polar WRF forcing
has, the forcings of RCP2.6 and RCP8.5 warming cases are similarly made from the CESM daily
air temperature in RCP2.6 and RCP8.5 scenarios, to assess the upper/lower limits of permafrost
warming by the end of 21st century. The permafrost warming at depths of 0-50 meters due to sea
ice decline is calculated by subtracting permafrost temperature in the no warming case from
permafrost temperature in the sea ice warming case. Subtracting the permafrost temperatures in
the no warming case from permafrost temperature in RCP (2.6, 4.5 or 8.5) warming cases gives
the overall permafrost warming according to a scenario, which would include the combined effect
of both the sea ice decline and the radiative forcing (global warming). In the period 1971-2050,

the sea ice and the RCP4.5 warming cases are affected by the same extent sea ice decline.

3.3 Results
3.3.1 Control case evaluation

The control case evaluation was conducted for the station/grid point of Barrow, Alaska. This
involved monthly-averaged 2-meter air temperature, 2-meter humidity, total cloud cover, and
precipitation in the WRF 1970s_HS case, CESM output in the 1970s, and measured observations.
For the period of 1971-1980, air temperature and precipitation are the only two observed climatic
variables at the Barrow Airport weather station although it has been operational since 1901.
Therefore, observed humidity data is chosen in the period of 1981-1990 instead at Barrow
Observatory (BRW) by the Earth  System  Research  Laboratory  (ESRL,
https://www .esrl.noaa.gov/). The observed total cloud cover is obtained from Atmospheric
Radiation Measurement (ARM, http://www.arm.gov) program at Barrow in 2001-2010. Involving
humidity and total cloud cover observations in mismatched periods is a compromise because of
data unavailability. It hardly invalidates model evaluation in this case though, as the purpose is
only to qualitatively compare the seasonal cycles to check the reasonability of WRF model
dynamics, instead of precisely quantifying biases from modeled to observed variables. Similar
comparisons are documented in the supplemental material for Barter Island and Kotzebue, the only
two other stations in Arctic Alaska where precipitation and temperature observations are available

in the 1970s.
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Results indicate that the modeled (WRF and CESM) temperatures deviate less than one
standard deviation from the observations from June to January, while having +2 to +7 °C biases
in other months (Figure 3.4a). The modeled 2-meter humidity data deviate in a similar manner as
air temperature, having negligible biases from June to January and noticeable dry biases (< 0.5
g/kg) for all other months (Figure 3.4b). CESM-modeled total cloud cover has higher seasonal
variability and 0.15 to 0.5 lower magnitude than the WRF-modeled cloud cover and the
observations (Figure 3.4c). Both the CESM- and WRF- modeled precipitation are 100%~400%
higher than observations, with the highest percentage-wise biases occurring during colder months
(November to February) (Figure 3.4d). Such dramatic biases in precipitation result at least partially
from the challenges associated with observing precipitation in the Arctic, which is addressed later

in the discussion section.

3.3.2 Atmospheric responses to sea ice decline

The impacts of sea ice decline are derived from subtracting variables in the high sea ice case
from the ones in the low sea ice case (Figure 3.5). The differences between the 2040s_LS and the
1970s_HS cases include overall changes due to both sea ice decline and global warming (in
RCP4.5 scenario). The total changes in precipitation and temperature in observations from Barrow

are derived from the linear trends in 1970-2016.

The impacts of sea ice decline are more pronounced from October to December than in other
months, and more pronounced in the 1970s than in the 2040s. The 1970s temperature responses
are up to 4 °C higher from October to December, being 1 °C higher than those in the 2040s. Total
cloud cover and precipitation responses are also weaker in the 2040s than in the 1970s. The only
exception is the humidity response that is slightly (0.06-0.1 g/kg) stronger in the 2040s than in the
1970s. Some inconsistencies also occur in the responses of summer-time air temperature and total
cloud cover. Temperatures in June and July respond with and 0.3 °C cooling in the 1970s and
about the same magnitude but with an associated warming in the 2040s. Total cloud cover slightly

(<0.01) increases in the 1970s due to sea ice decline, with a similar extent of decrease in the 2040s.

The difference between the two control cases (2040s LS and 1970s_ HS) shows up to 8 °C
warming in November and December and 2-3 °C warming in other months in the 2040s, being 2-
4 °C higher than the sea ice decline response in all months. The seasonal cycle of the humidity

difference has a bimodal shape with two peaks in July (1.2 g/kg) and November (0.6 g/kg). The
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seasonal precipitation cycle difference resembles that of humidity, with up to 18 mm/month in
July and August, and 6 mm/month in December and January. Compared to the impacts of sea ice
decline, these increases in humidity and precipitation continually grow stronger in magnitude with
time and they are at a maximum in the summer, when sea ice decline responses are minor. The
total cloud cover differences do not exhibit any evident seasonal cycle. The observed temperature
and precipitation increases from 1970 to 2016 show seasonal cycles similar to the differences

between 2040s and 1970s (Figure 3.5 a-d).

The most pronounced response of multi-layer cloud water content (more than 4x107 g/kg)
and specific humidity (0.3 g/kg) also happens in October to December in the layer closest to the
surface (0-250 meters) (Figure 3.6). The monthly responses at 0-250 m are in accordance with
responses of total cloud cover and 2 m humidity, as the impacts of sea ice decline originate from
the surface. The magnitudes of responses expectedly decrease sharply with height, being close to

zero above 1.5 km.

3.3.3 Exploration of the summer response inconsistency

The responses of air temperature and total cloud fraction to sea ice decline in summer are
similar in magnitudes (0.3 °C in temperature and 0.01 in total cloud fraction) but opposite in
direction (decreases in the 1970s and increases in the 2040s). A similar inconsistency is also
evident in the cloud water content responses, showing a 2-3x1073 g/kg decrease in July and August

in the 2040s and a similar increase in the 1970s.

To explore the physical mechanism behind the inconsistency of summer temperature and
cloud responses, we compare the CESM SST and SIE in June of the 1970 and 2040 study periods
(Figure 3.7). The CESM-modeled SST and SIE are identical to those in WRF except for a coarser
spatial resolution as WREF regards them only as the boundary condition. As the result, the sea
surface off the coast of Arctic Alaska is covered by sea ice in the 1970s in June, while it is ice-free
in the 2040s. SST increases accordingly by 1-2.5 °C, which is 120-300% as much as the RCP4.5
global mean SST increase by CMIPS models (0.8 °C increase from the 1970s to the 2040s, Collins
et al., 2013). Designing sensitivity cases by keeping SST unchanged after removing sea ice cover
neglects such SST increases (in 1970 LS case). The overly-cold sea surface temperature reverses

the orientation of turbulent heat fluxes, mistakenly causing a cold temperature response in summer.
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On the other hand, it proves the reasonability of the warm temperature response in the summer of

2040s as the result of both sea ice decline and SST increase (Figure 3.5a).

The low SIE in the 2040s shifts the vertical profile of summer-time air temperature on the
North Slope of Alaska by disrupting inversion layers, while no such shift is found in the 1970s
(Figure 3.8). A less stable atmosphere inhibits low-level cloud formation in the months of July of
the 2040s, so that the cloud fraction is reduced by 0-6 % in lower 500 meters of the land surface
in the 2040s LS case, while enhanced (< 2%) in the 1970s_LS case. In August, this reduction in
cloud fraction is sustained, but weaker by the 2040s, and the inversions almost entirely disappear

in the 2040 HS case (Figure 3.8b).

3.3.4 Response to sea ice decline in the subsurface

The responses of annual mean surface energy balance to a lower SIE (1970 LS-1970 HS,
and 2040 LS-2040 HS) unveil the mechanism of permafrost warming due to sea ice decline
(Figure 3.9). The warmed near-surface atmosphere due to sea ice decline transfers more heat
downward to the land surface as the form of sensible heat flux. The amounts of increase are
respectively 1.07 W/m2 in the 1970s and 0.50 W/m2 in the 2040s. The weaker responses of
sensible heat flux coincide with the weaker surface air temperature response presented in figure
3.3. Such shifts in the sensible heat flux bring 0.34 W/m2 (in the 1970s) and 0.10 W/m2 (in the
2040s) higher ground heat flux, both of which are tested significant, as the energy source of
permafrost warming. The magnitudes of increases in the ground heat flux are within the range of
assessment by Nicolsky and Romanovsky (2017). Due to the deficiency of Noah land surface
model in WRF (more details in the discussion section), we employ the GIPL model forced by the
surface air temperature to retrieve a more reasonable permafrost temperature regime impacted by

both the radiative forcing and sea ice decline.

Comparing permafrost temperature from the RCP4.5 warming case to the no warming case
in the 2040s (grey area in Figure 3.10c), to the GIPL-modeled very near-surface permafrost
warming (<1 m) is most pronounced in November and December when most of the atmospheric
response occurs (Figure 3.10a). The same warming in other months is less than 4 °C for the same
layer. In deeper layers (1-5 m), the magnitude of permafrost warming are above 5 °C from
November to May. The warming pattern shows that the enhanced ground heat transfers to depth

over time. In the months of June to September when snow is not covering the surface, permafrost
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warming weakens to a negligible level. The sea ice decline induced warming case presents a
similar pattern of permafrost warming as in the RCP4.5 warming case, but only with around 20 %
in magnitude (Figure 3.10b). The highest extent of warming is between 2-2.5 °C, occurring in

November and December within the 0-1 m (active layer and very near-surface permafrost) depths.

The additional soil heat content in the warming cases (sea ice, RCP) shows that the RCP (2.6,
4.5, or 8.5) warming cases accumulate substantially more energy in the permafrost than the sea ice
warming case (Figure 3.10c). The sea ice warming case shows a much smoother curve of extra
soil heat content over time than that of the RCP warming case, as there is not as much variability
of air temperature in its forcing. The extra soil heat content in the RCP4.5 warming case generally
keeps increasing at the rate of 30 MJ/m? per decade, while the sea ice warming case accumulates
heat in permafrost at a much lower rate (5 MJ/m? per decade) after the initial warming. By the end
of the 2040s, the RCP4.5 warming case has accumulated nearly 300 MJ/m? of soil heat content,
while the sea ice warming case only 60 MJ/m?. This comparison suggests that sea ice decline is
responsible for around 20% of the total permafrost warming in the period 1970-2050, a close
percentage of contribution to that of the permafrost temperature increases (Figure 3.10a-b). By
extending the soil heat accumulation curve to the end of the 21*' century, roughly 400 MJ/m? of
extra heat content in RCP 4.5 case if projected, with uncertainty (delimited by the RCP2.6 and
RCP8.5 warming cases) ranging from 300 to 480 MJ/m? The sea ice warming case only

accumulates about 90 MJ/m? soil heat content by the end of 21* century.

3.4 Discussion

Compared with observations and CESM output, Polar WRF performs reasonably well in the
control simulations, though with some biases. Many of the biases have already been addressed in
the literature. The positive temperature bias in spring and summer has been shown to result from
overestimation of heat conductivity for the “Tundra” land cover type, which correspondingly
causes positive humidity bias from the enhanced evaporation at higher temperatures (Hines et al.,
2009 and 2011). The CAM4-produced negative bias in total cloud cover results from
underestimating low-level clouds during colder months over the Arctic Alaska (de Boer et al.,
2012). Cloud cover was one of the variables that polar WRF improved substantially compared to
its forcing. Biases in surface air temperature, humidity, and precipitation have been reduced in

polar WRF simulations as well, with varying degree of success. Challenges associated with
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observations of precipitation, e.g. under-catchment of precipitation are likely to be responsible for
at least part of the positive precipitation bias in WRF and CESM (Groisman and Rankova, 2001;
Bogdanova et al, 2002; Groisman et al, 2004). Accurate observations of solid precipitation have
always been challenging, the causes of which include blowing snow, trace precipitation events,
snow accumulating on gauge margins, etc. (Sevruk and Hamon 1984; Goodison et al., 1998;
Liljedahl et al., 2017). Solid precipitation is under-measured by at least 50%-100% in cold regions
worldwide, depending on the choices of precipitation gauges and wind shields (Serreze et al.,

2003).

Sea ice decline impacts originate from the extra heat and moisture released from the open sea
surface to the low atmosphere, requiring near-surface atmosphere to be colder than sea surface as
a prerequisite. Such temperature regimes typically occur in late fall and early winter when surface
air temperature drops below SST, which is accompanied by unfrozen oceanic water off the
Northern Coast of Alaska (Lawrence et al., 2008; Screen and Simmonds 2010). In contrast, sea
surface temperatures tend to stay cooler than the lower atmosphere in late summer and early fall,
orienting the turbulent heat flux downwelling from atmosphere to sea surface (Steele et al., 2010;
Alexeev et al., 2015). Such orientation of energy fluxes explain why the most pronounced impacts
of sea ice decline happen in late fall and early winter, rather than September with the minimum

SIE in a given year.

The idea behind the design of the sensitivity experiments that included swapping SIEs was to
estimate the robustness of the response to an identical anomaly in sea ice decline in the two control
climates. Changes in the atmospheric background are responsible for the slightly differing
responses between the two decades in the past and the future. The higher atmospheric temperature
in the 2040s reduces the air-sea temperature gradient, leading to weaker 2 m air temperature
response during the cold season than that in the 1970s. At the same time, higher atmospheric
temperatures favor more evaporation from the liquid sea surface, making 2 m humidity response

stronger in the 2040s.

The WRF-modeled annual mean ground heat flux on the annual mean basis (4-5 W/m2) is
higher than observations. Such bias results from the Noah land surface model that calculates the
fluxes of outgoing longwave, sensible heat, latent heat, and ground heat at the surface from its

computed temperature and moisture (Niu et al., 2011). The overly thin soil depth (1 meter) and
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overly high soil heat conductivity make Noah land surface model in WRF overestimate the soil
temperature, as well as the ground heat flux (Hines et al., 2011). The Noah land surface model
computes the absorbed shortwave radiation at surface as the residue of the four fluxes above in the
surface energy balance equation (Niu et al., 2011), which transfers the bias in the ground heat flux
to the net radiation flux, making the net radiation flux also biased from the observed climatology
(Maykut and Church, 1973). This deficiency validates our employment of GIPL model that uses

the surface air temperature as the forcing.

We constructed GIPL forcing of the sea ice warming case by taking the average of WRF-
modeled air temperature responses to sea ice decline under two atmospheric backgrounds of the
1970s and the 2040s. Although this approach averages out the discussed above asymmetric
temperature responses in the summer, choosing one atmospheric response over the other would
not significantly affect our results, as the magnitude of air temperature response to sea ice decline
in summer is only about 15% as much of that in winter. Furthermore, there is no snow covering
the ground as an insulation layer, which contributes to permafrost thermal regimes (Stieglitz et al .,

2003).

Compared to overall regional climate change, both atmospheric and sub-surficial, sea ice
decline plays a more important role in modulating the seasonal cycle rather than being the
dominant contributing factor on the North Slope of Alaska. In the winter, the relative contribution
of temperature increases due to sea ice decline never reaches 50% of that associated with the
atmospheric warming, while it contributes 25% to that associated with permafrost warming (Figure
3.11). In the summer, the corresponding contributions drop to less than 10% for the atmosphere

and to less than 15% for the permafrost.

Satellite and drifting buoy observations in the Chukchi Sea recorded an abrupt SST increase
in the summer of 2007 associated with the sea ice minimum (Steele et al., 2010), resembling what
CESM RCP4.5 projection simulates in the 2040s compared to in the 1970s (Figure 3.7). Steele et
al. (2010) demonstrated that 80% of such SST increase results from the enhanced heat flux
absorbed by the ocean because more solar energy can reach the sea surface due to the sharp decline
in sea ice extent. According to future projections, as sea ice decline continues, the melting of sea
ice off the coast of the Northern Alaska starts earlier in the spring when the low atmosphere above

is still colder than the SST, thus making the extensive release of heat and moisture possible, just
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as in the late fall and early winter. We speculate that in the future the warming effect due to sea
ice decline on the North Slope of Alaska can become stronger over time in late spring or very early
summer. This could be an impact of sea ice decline that might have been overlooked thus far.
Many studies have previously focused on the impacts of sea ice decline in fall and winter (Strey
et al., 2010; Screen and Simmonds 2010; Porter et al., 2012) and/or did not assess regional-scale
impacts (e.g. the North Slope of Alaska) due to the pan-Arctic scope of their studies (Deser et al.,
2010; Screen et al., 2013).

Sea ice retreat in 2007 was also associated with the abnormally low total cloud cover and
more sunny days in the summer in the Pacific sector of the Arctic Ocean (Kay et al., 2008;
Schweiger et al., 2008a). Kay et al. (2008) attribute such reduction in cloudiness to the atmospheric
circulation anomaly, while suggesting that no observational evidence sustains a physical linkage
between the sea ice minimum in 2007 and reduced cloudiness (Kay et al., 2009). Documented by
the ERA-40 reanalysis dataset (Uppala et al., 2005), an abnormally low sea ice cover in the fall
(September to November) is typically associated with a reduction of low cloud fraction for the
period spanning 1980-2001 (Schweiger et al., 2008b). Schweiger et al. (2008b) concluded that the
extinction of inversion layers and the enhanced instability is the key to such reduced cloudiness.
Our model (and the underlying physical parameterizations) simulates such a phenomenon showing
that sea ice decline results in the reduction of low-level cloudiness in summer over the North Slope
of Alaska by destabilization of the low atmosphere. However, we speculate that such
thermodynamically-driven reduction in cloudiness due to sea ice decline is weaker in magnitude

than the changes caused by atmospheric circulation (dynamically-driven).

3.5 Conclusions

This study employs both an atmospheric and a permafrost model to isolate the impacts of sea
ice decline on the lower atmosphere and permafrost. The impacts of sea ice decline are most
important during the late fall and early winter. Delayed freeze-up during the cold season results in
a strong air-sea temperature gradient at the surface of unfrozen water that leads to extra heat and
moisture released to the low atmosphere, resulting in higher air temperature and humidity, as well
as cloudier sky conditions and enhanced precipitation. Nevertheless, global warming plays a

leading role in causing climate change on the North Slope of Alaska, while sea ice decline plays
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an important role in modifying the regional seasonal cycle. The total atmospheric warming induced

by sea ice decline accounts for up to 45% in the winter and less than 10% in summer.

More open ocean leads to permafrost warming during winter and spring. The warmer lower
atmosphere increases the (downward) sensible heat flux at the surface, thus resulting in the higher
net ground heat flux and accumulation of more heat in the subsurface. Similar to atmospheric
warming, approximately 20 % of the total permafrost warming is contributed by sea ice decline on
a mean annual basis. Global climate change also drives permafrost warming on the North Slope of
Alaska, while sea ice decline helps to enhance such warming seasonally by transferring additional

heat down to the permafrost during winter and spring.

As sea ice decline continues and accelerates, the late fall and early winter responses in the
atmosphere are speculated to become weaker except for near-surface humidity, as a warmer
atmosphere reduces the air-sea temperature gradient while enhancing surface evaporation.
Warming due to sea ice decline in late spring and early summer, however, is expected to become
more prominent, as the sea ice cover off the coast of Arctic Alaska is projected to melt earlier in
late spring so that the air temperature is still substantially colder than the SST. Such warming
weakens or disrupts inversion layers above the North Slope of Alaska in the summer, resulting in
a more unstable atmospheric boundary layer and stronger vertical mixing that inhibits low-level
cloud formation. The reduced cloudiness increases the downward transmission of solar energy to
the surface, potentially triggering other significant mechanisms, including ice-albedo feedbacks,
and result in shifts of important events for ecosystems on the North Slope, such as longer duration

of the ice-free periods for the Arctic lakes.
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Figure 3.1. (a) CESM Northern Hemisphere sea ice extent anomaly in September (red) and March
(blue) from 1950 to 2100. The time series is obtained by concatenating the CESM historical
product and the RCP4.5 projection. The anomalies are calculated from the monthly sea ice extent
climatology in 1960-1990. The period between 1970 and 2050 is the fastest sea ice decline. (b)
CESM sea ice extent in the 1970s (blue solid line for March, and red solid line for September) and
the 2040s (blue dashed line for March and red dashed line for September).
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Figure 3.2. The simulation domain (red box) with topography (m) and the boundary of the North
Slope of Alaska in this study.
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Figure 3.3. The comparison of daily mean Sea Ice Extent (SIE, km?) and Sea Surface Temperature

(SST, °C) in WRF low-level boundary conditions in control cases. The 1970s has higher sea ice
extent and lower sea surface temperature compared to the 2040s has.

71



15 . 2-meter temperature (°C) 2-meter humidity (g/kg)

(@ } ‘ ® }
> | a5}
-5
3

-15+}
25! 1.5}
-35 0

1 ' Total Cloud Cover ‘ 120 Precipitation (mm/month)

(d)

0.8 90
0.6 60
0.4} 30+
0.2 0

Feb Apr Jun Aug Oct Dec Feb Apr Jun Aug Oct Dec
Figure 3.4. The comparisons between WRF model output in 1970s_HS case (blue dots with error
bars), CESM historical output in 1971-1980 (red dots with error bars), and observations (black
lines with dots) at Barrow for the variables for (a) 2-meter temperature (°C), (b) 2-meter humidity
(g/kg), (¢) total cloud cover, and (d) precipitation (mm/month). Limited by the observational data
availability, only temperature and precipitation observations taken at Barrow airport are taken in
the same period of modeled data. Total cloud cover observation by ARM project in 2001-2010 at
Barrow, and 2-meter humidity observation is taken at Barrow observatory in 1981-1990. The grey
area delimits one standard deviation of observations. X marks on top of CESM and WRF monthly
climatology indicate the significance of difference (95% confidence level) from observations.
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Figure 3.5. The monthly responses (high sea ice case minus low sea ice case) on the North Slope
of Alaska of (a) 2 meter temperature (°C), (b) 2 meter humidity (g/kg), (¢) total cloud cover, and
(d) precipitation (mm/month) with the 1970s (blue lines and dots) and the 2040s (red lines and
dots) atmospheric background, and with the difference between two control cases (black dashed-
dot lines with X marks, 2040s_L.S minus 1970s_HS). For temperature and precipitation responses,
observed monthly total changes (green dashed lines with “+” marks) from 1970 to 2016 in Barrow
are overlaid to give the reference of observed monthly climate change at Barrow.
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Figure 3.6. Vertical Monthly response profiles from 0-2 km on the North Slope of Alaska of (a)
cloud water content (102 g/kg) in the 1970s, (b) water vapor mixing ratio (10! g/kg) in the 1970s,

(c) cloud water content (10 g/kg) in the 2040s, and (d) water vapor mixing ratio (10! g/kg) in the
2040s.
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Figure 3.7. SST difference in June from the 2040s in the CESM RCP4.5 product to the 1970s in
the historical product with the boundaries of 1970s sea ice extent (black line, historical product)
and 2040s sea ice extent (blue line, RCP4.5 projection) in June.
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Figure 3.8. (a) Vertical temperature profiles (0-2 km) on the North Slope of Alaska in the
1970s_HS case (blue solid line), 1970s_LS case (blue dashed line), 2040 HS case (red solid line)
and 2040 LS case (red dashed line), overlaid with cloud fraction responses in the 1970s (black
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