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Sprites are transient optical signatures of mesospheric electrical breakdown in
response to lightning discharges. Multiple sprites are often observed to occur
simultaneously, laterally displaced from the underlying causative cloud-to-ground (CG)
lightning discharge. The causes of this lateral displacement are presently not understood.
This dissertation investigates the role of neutral density perturbations in determining the
locations of sprite initiation. The work was performed in three interrelated studies. (1) A
detailed statistical study of the temporal-spatial relationships between sprites and the
associated CG was performed for July 22, 1996. The distribution of sprite offsets relative
to the underlying lightning had a mean of ~40 km. The distribution of sprite onset delays
following the parent lightning had a mean of ~20-30 ms, consistent with theoretical
estimates for the electron avalanche-to-streamer transition in the mesosphere. (2) A
follow-up study for the same observations was performed to investigate the relationship
of the sprites to convective activity in the underlying thunderstorm, using GOES-8
infrared imagery of cloud-top temperatures. The sprite generating thunderstorm was a
Mesoscale Convective System (MCS). The maximum sprite and -CG production of the
system were simultaneously reached at the time of maximum contiguous cloud cover of
the coldest region, corresponding to the period of greatest convective activity of the
system. Thunderstorm convective activity is a potential source of gravity waves and
mesospheric turbulence. (3) Computer simulations of the temporal-spatial evolution of
lightning-induced electric fields in a turbulent upper atmosphere were performed. The
modeled turbulence in the simulations spanned the amplitude range 10% to 40% of the
ambient background neutral density, with characteristic scale sizes of 2 km and 5 km,
respectively. The results indicate that neutral density spatial structure, similar to observed
turbulence in the mesosphere, facilitates electrical breakdown in isolated regions of
density depletions at sprite initiation altitudes. These spatially distributed breakdown
regions provide the seed electrons necessary for sprite generation, and may account for

the observed sprite offsets.
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The mechanisms by which energy and momentum originating in solar processes
are transferred downwards into and distributed within the Earth’s Mesosphere-
Thermosphere-lonosphere (MTI) region, have been the subjects of studies over many
decades and are relatively well understood. Beginning in the early 1980s, sources
involving upward transfer and dissipation of mechanical energy from the neutral lower
atmosphere into the MTI region were identified, in the form of atmospheric gravity
waves. This form of energy input into the MTI region signaled that understanding the
properties of near-earth space requires taking into account inputs from both above and

below.

Recently, an additional form of energy input into the MTI region from below was
discovered. This new electrical component was discovered by Franz et al. [1990] in low-
light video images of lightning induced transient optical emissions of large scale in the
middle/upper atmosphere above a thunderstorm in the central US. After it was
determined that the emissions extended all the way to the ionosphere [Sentmarn et al.,

1995a,b], the events acquired the mechanism-neutral name of “sprites” (Figure 1.1).

Figure 1.1 Sprites. On the left, first image of a sprite [Franz er al., 1990]. On the right, first true color
image of a sprite [Sentman et al., 1995a].
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1.1 SPRITE MORPHOLOGY

Sprites are predominantly red in color and the dominant emissions (Figure 1.2)
are found to be from the first positive bands of N, [Mende et al., 1995; Hampton at al.,
1996, Heavner, 2000a,b]. Evidence for ionization has been reported in the form of weak
red N," Meinel emissions [Bucsela et al., 1998; Morrill et al., 1998] and transient blue
N," ING emissions [4rmstrong et al., 1998; Suszcynsky et al., 1998; Takahashi et al.,
1998; Armstrong et al., 2000]. They are primarily associated with positive cloud-to-
ground (++CQ) lightning strokes [Boccippio et al., 1995; Lyons, 1996; Sdo Sabbas et al.,
2003a] and the most intense events possess a distinctive ELF-VLF radio signature [/nan
etal., 1995, 1996, Dowden et al., 1996; Reising et al., 1996]. The duration of a sprite can
vary from a few milliseconds to a few hundred milliseconds. They were initially reported
to reach terminal altitudes of ~35 km [Franz et al., 1990], but subsequent dual-aircraft
measurements revealed they extend from 40-90 km altitude and possess lateral
dimensions of 5-30 km [Sentman at al., 1995a,b]. More recent observations have shown
that some sprites appear to extend down to the top of the clouds [Siefiing et al., 1999;
Pasko et al., 2002}, and that their horizontal extent within the mesosphere ranges from
~10 m, for the small column sprites and fine structure within sprites [Gerken et al.,
2000}, to ~40 km for fully developed single sprites [Stenbaek-Nielsen et al., 2000], and a
few hundred of km for sprite clusters.
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Figure 1.2 Sprite and aurora spectrum between 600 e 900 nm [Hampton et al., 2000].
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Following the Franz et al. [1990] discovery, other investigations quickly revealed
that sprites are only one of a diverse set of lightning driven optical transients above
thunderstorms. Other types of optical transients (Figure 1.3) that exhibit different
structural properties and dynamical behavior include Blue Jets and Blue Starters [Wescort
et al., 1995a, 1996, 1998a], Elves, which are sub-ms optical enhancements of the
ionosphere at an altitude of ~100 km [Inan et al., 1997}, Halos, which are disk shaped
optical emission believed to be produced by the same physical process that generates

sprites [Barrington-Leigh et al., 2001; Wescott et al., 2001}, and various subspecies of

these genres.

Figure 1.3 Blue jet (left), elve (center), sprite-halo (right). The blue jet was observed over central US
during Sprites94 airplane campaign by UAF. The elve was observed by USU over the south of Balkans
during the NASA Leonid-99 campaign. The sprite-halo was recorded over central US during the Sprites99
ground campaign by UAF.

In their totality, these events span the full vertical extent of the atmosphere from
the tropopause (~18 km) to the base of the ionosphere (~100 km). Figure 1.4 illustrates,
in correct vertical scale, the variety of optical transients that have been reported above
thunderstorms. Sprites are by far the brightest, most spectacular, most common and most
important of these phenomena for energy transfer processes, and this work focuses on

them.
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Figure 1.4 Lightning excited optical emissions in the upper atmosphere. Sprites and their associated
tendrils, along with the closely related halos, are the brightest and most commonly observed of these
transient structures. The other events generally do not occur in association with each other, and are shown
together here to provide relative scale. (Adapted from Lyons [2000])

1.2 POSSIBLE IMPACT IN THE MTI SYSTEM

All lightning discharges deposit a certain amount of electrical energy into the
MTI, which may be larger or smaller depending on the amount of charge they extinguish
in the thunderstorm and on the duration and shape of the electric current of the discharge.
Both electromagnetic radiation of the lightning currents and the quasi-electrostatic
component of the field, generated by the charge extinction, are transmitted to the upper
atmosphere, where they accelerate ambient free electrons. In this highly collisional
medium, the accelerated electrons interact with the neutral atmosphere, predominantely
composed of molecular nitrogen and oxygen, in a variety of ways. Elastic scattering is the
dominant interaction leading to electron heating. For energies greater than excitational

energies of its neutral collision partner, the scattering may be inelastic. At progressively
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larger electron energies, rotational, vibrational, and electronic energy states may be
excited in the neutral species, molecules may be dissociated, and if the electron energy
exceeds the ionization potential of the neutral, ionization may occur. Optical emissions,
the observable output of these complex interactions, are produced when the radiative
lifetime of the excited or ionized states is shorter than the de-excitation time (quenching)

by collisions or chemical interactions.

Photometric measurements of large sprites have determined that the optical
energy in the flash may be as large as 50 kJ, but the optical component of such a
discharge represents only a small fraction (<1%) of the total energy [Heavner, 2000a,b].
Gas discharge physics developed since the 1930s and subsequent kinetic models show
that a substantial amount of energy is also deposited in excited electronic or nonradiating
rotational and vibrational states of N, and O, [e.g., Raizer, 1991]. Heavner [2000a,b] has
estimated that the total energy deposited in the mesosphere by a large sprite may be as
large as 1 GJ, but this has been recently revised downward to 1-10 MJ [Sentman et al.,
2003]. Calculations of the Joule heating of neutrals associated with such large events
indicate the overall effects are quite small (~0.02K), so that direct thermal effects on the

neutral chemistry are expected to be marginal.

Vibrationally and electronically activated molecular states possess great potential
to launch reaction chains or catalytic cycles by interaction with minor species that would
not otherwise occur in the quiescent nighttime mesosphere. For example, in a model
study involving several dozen atmospheric species, Sentman et al. [2000] reported
estimated density enhancements by several orders of magnitude occur at 70 km in both
negative ions CO,” and CO,” and hydrated positive ions H'(H,0), and H'(H,0),
following a single sprite-producing lightning stroke. The effects are local and transient,
persisting from 10s-1000s seconds. However, with an active thunderstorm producing
several lightning discharges per second over several hours, the enhancements would be
substantially greater. A related effect showing significant enhancements of NO, an
important catalyst for ozone destruction, at altitudes 60-80 km above thunderstorms, was
reported for both simulations and UARS HALOE observations by Armstrong [2001]
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(Figure 1.5). In both studies, the principal activated species driving the electrochemical

reactions are the electron impact-excited neutral N,(4°Z}) and O, (alAg) electronic
states.

Although most sprite measurements have been performed in the Midwest (central
plains region) of the U.S., sprites are global phenomena. The global aspect of sprites was
first identified in studies of video tapes from the Mesoscale Lightning Experiment (MLE)
performed from the space shuttle [Boeck ef al., 1992]. Between 1989 and 1991, 17 sprites
were recorded above thunderstorms distributed over Australia, Africa, South Pacific and
South America. Aircraft observations over Central and South America [Sentman et al.,
1995¢; Wescott et al., 1995b], ground campaigns in Japan [Fukunishi et al., 1999, 2001]
Australia [Dowden et al., 1996], more recent aircraft [Taylor et al., 2000] and ground-
based observations [Neubert et al., 2001] over Europe, over Asia [Su et al., 2002] and

over Central America [Pasko et al., 2002] have generally confirmed these results.

HALOE N0y 8.00 ob

ok , Croas
Seotor, Sumset on 93000, BIpIEgL T

Figure 1.5 HALOE data. The figure shows a westward plume of NO at ~35 km (Courtesy, 4rmstrong
{2001]).
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1.3 CURRENT THEORIES

Observations of sprites provide possible opportunities to indirectly determine the
associated electrical energy transferred from thunderstorms into the mesosphere. The
principal energy transfer mechanism is believed to be the local acceleration of ambient
electrons by large transient electric and electromagnetic fields associated with cloud-to-
ground lightning. There are several current sprite theories: (1) Lightning-induced quasi-
electrostatic heating of the neutral atmosphere [Pasko et al., 1995, 1996, 1997b]; (2)
Runaway electrons of MeV energies [Bell et al., 1995; Roussel-Dupré and Gurevich,
1996; Taranenko and Roussel-Dupré, 1996; Yukhimuk et al., 1998]; and (3) Lightning
Electromagnetic Pulse (EMP)-induced breakdown [Rowland et al., 1995; Milikh et al.,
1995, Fernsler and Rowland, 1996; Rowland et al., 1996, Cho and Rycrofi, 1998, 2001].
Recent models have incorporated key elements of these theories into a more general
description constructed around mesospheric plasma streamers as a key element in the

generation of sprites [Pasko et al., 1998; Raizer et al., 1998].

The streamer theory is based on the concept of the growth of a thin ionized
channel (streamer) between electrodes; the streamer follows the positively charged trail
left by the primary intensive avalanche. Electrons of numerous intensive avalanches are
pulled into the trail by the field. These avalanches are created by new electrons created by
photons close to this trail. Photons are emitted by atoms that the primary and secondary
avalanche have excited [Raizer, 1991]. The streamer model (Figure 1.6) accounts for
many sprite properties, including the elementary columnar form of the simplest structures
termed “c-sprite” {Wescott et al., 1998b], sprite ignition at ~75 km [Stanley et al., 1999;
Stenbaek-Nielsen et al., 2000], the downward evolution and speed of development
[Stanley et al., 1999; Stenbaek-Nielsen et al., 2000; Moudry, 2003], the estimated
magnitude of the current (~20 A) flowing within the streamer column [Cummer and Inan,
1997], inferred channel electron densities of 10° cm™ [Dowden et al., 1996; Groves et al.,
1996 give an upper limit of 10°-10° cm™ ], transverse thicknesses of ~50 m at 80 km and
10 m at 50 km [Gerken et al., 2000], and ~100 ms duration of ionization in streamer

columns evidenced by column reactivation [Gerken et al., 2000; Moudry et al., 2001].
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Most sprite models using a laminar atmospheric pressure and conductivity profile
predict that sprites will occur directly above the lightning discharge where the electric
field is strongest. In contrast to the predictions of these models, most sprites are observed
to be laterally displaced from the underlying lightning source by several tens km [ Wescott
et al., 1998b, 2001; Sdo Sabbas et al., 2003a]. Several alternative mechanisms have been
previously proposed to account for the observed offset of sprites relative to the

underlying lightning.

Valdivia et al. [1997] attributed the offsets and multiple ignition sites to spatial
structure in the lightning electromagnetic field, using a fractal model for intracloud
lightning as the source. The resultant radiation fields were spatially complex and
produced multiple breakdown locations in a simple laminar mesospheric medium.
However, high-speed (1000 fps) imaging observations of sprites [Stenbaek-Nicisen et al.,
2000] show that they originate as one or more isolated, individual streamers (Figure 1.7)
that may emerge from a smooth background of weak optical emissions [Moudry, 2003].
The smooth background emissions are interpreted to be electron impact excited N2 1PG

and cannot be accounted for by the Valdivia et al. [1997] model.
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Figure 1.7 High-speed (1000 fps) sequences of sprites [Stenbaek-Nielsen et al., 2000].

Rowland et al. [1996] proposed that the generation of multiple breakdown
ionization regions above a lightning discharge could be due to the interaction of lightning
electromagnetic fields with gravity waves in the mesosphere. They modeled the
interaction of electromagnetic pultses generated by horizontal and vertical lightning
discharges with a horizontal sine wave variation in the neutral density, attributing the
spatial variations found in the ionization to its sensitivity to the neutral density. Likewise,
Pasko et al. [1997a] proposed that gravity waves launched by a large area MCC can lead
to modulation of the mesospheric neutral density of the order of tens of percent.
cylindrically shaped in the vertical direction, similar to those associated with sprites.
They further suggested that the several hour delay generally observed between the onset
of a thunderstorm and sprites may be a consequence of the time for the gravity wave
travel to the mesosphere, such that the appearance of sprites and their spatial structure

may be related to gravity waves. One of the implications of the Pasko et al. [1997a]
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results is that only large MCCs can produce mesospheric density modifications large
enough to facilitate the production of sprites, whereas recent observations reveal that
prolific sprite activity may occur above smaller thunderstorms [Moudry et al., 1997,
Fukunish et al., 1999; Neubert et al., 2000; Taylor et al., 2000; Su et al., 2002].

Meteor effects on the upper atmosphere have also been proposed to account for
the offsets. Symbalisty et al. [2000] and Wescott et al. [2001] proposed that micro-
meteor influxes could create an ionization/dust trail which, when exposed to the transient
electric fields of a lightning discharge, could initiate a sprite. Zabotin and Wright [2001]
further provide a detailed discussion of electrostatic field amplification and corona

breakdown from microspires on dust surfaces in meteor trails.

The effects described above may be classified as being of two different types: (1)
Perturbations in the dielectric due to effects in gas dynamical parameters, such as local
neutral, ion and electron density perturbations, as well as temperature perturbations, with
consequent focusing and enhancement of the electric field in the inhomogeneous
conductivity background. (2) Effects of particulates such as micro-meteors, and dust or
ice particles in general, where corona sites on microspires may provide seed electrons to
initiate sprites. In principle, both types of effects might occur. It is presently unknown

which of these two classes of effects is the more important.

1.4 SCOPE OF DISSERTATION

Sprites are the optically observable component of air electric breakdown in the
mesospheric region of the atmosphere due to electric fields generated by underlying
lightning discharges. Specifying the mechanisms by which the breakdown occurs
requires a description of the lightning radiation and electrostatic fields, and the
interaction of these fields with the dielectric of the upper atmosphere. The simultaneous
appearance of spatially distributed, multiple breakdown sites suggests the presence of
spatial structure in this region or/and in the electromagnetic/electrostatic fields that

interact with the mesosphere. Models of both kinds have previously been proposed.
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The conditions that determine the specific locations where sprite ignition occurs
may depend on several interrelated factors. These include the nature of the underlying
lightning discharge, i.e., if it is a CG or intracloud, the existence of spatial structure and
its characteristics in the medium where breakdown occurs, and whether the lightning and

mesospheric inhomogeneities share a common source, €.g., the underlying thunderstorm.

In this thesis, interrelationships among lightning, convective storm dynamics,
conductivity inhomogeneities in the mesosphere and sprites were investigated to help
clarify the respective roles they play determining the locations of sprite ignition. The
principal goals of the thesis were: (1) To determine the spatial and temporal relationships
between sprites and lightning. (2) To characterize the convective activity associated with
sprite producing lightning based on infrared satellite images of the associated
thunderstorm. (3) To investigate the role played by conductivity inhomogeneities in the
mesosphere/lower ionosphere in determining specific locations where electric

breakdown, which may lead to sprite ignition, occurs.

The dissertation i1s organized in five chapters. Chapter 1 is the Introduction.
Chapter 2 presents results of a detailed statistical analysis of the temporal and spatial
association of sprites with lightning. In this chapter the distribution of the extent of
spatial displacement of sprites from their parent lightning is documented. Both temporal
and spatial criteria were used for the first time to select the parent +CG in a statistical
study of this type. The distribution of time intervals between sprites and parent +CGs
with a peak between 10-20 ms, presented in this chapter, may characterize the time scale
for the development of an individual electron avalanche into a streamer between ~70-85
km altitude. The distribution of the distance between sprites and parent +CGs suggests
that the characteristics of the local mesosphere, such as inhomogeneous conductivity,
may play a significant role in determining where and how many sprites occur in
association with a lightning discharge. These and other results of this study are published
in the Journal of Atmospherics and Solar Terrestrial Physics [Sdo Sabbas et al., 2003a].

Chapter 3 investigates the dynamical relationship between the occurrence rates of

cloud-to-ground lightning and sprites, and convective activity of the associated
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thunderstorm as revealed in infrared cloudtop temperatures (T;) from satellite imagery.
Here the thunderstorm generating the sprites and lightning analyzed in the previous
chapter were investigated in detail to ascertain the relationship of lightning and sprites to
the convective regions of the storm where gravity wave generation would maximize. The
maximum sprite and —CG production of the system occurred when the contiguous cloud
cover of the coldest region with T, < -52° C reached its maximum area. This work, the
first of its kind, revealed a tighter correlation between the total -CG activity and sprite
activity during the convective development of a thunderstorm than was previously
known. These and other results of this study are published in the Geophysical Research
Letters [Sdo Sabbas et al., 2003b].

Chapter 4 presents results of an investigation of the effects of conductivity
inhomogeneities in the mesosphere/lower ionosphere on determining sprite ignition
locations. Self-consistent simulations of the quasi-electrostatic field generated by
lightning were performed using neutral density, electron density and ion conductivity
profiles appropriate to midlatitude nighttime conditions. The evaluation of the interaction
of only the quasi-electrostatic component of the field with the conductive medium was
based on the fact that the time scale of sprite generation, of the order of  to 10s of |
is much longer than the characteristic time scale of electromagnetic processes in the
mesosphere, of the order of 10s to 100s of ps. The simulations included nonlinear
modifications to the conductivity from changes in ionization, attachment and electron
heating, and were carried out until the termination of the underlying lightning discharge.
The objective was to verify where and under what conditions electric breakdown would
occur, given the parameter space explored in the simulations. The production of sprites
involves the nonlinear physics of streamer and is not part of the objectives of this
dissertation. The simulations verified that spatial perturbations in the conductivity lead to

electric breakdown in isolated patches of reduced neutral density, where sprite ignition

may occur.

Chapter 5 summarizes the main results of this dissertation and presents the

conclusions.
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Boccippio et al. [1995] first established that a +CG lightning precedes most
sprites by approximately 20-30 ms. In their study, totals of 42 and 55 sprites observed in
July 12 and September 7, 1994, respectively, were analyzed. Approximately 86% and
82% of the sprites each night, respectively, were preceded by a +CG recorded by the
National Lightning Detection Network (NLDN), and 95% and 78% were preceded by a
Q-burst (large excitation of the normal modes of the Earth-lonosphere cavity in the
Extremely Low Frequency (ELF) Schumann resonance band), recorded by an ELF
sensor. Subsequent studies have reported results that are generally consistent with these

observations [Lyons, 1996; Cummer and Inan, 1997; Bell et al., 1998].

Based on observations showing evidence that sprites are strongly associated with
positive cloud-to-ground lightning, several mechanisms have been proposed to explain
the sprite generation process [Boccippio et al. 1995; Pasko et al., 1997b, Bell et al., 1995;
Roussel-Dupré and Gurevich, 1996; Taranenko and Roussel-Dupré, 1996]. A widely
accepted model [Pasko et al., 1997b] uses a quasi-electrostatic approach in which a
transient electric field generated by a +CG is the dominant trigger mechanism for sprites.
Because of the higher altitude of the positive charge center inside the thunderstorm
assumed in this model and the higher incidence of continuing current among +CGs when
compared to other types of lightning, the charge moment (total charge removed x
altitude) of +CGs is on average greater than other types of discharges, making +CGs
more effective at generating sprites than other types of lightning. However, the model

does not rule out occasional -CGs and intracloud discharges (ICs) with a large enough

! S3o0 Sabbas, F. T., D.D. Sentman, E.M. Wescott, O. Pinto Janior, 0. Mendes Janior and M. J. Taylor,
Statistical analysis of space-time relationships between sprites and lightning, J. Atmos. Solar-Terr. Phys.,
65(5), pp. 523-533, 2003.
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charge moment to generate a breakdown electric field in the mesosphere and produce a

sprite.

Using an extensive set of low-light TV data from the summer of 1996, Sdo
Sabbas [1999a,b) analyzed 746 sprites from 7 different nights and found that only 65% of
sprites were associated with +CG recorded by the NLDN, suggesting that other types of
lightning besides +CGs could be generating sprites. About 11% of sprites were found to
be immediately preceded by a -CG, and 24% of sprites were not associated with a CG
registered by the NLDN. At the time this study was performed no association between
sprites and -CG had been reported. In an independent study, Barrington-Leigh at al.
[1999] subsequently reported observations of 2 sprites that had a -CG VLF signature
associated with them. Those results support Sdo Sabbas [1999a,b] suggestion that +CGs

are not the only type of lightning that can generate sprites.

This chapter reports results of a detailed statistical study of the space-time
association of sprites with positive and negative CGs [Sdo Sabbas et al., 2003a]. In most
previous studies of the association of sprites with lightning, sprites were assumed to be
centered above the causative +CGs, which were identified based on timing proximity
[Lyons, 1996; Cummer and Inan, 1997, Bell et al., 1998]. Lyons [1996] and Wescott et
al. [1998b; 2001] have triangulated the location of sprites showing that they are actually
laterally displaced from the +CGs. Lyons [1996], using 7 events, found an average
displacement ~42km, and Wescotr et al. [1998b; 2001], using 20 events, found an
average displacement ~25km. In the present study the association of sprites with +CGs
preceding the sprites was investigated based on time and distance. The distribution of
distances, and time differences between the parent +CG and the sprite, and the peak
current distribution of the sprite-associated +CGs were calculated. The results obtained

here were compared with four previous observational studies.
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2.2 OBSERVATIONS

A set of 40 sprite events recorded on July 22, 1996, during the Sprites96
Campaign, conducted in the central United States, was analyzed. The location of cloud-
to-ground lightning discharges of the sprite producing thunderstorm, recorded by the
NLDN between 00:00 and 14:00 UT, are shown in Figure 2.1 together with locations of
CGs from other thunderstorms. Sprites were documented above the Mesoscale

Convective Storm (MCS) over Kansas.

Figure 2.1. Map of United States showing location of CGs. The +CGs (red), -CGs (blue) and +CGs
possibly associated with sprites (green), occurred between 0 and 14 UT, on July 22, 1996, The lightning
from the sprite producing storm is within the green rectangular region. Yellow asterisks indicate the
locations of the two ground observation sites.

The location of the sprites was triangulated, with an accuracy of a few to several
tens of km, from images simultaneously obtained by University of Alaska (UAF) and
Utah State University (USU) located at different ground optical sites. Wescott et al.
[2001] provides a good description of the triangulations techniques used here.
Simultaneously recorded sprites were easily identified by comparing their time and visual
characteristics in the images recorded by UAF and USU. The UAF observations were
made from the Wyoming Infra-Red Observatory (WIRO, 41.098° N, 105.997° E, 2.943
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km alt), on Jelm Mountain, Wyoming, using an unfiltered intensified (~600-800 nm
BW) CCD video camera with ~ 17° FOV operating at 30 frames/sec (fps). A GPS clock
was coupled to the camera system to provide time stamped images (TV fields) with a
resolution of ~16.7 ms (1 field), and an absolute scan line accuracy of 1 ps. The GPS
time stamped onto the image (ts.1q) corresponded to the very last scan line of each field,

and was used as the sprite time (tsprite)-

The USU observations were obtained from Yucca Ridge Field Station (YRFS,
40.669° N, 104.939° E, 1.6 km alt.), located 20 km northeast of Ft. Collins, Colorado.
Sprites were recorded at 25 frames/sec (fps) using an Isocon camera with ~22° field-of-
view (FOV). The camera was fitted with a 665 nm interference filter to image sprites in
the N, first positive system, and each video field was uniquely time stamped using a
crystal clock oscillator with a drift of ~2 s/day assumed to be linear. The clock was set
manually at the start of each night to an accuracy of better than 1 sec [see Armstrong et
al., 1998 for details].

The lightning information was provided by the NLDN [Cummins et al., 1998a,
1998b]. Broadband electric field data (between ~200 Hz and ~200 kHz) recorded from
the Langmuir Laboratory, New Mexico [Stanley, et al., 2000], were examined to look for
Very Low Frequency (VLF) signatures (3-30 kHz) of CGs flashes in the cases for which
NLDN did not record a lightning signature.

2.3 IDENTIFICATION OF SPRITE INDEPENDENT EVENTS

Initially, 47 sprites recorded from both ground sites were visually identified and
triangulated. To be identified as an independent event, a sprite had to have occurred with
a time separation of at least 1 video field (~16.7 ms) and be spatially distinct from any
sprite occurring in the previous field. The spatial displacement requirement prevented
counting a re-brightening or the continuity of previous processes as distinct events.

Individual events could be single “sprite units” [Sentman et al., 1995a] or what was
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defined as “sprite spatial groups,” i.e., a group of units that occurred simultaneously,

within a single video field (e.g. Figure 2.9).

This preliminary definition, based solely on video images, proved not to be
completely unambiguous in the case of complex events when a single lightning discharge
generates consecutive sprites. Hence, a statistics based on both the time interval between
a sprite and its nearest preceding (parent) +CG, and on triangulation was constructed
according to the following procedure. The parent CG candidates, positive or negative,
were initially screened by requiring the CG to have occurred in a space-time vicinity of
the sprite defined as a square region of 400 km on a side, centered on the sprite, and
within a one second window preceding the sprite. Cloud-to-ground lightning registered
by NLDN, occurring closest in time preceding the sprite and closest in space, were
selected as being the parent CG. NLDN uncertainty in time is 1 us and in location is 0.5
km [Cummins et al., 1998a]. For CGs with a VLF signature and no NLDN signature,
only the time criterion was applied. Negative CGs were selected only if neither the
NLDN nor the Broad band electric field sensor recorded a positive CG. To calculate the
time interval between sprites and parent +CGs (At = teyite - tighming) the GPS time tag of

the video field (tgeiq) in which the sprite first appeared was used as tqyire (Figure 2.2).

1 videofisld = ~16.7 ms
B 5
] 3
- Sprite
i Beginning sompwhere End
| } |
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=T -
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Figure 2.2 Diagram showing how At can be < 16.7 ms. The lightning occurs before the sprite and the GPS
time stamped at the end of the field is assigned as tyne. Due to causality the sprite must have occurred some
time after the lightning but before the end of the video field.

In the video systems used in this study the time stamp on each image field refers

to the end of the video field. Each video field has a duration of ~16.7 ms, so the start of
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the image is at tgeq —16.7 ms and the end is at tgq. When a sprite is present in a field,
toprite 1S @assumed to be trqq, Which is the maximum time at which the sprite could have
occurred. The sprite could have occurred at any instant in the interval tgeq -16.7 ms to
treld, hence 16.7 ms is the experimental error in teyre. In the cases when the parent
lightning occurs within the interval of the video field containing the sprite, tighming
provides a minimum time at which the sprite could have occurred, and At (toprite = tightning)
will be less than 16.7 ms, since causality requires the sprite to have occurred at some
instant of time after tignming and before tgaq. The sprite must be constrained to this
interval. Hence when the parent lightning occurred within the sprite video field At < 16.7
ms, the uncertainty in the sprite time is equal to At in these cases. If the actual times of
sprites are statistically distributed uniformly 0 < At < 16.7 ms, the mean uncertainty is 8.5

ms. A conservative estimate of 10 ms is adopted for the statistical uncertainty.

Figure 2.3 shows the distribution of time intervals between sprites and parent

~ +CGs. The first bin (0 < At < 10 ms) and part of the second bin (10 < At < 20 ms)
represent the cases in which the parent lightning occurs within the interval of the video
field containing the sprite, discussed in the previous paragraph. The time-interval
distribution peaks around 10-20 milliseconds and has a mean value of 30 ms (20 ms if the

2 outlying events are excluded). This distribution agrees with Bell et al., [1998] results.

20 /T
mean =30 ms (total)
mean =20 ms (without cutliers)

Number of events

0 10 20 30 40 130140 150 160 170 180 190 200
At between sprite and +CG (ms)

Figure 2.3 Distribution of the time difference (At = typrite - tlightning) between the sprite and parent +CG.
The flashes were binned in intervals of 10 ms. The error bars are the statistical (standard) errors, i.e. the
square root of the number of events in each bin. The horizontal error (not shown) is the estimated statistics
uncertainty of 10 ms.
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Bell et al., [1998] suggested that the longest delays observed in their study were
associated with small sprites for which horizontal intracloud discharges removed the
amount of charge necessary to generate them. Furthermore, At would vary from 0-15 ms
for the larger events to 100 ms to the smallest events. The sprites analyzed here were
grouped in three categories with respect to visual size and brightness: small, medium and
large. The three groups were statistically consistent with each other (graph not shown).
No consistent visual distinction between sprites with short and long At; was observed, in
fact, the two events with largest At (outliers) were very bright (large) sprites. The results
suggest that the time delay between lightning and sprites characterizes the time scale of
the duration of the physical process (or processes) that is responsible for the sprite
initiation, and takes place once the transient eclectric field is established in the
mesosphere. This process is discussed in recent models based on streamer physics [Pasko
et al., 1998; Raizer et al., 1998] that explain in detail how the fine structure observed in
high-speed [Stanley et al., 1999, Stenbaek-Nielsen et al., 2000] and telescopic [Gerken et
al., 2000] images of sprites develop.

The process that originates a streamer can be triggered from an avalanche initiated
by a single electron. The avalanche creates a local charge separation, and the streamer
develops when the electric field of the space charge equals the external transient electric
field in the mesosphere generated by the CG. Pasko et al. [1998] have modeled the
characteristic time of this process as #, = zy/v;, where z; = (1/a) In(4neors” Ejfe) is the
distance over which the avalanche generates a space charge field comparable to the
ambient electric field, taken to be the breakdown field (£;). Here, o = (vi - v,)/ vs, where
v; is the ionization rate, v, is the electron attachment rate, v, is the electron drift speed,
and the space charge is assumed to be concentrated in a sphere of radius ~r;. Figure 1 of
Pasko et al. [1998] shows the altitude profile of the modeled #. The distribution of At
between the sprite and parent +CG shown in Figure 3 is consistent with the characteristic
time scale for the development of an individual electron avalanche into a streamer

between ~70-85 km altitude modeled by Pasko et al. [1998].
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Figure 2.4 shows the distribution of distances (As) between the triangulated nadir
point (latitude and longitude) of sprite events and the location of parent +CGs. The
distances between sprite events and parent +CGs were calculated for the +CGs detected
by the NLDN only. When the sprite events were “spatial groups™ an average nadir point
was calculated using the triangulated nadir points of each “sprite unit.” The distribution
displayed in Figure 2.4 shows that approximately two thirds of sprites occurred within
~50 km from the parent +CG, in agreement with Lyons [1996] and Wescott et al. {1998b,
2001]. The maximum distance observed was ~82 km. Since “spider” discharges
extending for ~100 km have been previously observed [Lyons, 1996], it is possible for
sprites to occur with As = ~82 km. All +CGs in the present study had As consistent with
previous results, and no further spatial selection criteria were applied to identify

independent events.
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Figure 2.4 Distribution of the triangulated distances between sprites and parent +CG. The events were
binned in intervals of 25 km, and the “error bars™ are the statistical (standard) errors. The horizontal error
(not shown) is the estimated mean uncertainty of the triangulated distances, 10 km.

The time intervals versus the distance (Figure 2.5) were also plotted and there was
no statistically significant correlation between the two quantities, i.e. sprites further away

from the +CG do not appear to have longer delays.
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Figure 2.5 Time interval between sprites and associated +CGs versus the distance. The two outliers, one
with At=140 ms and As=51 km, and the other with At=197 ms and As=735 km, are not shown. The errors
associated with the data points (not shown) are the estimated mean uncertainties of At, 10 ms, and As, 10
km.

Most sprites (~95 +5/-15 %) that were associated with +CGs occurred within 40
ms after the parent +CG, where the uncertainties are the estimated standard errors. Only
two events occurred with a At greater than 40 ms after the +CG. Given the large time
interval that those sprites had from their parent +CG (140 and 197 ms) it is possible that
closer +CGs had occurred but were not registered by either NLDN or the Broadband

electric field sensor.

Except for the two outlying events, the analysis of Figure 2.3 suggests 40 ms as
an effective upper limit for the delay between the parent +CG flash and the sprites
observed during this night. The 40 ms delay exceeds the experimental error of ~16.7 ms
by a factor of ~2.5 and the statistical uncertainty by a factor of 4, and is therefore a robust
result. Based on this result, consecutive sprites that had a minimum time separation of
~16.7 ms from each other and a maximum time interval of 40 ms from the parent CG
were grouped into a “sprite time group,” similar to the manner in which individual
strokes are grouped into flashes [Cummins et al., 1998a, 1998b]. The individual “sprite
units” [Sentman et al., 1995a] or “sprite spatial groups” were called “sprite time units.”
Seven sprites that did not have a +CG registered by any system, and which had been

initially considered to be independent events were reclassified to be sprite time units
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forming a sprite time group. The hypothesis used here is that if the electron avalanche
can take up to 40 ms to develop into a streamer in a particular location, multiple sprite
time units could be produced by the same CG at different locations, with a varying
duration for the streamer development, probably influenced by the local mesospheric
characteristics, within a maximum At of 40 ms from the CG. The total number of sprite
events was thereby reduced from 47 to 40, 7 events being sprite time groups with 2 sprite

time units each.

The definition of what an independent sprite event might be has been extensively
but informally discussed within the spritc community; the topic has not yet been
approached in the scientific literature. There is no established definition of “independent
sprite event.” This is an important issue since any analysis of the temporal and spatial

relationship between sprites and lightning based on observational data is affected by how

and if sprites are grouped into independent events, i.e., by the definition used. For the

sprites occurring on July 22, 1996, analyzed in this paper, the maximum At observed,
excluding the 2 outliers, was 40 ms. However this could be a particularity of this specific
night, resulting from a combination of the characteristics of the thunderstorm, lightning
activity and local mesospheric conditions. For example, applying the same selection
criteria for parent +CGs (closest in time preceding the sprite and closest in space), a
preliminary analysis of 69 triangulated sprites from July 24, 1996, resulted in only
58+9% sprites occurring within 40 ms after the parent +CG (not shown). That illustrates
the necessity of a detailed statistical study of a large data set of triangulated sprites with
GPS timing from a variety of storms and locations to establish a definition of independent

sprite event with bounded variances that can be widely adopted.
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2.4 SPRITE ASSOCIATION WITH LIGHTNING AND
CONMPARISON WITH OTHER STUDIES

Within the redefined data set of 40 sprite events, about 73+13% of the sprites
were associated with a +CG recorded by the NLDN, where in this and the following
percentages the quoted uncertainty is the statistical (standard) error. This percentage
increased to 82+14 % when VLF signatures for +CGs not detected by the NLDN were
considered. NLDN has detection efficiency around 90% for -CGs [Cummins et al.,
1998a]. The detection efficiency of +CGs has not been documented, but may be assumed
to be similar to this. The 10% change in the number of sprites associated with +CGs

when VLF data is considered supports this assumption.

The percentage of sprites associated with lightning calculated in this work was
compared with values reported by Boccippio et al. [1995], Lyons [1996] and Sdo Sabbas
[1999a). Boccippio et al. [1995] compared the time of occurrence of sprites, recorded in
GPS time-stamped low-light-level video images, with the time of lightning discharges
from the associated thunderstorms recorded by the National Lightning Detection Network
(NLDN), as well as with electromagnetic “Q-bursts” events. The ELF data was time-
tagged with an internal PC clock that drifted ~13 s/day. The drift was assumed to be
linear. An algorithm generated by comparing the recorded onset times with the GPS-
timed sprite events corrected the drift. The sprites occurred above thunderstorms over the
central U.S. and were observed from Yucca Ridge. The identification of the parent +CGs
of the sprites was based mainly on timing. Sprite locations were not triangulated, and the
spatial requirement was that NLDN and/or ELF signatures must have originated from the

same thunderstorm that generated the sprites.

Lyons [1996] studied 36 sprites recorded in GPS time stamped images from
Yucca Ridge, during a 2 hr interval. The sprites occurred above a Mesoscale Convective
System (MCS) over Nebraska on August 6, 1994. Lyons [1996] reported that 94% of
sprites were preceded by +CGs registered by the NLDN. Seven sprites were triangulated
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and the location of the other sprites was estimated based on the location of the parent

+CGs, which was identified based on timing.

Sdo Sabbas [1999a] analyzed 746 sprites from 7 different nights in 1996,
recorded from Yucca Ridge by Utah State University. The sprites occurred above
thunderstorms over the central U.S. on July 6, 7, 11, 19, 21, 22 and 24, 1996, and were
imaged using the same system describe in the section 2. To compensate for the time
uncertainty of this system, a selection window with At of 360 ms before the sprite and 60
ms (3 fields at 25 fps) afterwards was adopted in identifying the parent +CG. Sprites were
not triangulated in this study, so to be considered a possible parent the +CG had to be
inside the field of view of the camera. With this approach several +CGs that were not
associated with sprites may have been incorrectly tagged as the possible parents of
sprites. Nevertheless, only 65+3% of the sprites were associated with a +CG signature
registered by the NLDN. The same criteria were used to look for a possible association of

sprites with -CGs when there was no +CG. Table 2.1 summarizes these results.

Table 2.1 Comparison of Reports of the Percentage of Sprites Associated with +CGs

Study Dates Report Total number | Percentage of sprites with
of sprites +CGs detected by the NLDN
1 July 12, 1994 Boccippio et al., 1995 42 86+14%
2 September 7, 1994 Boccippio et al., 1995 55 82+12%
3 August 6, 1994 Lyons, 1996 36 94+16%
4 July 6,7, 11,19, 21, S3o0 Sabbas, 1999a 746 65+3%
22,24, 1996
5 July 22, 1996 This study 40 73+13 %

The definitions of sprite independent event utilized for studies 1 to 3 were not

available, in study 4 all sprite time units were considered to be independent events. The
statistical uncertainties of these percentages were estimated using Ax=x/(N \/;) , where

x is the number of events relative to the percentage (x/N) and N is the total number of
events, and are included in Table 2.1. These resuits, including the estimated

uncertainties, are plotted in Figure 6. The figure also shows the Least Upper Bound
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(LUB) and the Greatest Lower Bound (GLB) of the uncertainties for studies 1, 2, 3 and 5.
When these uncertainties are taken into account, studies 1, 2, 3 and 5 are statistically
consistent among themselves within the region bounded by the LUB and GLB. Report
number 4 however is statistically distinct from the other reports, since its error bars do
not fall within their LUB and GLB. The low percentage (65+3%) of sprites associated
with +CGs was obtained using a large time selection window, and a data set on average
17 times larger than the data sets utilized in the other studies. Even adjusting upwards by
10% to approximately compensate for the 90% detection efficiency of NLDN, 25+2% of
sprites remains without +CGs. Sdo Sabbas [1999a] suggested that ~CGs and intracloud
discharges were generating the sprites without +CGs that could not be explained by
NLDN detection efficiency.
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Figure 2.6. Comparison between the statistical studies. The percentages of sprites associated with +CGs
were calculated using NLDN data. The region between the Least Upper Bound (LUB) and the Greatest
Lower Bound (GLB) is highlighted.

Table 2.2 shows the percentage of positive and negative lightning relative to the

total lightning (positive + negative) for the sprite producing thunderstorm of July 22,
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1996 analyzed here, together with percentages for other nights analyzed by Sdo Sabbas
[1999a,b]. The table also shows the number of sprites observed and duration of the sprite
production period for comparison. All storms had small percentages of +CGs (from 7.3%
to 17.0%), showing that the production of a large percentage of +CGs by the
thunderstorm is neither a necessary condition for sprite occurrence nor a determining |

factor for the number of sprites produced.

Table 2.2 Lightning and Sprite Related Data [Sdo Sebbas, 1999a]

July, | Percentage of +CGs | Percentage of ~CGs | Total number of | Number of Duration of
1996 relative to total relative to total CGs sprites sprite period
6 10.9% (2652) 89.1% (21740) 24392 36 2h34m
7 14.1% (1367) 85.9% (8318) 9685 88 4h22m
11 10.7% (1928) 89.3% (16129) 18057 38 1h32m
19 7.3% (1086) 92.7% (13714) 14800 83 3h05m
21 17.0% (1504) 83.0% (7327) 8831 212 3h27m
22 10.9% (4412) 89.1% (36193) 40605 84 4h07m
24 9.0% (5088) 89.0% (51446) 56534 205 5h20m

Figure 2.7 shows a relationship between the onset of sprite production and growth
in the rate of occurrence of the storm’s +CG for all peak current ranges. Of the seven days
in 1996 studied by Sdo Sabbas [1999a,b], July 21, 1996, is the only day for which the
onset of the sprite occurrence might have been observed, since the observations for this
day started before lightning activity. In all other days, lightning activity had already
commenced before observations began. On July 21, 1996, sprites were observed to
commence after a continuous growth in the occurrence rate of storm’s CGs, for all peak
currents ranges. All other days had similar growths and peaks in the +CG occurrence rate

of storm’s +CG before the beginning of the observation period (not shown).
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Figure 2.7 30-min +CG rate for different peak current ranges. The data is for day 203/96 [Sdo Sabbas,
1999a,b]. The vertical black line delimitate the observation period. Sprites started to occur at 6:40 UT.

2.5 NEGATIVE SPRITES AND SPRITES WITHOUT A CG

Approximately 27+8% of sprites did not have a parent +CG recorded by the
NLDN, and 17+7% had neither NLDN nor VLF signatures. Two of the seven sprite
events that had neither a NLDN nor VLF +CG signature were preceded by a -CG (Figure
2.8a and Figure 2.9a). Figure 2.8 shows three consecutive independent sprite events. The
time separation between the first and second events is 50 ms, and between the second and
third is 117 ms. The first event (Figure 2.8a) was preceded by a negative CG with At=9
ms. This flash was not registered by the NLDN, but it was registered by the New Mexico
Tech VLF system. Due to its small At it is very likely that this —CG, in fact, generated the
sprite. The second sprite (Figure 2.8b), considered as an independent event here
(occurred 59 ms from the —-CG associated with the first sprite), was not associated with

any detected CG, positive or negative.
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(a) (b) (©

Figure 2.8 Threc consecutive independent sprite events, The time separation is 50 ms (a and b) and 117
ms (b and c), respectively. The first sprite (a) was preceded by a ~CG recorded by the Broad band electric
field sensor (no NLDN), At=9 ms. The second sprite (b) had no CG signature associated with it in either
NLDN or VLF, and the third (c) was preceded by 48 kA +CG recorded by both systems, At=17 ms and
As=78 km. The images shown were obtained by UAF

The third event (Figure 2.8¢) had both NLDN and VLF +CG signatures preceding
it by 17 ms. The +CG had a peak current of 48 kA and occurred ~78 km from the sprite.
The discharge had a slow tail in VLF that lasted ~0.5 ms. It was followed, ~4 ms
afterwards, by a slow energetic field change, possibly due to the sprite, that lasted ~1 ms
(not shown). The “positive sprite” (Figure 2.8c) was the brightest of these three
consecutive events, but there were other “positive sprites” that occurred during the night
of the study that were much smaller and dimmer than the possible “negative event”
displayed in Figure 2.9a. The variation of brightness of the sprites with respect to

underlying lightning characteristics is not yet well understood.

The second sprite preceded by a -CG detected in this study is shown in Figure
2.9a, together with a “positive sprite” (Figure 2.9b) for comparison of visual
characteristics. The -CG was recorded by the NLDN and VLF system 146 ms before the
sprite, had a peak current of 22 kA and occurred at a distance of ~201 km from the event.
Because of the large At and distance between this sprite and the —CG, it is possible that
both NLDN and VLF systems missed a +CG (or —CG) that would have a better
association with this event. The units of this sprite, shown in Figure 9a, were slightly

brighter and larger than the units of the positive sprite of Figure 9b. The sprite in Figure
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9b was preceded by a +CG with a At equal to 28 ms. The +CG peak current was 47 kA

and it occurred ~9 km from the sprite.

(@ (b)

Figure 2.9 Comparison between negative and positive sprites. The first image (a) shows a sprite preceded
by a 22 kA -CG recorded by both NLDN and VLF systems, At=146 ms and As=201 ms. The second (b)
shows a similar type of sprite event that was preceded by a 47 kA +CG, At=28 ms and As=9 km. The
images shown were obtained by UAF.

None of the sprites without +CGs had any particular characteristics that would
visually distinguish them from the positive sprites. An upward-downward difference in
the branch orientation might conceivably be expected for sprites generated by lightning
of different polarities. However this difference was not expected to appear in a 16.7 ms
integration image; it is more likely to show on 1 ms images from high-speed cameras
(e.g., Stanley et al., [1999]. Stenback-Nielsen et al., [2000]). Comparatively, the
percentage of “bright” and “small” events was about the same for positive and negative

sprites.

There are two possible interpretations for the sprites without a +CG. The first is
that they were preceded by positive strokes undetected by either the NLDN or the VLF
systems. An alternate interpretation is that other types of lightning besides +CGs, e.g.,
negative CGs and intracloud discharges, may also generate sprites. This interpretation is

supported by the Sdo Sabbas [1999a, b] studies, and is not ruled out by Pasko et al.
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[1997b] quasi-electrostatic model, or the Pasko et al. [1998] and Raizer et al. [1998]
streamer models. Sprites generated by other types of lightning besides +CGs would
represent a smaller portion of the total, such as may have been observed here.
Furthermore, according to Dejnakarintra and Park [1974), and Baginski et al. [1996],
vertical intracloud discharges that annihilate positive charge at the top of the clouds and
negative charges at the bottom can both generate large electric fields in the upper

atmosphere, also supporting this interpretation.

2.6 PEAK CURRENT DISTRIBUTION OF PARENT +CGS

Figure 2.10 shows the peak current distribution of the sprite’s associated +CG.
The distribution exhibits a maximum for peak current between 40-50 kA. Five out of the
29 (17+7%) +CG flashes preceding sprites had high peak currents (> 75 kA). The
average peak current of 60 kA in the present study agrees with the 52 kA reported by Bell
et al. [1998], and supports results showing that the peak currents of +CGs producing

sprites span a large range of values.

Number of +CGs

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140
Positive peak current (KA)

Figure 2.10 Peak current distribution of the parent +CG flashes. The +CGs are binned in intervals of 10
kA. Error bars are the statistical errors.
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Figure 2.11a shows that the peak current distribution of sprite’s associated +CGs
in the 7 storms studied in Sdo Sabbas [19992a,b] also has a maximum around 40-350 kA,
and is statistically consistent with the one reported here (Figure 2.10). Both distributions
are different from the distribution for all +CGs in the 7 storms (Figure 2.11b), which
peaked at 10-20 kA and had a mean value of 27 kA. This difference in distributions is
one of the principal characteristics that appear to distinguish the lightning population
associated with sprites from those not associated with sprites. The peak current
distribution of the -CG candidates found in the Sdo Sabbas [1999a] studies and the .
totality of -CGs of the storm are quite similar to each other; both are centered at 10-20 kA

(not shown).
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Figure 2.11. Percentage distribution of the peak currents. The figure shows +CGs associated with sprites
(a), and (b) the totality of +CGs of the storm [Sdo Sabbas er al., 1999a]. The last column, in both figures, is
the percentage of all +CGs with peak current greater than 100 kA,
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2.7 SUMMARY OF RESULTS

A detailed statistical analysis of the space-time relationships between sprites and
the associated lightning characteristics has been performed. The results of this study can

be summarized as follows:

1. A set of 40 sprite events from the Sprites96 campaign was analyzed. Seven of the
events (17%) did not have a parent +CG registered by either NLDN or VLF
sensors. Images of these events revealed no particular visual characteristics that
distinguished them from positive sprites, and such differences are not expected at
16.7 ms integration. Two of the sprites without +CGs were preceded by a —-CG,
one of them was very likely to be associated with the -CG, which was registered

by the VLF system 9 ms before the sprite.

2. No correlation between the apparent visual size and brightness of sprites, and time
delays from the associated +CGs was found. No correlation was found between
the size or brightness of sprites and the time interval or distance from their parent
lightning, i.e. smaller/dimmer sprites or sprites further away from the associated
+CG did not have longer time delays from the parent +CG then the bulk of the

sprite population.

3. The distribution of time intervals between sprites and parent +CGs showed a peak
between 10-20 ms with a mean of 30 ms (20 ms excluding the outliers). The
results suggest that this distribution characterizes the time scale for the
development of an individual electron avalanche into a streamer between ~70-85
km altitude, as given in the Pasko et al. [1998] model. Most sprites occurred
within 40ms from the parent +CGs, suggesting this time interval as upper limit for
the characteristic time delay between the +CG flash and the sprites observed
during this night.

4. The distribution of the distance between sprites and parent +CGs showed that

sprites have the tendency to occur within 50 km lateral displacement from the CG,
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consistent with results previously reported by Wescott et al. [1998, 2001] and
Lyons [1996].

5. The peak current distribution of +CGs associated with sprites exhibited a larger
mean and standard deviation than the distribution of all positives in the storm. It
had a maximum between 40-50 kA and a mean of 58 kA, compared to a 10-20 kA

maximum and 27 kA mean of the distribution for all positives.

This 1s the first statistical study to use both GPS timing for images and
triangulated positions of sprites, where both temporal and spatial criteria are used to
select the parent +CG. Additional statistical studies utilizing large data sets (>100 sprites)
over numerous storms distributed globally are necessary to arrive at a tightly

parameterized definition of “sprite independent event.”
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In the Midwest United States, most sprite observations have been made during the
May-August summer thunderstorm season, where Mesoscale Convective Complexes
(MCC) are somewhat common occurrences [Lyons, 1996]. MCCs are a particular type of
Mesoscale Convective Systems (MCS). They are meteorological systems with strong
convective activity, dimensions between 250 and 2500 km and duration greater than or
equal to 6 hr (meso-a scale definition [Maddox, 1980]). MCCs were defined based upon
physical characteristics observed in enhanced, infrared (IR) satellite images of

meteorological systems [Maddox, 1980]. Table 3.1 presents the definition criteria.

Table 3.1 Mesoscale Convective Complex (MCC) definition {Maddox, 1980]

Size: A - Cloud shield with continuously low IR temperature < -32° C, area > 100,000 km”
B — Interior cold cloud region with temperature < -52° C, area > 50,000 km’

Initiation: Size definitions A and B are first satisfied

Duration: Size definitions A and B must be met for a pericd >6 h

Max. extent: | Contiguous cold cloud shield (IR temperature < -32° ) reaches maximum size

Shape: Eccentricity (minor axis/major axis) > 0.7 at time of maximum extent

Termination: | Size definitions A and B no longer satisfied

In addition to the central US, MCCs are common in oceanic and continental
tropical regions, especially in the intertropical convergence zone (ITCZ), and over South
America [Conforte, 1997]. In South America, the MCCs are, on average, about 60%

larger in area and persist over longer intervals than similar systems in the US [Velasco

? Sdo Sabbas, F. T., D.D. Sentman, Dynamical relationship of infrared cloudtop temperatures with
occurrence rates of cloud-to-ground lightning and sprites, Geophys. Res. Lett., 30, pp 40-1 to 40-2, 2003,
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and Fritsch, 1987], thus making this region the most active in the Western Hemisphere.
Sprite observations over different regions of the globe, for example Peru [Sentman et al.,
1995¢; Moudry et al., 1997], Europe [Neubert et al., 2001; Taylor, 2000], and Japan
|Fukunishi et al, 2001], reveal that sprites can also be generated over small
thunderstorms, suggesting that the type and size of thunderstorms that generate sprites
may depend on local meteorological characteristics. Hence, the MCC and/or large size
requirements may not be sufficient for assessing the potential for thunderstorms to

produce sprites and other optical effects on the upper atmosphere.

This Chapter describes the cloud-top temperature (T.) characteristics, obtained
from infrared GOES-§ satellite images, and the inter-relationships with associated
lightning and sprite activity of the July 22, 1996, thunderstorm [Sdo Sabbas et al.,
2003b]. The meteorological system was classified according to the Maddox [1980]
definition. The analysis examined the occurrence rate and location of sprites and
lightning with respect to the thunderstorm features and temporal development. The study
establishes the base of a robust methodology based on satellite imagery that could be

used in investigations of planetary sprite production.

3.2 DATA SET

GOES-8 geosynchronous satellite 10-12 zm IR images of the North America
sector over the period 0015-1545 UT containing the meteorological system that produced
the sprites on July 22, 1996, was used. The data was provided by the National Climatic
Data Center (NCDC), Asheville, North Carolina. The images were stored in as 10 bit
Mcldas area files, with a spatial resolution of approximately 4 km, temperature resolution
0.1 K, sampled at 30 min intervals. Some of them presented bad scan lines that were
corrected using simple linear interpolation. The part of the image corresponding to the
sprite-producing MCC and environs (Figure 3.1a) was isolated, remapped to an isometric
latitude and longitude grid, and the pixel count values of the remapped region of interest

were converted to temperature using the procedures of Weinreb et al. [2001] for further
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comparison with lightning and sprites. First the count values where converted to radiance

using equation 1:
R=(X-b)/m (1)

where R is radiance (mW/[m’-sr-cm™J) and X is the image count value. The coefficients

m=152285 and b = 15.6854 are the scaling slope and intercept, respectively.

Radiance was converted to effective temperature using the inverse of the Planck

function as follows:

Ty = (CZ 'V)
Infl+(c,-v’)/ R]

)

where 7,5 is effective temperature (K), and R is radiance. The coefficients v = 934.30
(em™), ¢; = 1.191066 x 10 [mW/(m*sr-cm™)], and ¢, = 1.438833 (K/em™) are the
central wavenumber of the channel and the two radiation constants, respectively. The
constants ¢; and c; are invariant, but v depends on the spectral characteristics of the

channel, in this case the 10-12 z#n channel.

The effective temperature was converted to actual temperature T (°C) using the

following equation:

T=(a+p-T,)-273 3)

where o= -0.322585 and f=1.001271 are two conversion coefficients. (All expressions

and coefficients described above are from Weinreb et al. [2001].)
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Figure 3.1 IR images of the sprite producing thunderstorm of 22 July 1996. The image was recorder by the
GOES-8 satellite at 06:15 UT. Panel (2) is the raw data utilized, i.e., the satellite view. Panel (b) is a
cloudtop temperature (T.) map as a function of latitude and longitude. The map also shows the location of
+CGs (pink crosses), —CGs (black dots), sprites (green circles), and +CGs associated with sprites (white
circles). The CGs and sprites plotted on this map occurred with + 15 min from the image time. A similar
map showing the association of lightning with cloudtop temperatures has been previously presented by
Lyons [2000].

Figure 3.1b shows the resulting color-coded temperature map as a function of latitude
and longitude (lat/lon) for 0615 UT. To enhance the contrast of the temperature range of
the thunderstorm, pixels with temperature above 0° C (land area) were set to 0° C,
represented by a reddish-brown in the color scale used. On these maps were also plotted
the location of +/-CGs detected by the NLDN and triangulated locations of sprites that

occurred within +/- 15 min of the image, e.g. from 0600- 0630 UT in Figure 3.1.

3.3 ANALYSIS

The lat/lon of the lightning flashes and triangulated positions of sprites were
matched to the lat/lon matrices of the images and the pixels with the associated
temperatures of the correspondent cloudtop region were identified in the temperature
map. For each 30 min image histograms of lightning flashes and sprites versus

temperature were assembled. Comparison of the histograms with the lat/lon maps of T,
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showing the locations of +/-CGs shows that, as the storm grows, compact regions of very
cold cloudtops develop and the lightning discharges, -CGs more than +CGs, had the
tendency to concentrate on those regions. Not all regions with very cold cloudtops
exhibited lightning activity, even though cold cloudtops are strong evidence of vigorous
convection. Generally, one expects that charge separation, hence lightning, follows
convection, leading to an intensification of the lightning activity associated with cold

cloudtops.

The histograms were combined into temperature-time diagrams (Figure 3.2) that
reveal the evolution of T, associated with lightning and sprites over the lifetime of the
storm. There is some minor smearing in the histograms from samples obtained near sharp
temperature gradients, due to the thunderstorm movement northeastward at a rate of
several tens of km between the 30 min image intervals. This motion corresponded to

several pixels in the IR images, but the overall effect is minor.

Figure 3.2a shows that, throughout the lifetime of the thunderstorm, the —~CG
occurrence rate increases in association with decreasing T. during the growing phase,
reaches a maximum associated with the coldest T, (-72° C < T, < -69° C) that lasts for ~2
h, and then decreases in association with increasing T. during the decay phase of the
storm. The +CG rate (Figure 3.2b) remains associated with approximately constant T, (-
72° C < T, < -69° C) during the growth of the thunderstorm and also decreases with
increasing T, during the decay phase. The +CGs produced during the growth phase occur
in association with the same T, range that —CGs are associated with during the maximum

production.

The sprite observation period was 0323-0856 UT, and sprites were recorded from
0428 UT to 0829 UT. Figure 3.2¢ shows that during the period of most intense sprite
activity, between 0545 UT and 0615 UT, sprites concentrated over regions with T, > -70°
C, in particular -65° C < T, < -63° C (0615 UT). The peak in sprite activity (from 0545
UT to 0615 UT) occurred during the period when the -CGs occurrence rate reached a
maximum associated with minimum T, (-72° C < T, < -69° C). Even though sprites are

predominantly generated by +CGs [Boccipio et al., 1995; Lyons, 1996, Cummer and
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Inan, 1997, Bell et al., 1998; Sdo Sabbas, 2002a], this result shows that the total -CG
activity is tightly correlated with sprite activity. Whether the total ~CG activity plays a
role in determining the sprite occurrence rate, or this result reflects a particular

characteristic of the specific thunderstorm studied, is presently unknown.
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Figure 3.2 Cloudtop temperatures, lightning and sprites. Temporal development of the relationship
between GOES-8 IR cloudtop temperatures and the occurrence rate of lightning discharges and sprites
throughout the lifetime of the thunderstorm. Each pixel is 30 min by 1° C, such that each column is the
temperature histogram of number of lightning (or sprites). The thunderstorm growth phase is 0015 — 0545
UT. Panel (a) is the temperature-time diagram for —CGs, (b} is for +CGs, (c} is for sprites, and (d) is for
sprite producing +CGs.

The rate of occurrence of sprite generating +CGs remains associated with
approximately constant T, (Figure 3.2d), following the behavior of the total +CGs rate
(Figure 3.2d). The difference is that the distribution of the sprite-generating +CGs (Figure
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3.2d) is centered between —-67° and —69° C, about 2-3° C warmer than for +CGs taken as
a whole (Figure 3.2b). The bulk of +CGs of the storm tend to occur in the strong
convective regions associated with the coldest cloudtop temperatures, while sprite

producing lightning tend to occur in warmer stratiform regions.

The development of the thunderstorm area is shown in the last row of Figure 3.3
together with the sprite, +CG, -CG and total +/-CG occurrence rates during the lifetime
of the thunderstorm. The sprite producing storm is “born” between 0045 and 0115 UT, as
a result of the coalescence of two relatively small thunder cells (not shown). At 0115 UT
it satisfies the Maddox initiation criteria for MCCs (cf. Table 3.1). The storm grows until
0545 UT when the region with contiguous cloudtop with T < -52° C reaches the
maximum area of ~140x10° km?, after which the storm starts to decay, even as the total
area of the thunderstorm, as defined by the warmer T, < -32° C, continues to expand. The
maximum extent (cf. Table 3.1) of the storm ~2.32x10° km” is reached at 0745 UT. The
eccentricity of the storm at this point is less than 0.7, so this MCS cannot be classified as
an MCC according to the Maddox criteria (cf. Table 3.1). The MCS terminates at 1015
UT.

The ~9 hr lifetime of the system studied here is lower than the 14.3 hr mean
MCCs duration reported by Goodman and MacGorman [1986] in a study of 10 MCCs
over the Midwest US. During these ~9 hr a total of 40605 cloud-to-ground flashes were
produced, of which 10.9% (4412) were +CGs and 89.1% (36193) were —CGs. The
average flash rate of 75.2 min” was more than 2 times greater than the maximum 32.7

min™ average flash rate reported by Goodman and MacGorman [1986].
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Figure 3.3. Temporal development of thunderstorm parameters. The first row shows sprite rate, the second
row shows +CG rate, the third row shows -CG rate, and the last row shows contiguous area of cloud cover
with T, <-32° C and T, < -52° C, during the thunderstorm lifetime. All rates were calculated using 30 min
intervals.

Figure 3.3 shows that the maximum production of sprites, from 0545 UT to 0615
UT, occurs at the time of maximum area of the region of T < -52° C, spanning the
transition between growing and decaying phases of the MCS. The same behavior also
occurs for the —CG (third row) and total (+/-) CG (fourth row) occurrence rate. The +CG
rate (second row) remains high during this period (>170 flashes/30 min), with a relative
maximum, but its absolute maximum occurs at 0215 UT, approximately 1 hr after
merging of the two cells that originate the MCS. The total +/-CG occurrence rate peaks
~2hr before maximum extent, agreeing with the 2.6 hr reported by Goodman and

MacGorman [1986]. By the time of maximum extent of the storm (cf. Table 3.1) the total
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+/-CG occurrence rate starts to decrease. Goodman and MacGorman [1986] suggest that
this occurs because the convective precipitation regions are replaced by widespread

stratiform precipitation.
3.4 SUMMARY OF RESULTS

The sprite producing system centered on Kansas the night of 21/22 July 1996 was
an MCS that originated from the merging of two thunderstorm cells between 0045 UT
and 0115 UT. The total lifetime of the system was ~9h. The MCS moved northeastward
and reached a maximum extent of ~2.3x10° km” at 0745 UT, approximately 6 hr after its
initiation. The maximum sprite and —CG production of the system were simultaneously
achieved at the time of maximum contiguous cloud cover of the coldest region with T, <
-52° C, ~ 2 hr before the system reached its maximum extent. The —-CG rate increased
during the growth phase of the thunderstorm in association with decreasing T, it reached
a maximum associated with the coldest T, (-72° C < T, < -69° C), and then, in the decay
phase of the MCS, it decreased in association with increasing T,. This suggests that the
total ~CG activity and dynamical development of the thunderstorm may be more tightly
correlated with sprite activity than has previously been reported. The +CG rate remained
high during the sprite-recording period (above 170 flashes/30 min), and remained
associated with approximately constant T, (-72° C < T, < -69° C, same as -CGs) while the
system was growing, subsequently decreasing with increasing T, during the decay phase.
Sprite-generating +CGs occurred in regions about 2-3° C warmer than the bulk

population of +CGs.

The techniques reported here to correlate sprite occurrence with the spatial and
temporal topology of cloudtop temperatures are the initial steps towards developing a
robust methodology based on satellite imagery that could be used to study sprite-
generating thunderstorms wherever they might occur in the world. The present analysis
was for a single storm. To be most useful and to bound the variance of the results,
additional studies would need to be made across many thunderstorms and a variety of

latitudes, longitudes and seasons. Candidate regions and satellites suitable for such
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studies include South America (GOES-8; Velasco and Fritsch [1987]), equatorial and
Southern mid-latitude Africa (Meteosat-7; Fuellekrug et al. [2001]) and South-,
Southeast Asia, and the Malay Archipelago (GMS-5 and InSat; Sentman and Sdo Sabbas,
[2001]).
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&1 MOTIVATION

When a sufficiently strong electric field is applied to a nonconducting medium,
like air, the medium becomes conducting. This transformation is defined as electric
breakdown and is generally accompanied by a flash [Raizer, 1991]. Sprites are the
“flashes™ observed when the mesosphere breaks down under the influence of the electric
field produced by lightning discharges. Most sprites occur in groups of several units
[Sentman et al. 1995a] laterally displaced from the underlying lightning source by several
tens of km [Wescott et al., 1998b, 2001; Sdo Sabbas et al., 2003a]. A computed
distribution of lateral offsets based on triangulated observations is presented in Figure
2.4. This distribution cannot be explained by any of the current sprite models based on
laminar atmospheric density and conductivity profiles. These models predict that
breakdown and therefore sprites will occur directly above the generating cloud-to-ground

lightning discharge, in contrast to what is observed.

The quasi-electrostatic field induced in the atmosphere by lightning discharges is
strongly dependent on the ambient conductivity, and vice-versa. In the presence of an
electric field greater than ~ 0.05 % of the breakdown field substantial electron heating
occurs, which results in a local modification of the electrical conductivity. Under these
conditions Ohm’s law relating current density J to the electric field becomes nonlinear,
J=0o(E)E. In a laminar atmosphere, all parameters describing the gas are a function
only of altitude, and the field maximizes directly above the region where the charge has
been removed. If the atmospheric conductivity is spatially structured, the resultant
electric field reflects the structure, exhibiting local maximums above the breakdown

threshold in regions that are laterally displaced from the underling lightning.
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The atmospheric conductivity has an ion and an electron component. The
nighttime electron component is negligible below ~60 km, where the atmosphere is
basically neutral, and becomes dominant above that altitude [Pasko et al., 1997b]. Spatial
structure in the neutral density affects both the ion and clectron component of the
conductivity. The ion component is directly affected, since in the highly collisional
environment below ~100 km altitude, the effects of the magnetic field are negligible and
the massive ions move with the neutrals. Figure 4.1 shows an atmospheric conductivity
profile between ~20 km and ~75 km altitude, mainly due to ions, above an isolated
thunderstorm with heavy precipitation, experimentally measured by Holzworth et al.
[1985]. Figure 4.1 also shows conductivity measurements reported by Maynard et al.
[1981].
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Figure 4.1 Gerdien condensers conductivity measurements from two rocket experiments. The left panel is
from Holzworth et al. [1985] and the right panel is after Maynard et al. [1981].

The electron component of the conductivity (Equation (4.1)) is indirectly affected

through changes in the electron mobility due to inhomogeneities in the electron-neutral

collision frequency, which depends on the particle number density.

e’n
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O-e:eluee: >

my,
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Vi =N v 0. (1~ <cos &>),

@.1)

where e is the electron charge, m is the electron mass, . = e/m;, is the mobility, #, is the

electron density, v, is the effective collision frequency for momentum transfer, N is the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



46

density of the gas, vy is the thermal velocity (velocity of random motion), o is the cross
section of elastic collisions and <cos &> is the mean cosine of the scattering angle. For
isotropic scattering <cos &> =0, and v,, = N vy 0. = v., where v, is the electron collision

frequency.

Inhomogeneities in the ion density directly affect the ion component of the
conductivity and inhomogeneities in the electron density directly affect the electron
component. Inhomogeneities in the electron temperature indirectly affect the electron
component of the conductivity through changes in the electron-neutral collision
frequency and therefore electron mobility. In order to investigate the effects of an
inhomogeneous atmospheric conductivity profile on the sprite generating electric field in
the mesosphere, computer simulations of the temporal-spatial evolution of the lightning

induced field were performed.

The simulations followed the quasi-electrostatic formulation of Pasko et al.
[1997b], where the time evolution of the electric field and conductivity are calculated in a
self-consistent manner. The nonlinear problem was solved within a region of 90 km
distance from the discharge and up to 90 km altitude. Both a laminar and perturbed
atmospheric conductivity, due to neutral density inhomogeneities, were used. Random
density inhomogeneities were superimposed on the laminar profile to address the general
problem independent of particularities of the source of the perturbation, which are outside
the scope of this dissertation. Several thunderstorm charge configurations were used for
the lightning discharge. Here, the results of the perturbed case are compared to the
laminar case, and the latter is compared to the results of Pasko er al. [1997b]. The
objective was to investigate whether a perturbed atmospheric conductivity background
could account for the multiple occurrences of sprites and their lateral displacement from

the generating lightning.
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Common sources of small scale (<10 km) perturbation in the neutral density of
the upper atmosphere are gravity waves and locally generated turbulence. Turbulence in
the mesosphere is generally associated with two mechanisms, wind shear instability and
breaking gravity waves. Gravity waves transport energy and momentum from the
troposphere into the middle and upper atmosphere. They are pressure waves that
propagate upward with amplitudes that increase with the inverse square of the density, in
the absence of dissipation, in order to conserve their kinetic energy. They affect the
temperature structure, the spatial distribution of mixing ratios of the atmospheric gases
and the background wind field of this region [Alexander, 1996]. Gravity waves are
capable of major forcing in the general circulation of the middle atmosphere [Tsuda and
Nishida, 2000].

Hines [1960] first considered the generation and propagation of gravity waves into
the mesospheric region, and estimated a 10% fluctuation at 90 km, and 50-100%
fluctuations at 115 km. Pierce and Coroniti [1966] considered a mechanism by which
gravity waves could be generated specifically by thunderstorms, and Swdi [1976]
extended these ideas to effects from thunderstorm penetration of the tropopause. The
gravity waves occur with a wide variety of spatial spectral ranges, from quasi-
monochromatic wave trains, to small-scale turbulence structures arising from wave
breaking. Fritts [1984] reviewed gravity wave saturation in the middle atmosphere, and
Walterscheid and Schubert [1990] reviewed the processes leading to overturning and
gravity waves and creation of turbulence. More recent observations described latter in

this section are used to characterize the turbulence model in the simulations.

If the amplitude of a gravity wave grows large enough that the temperature
perturbation becomes superadiabatic, the wave becomes unstable and “breaks” [Brasseur
and Solomon, 1986]. Atmospheric conditions strongly affect the wave propagation. For

instance, when the wave phase speed equals that of the zonal background wind the wave
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is absorbed. The level at which this occurs is referred to as the critical level. The wave
can also be reflected at the altitude where its frequency equals the buoyancy, or Brunt-

Vaissild, frequency [Brasseur and Solomon, 1986].

Observations verify that gravity waves are generated both by surface winds
interacting with orographic features and by thunderstorms, and may penetraic to
mesopause altitudes. Larsen et al. [1982] have observed gravity waves generated by
thunderstorms using a radar. Perturbations in OH nightglow due to gravity waves have
been reported [e.g., Krassovsky, 1972; Taylor and Hapgood, 1988; Taylor et al., 1991,
Turnbull and Lowe, 1991, and references therein]. Maithews et al. [1993] reported
vertical displacements 2-3 km in the neutral density at 95 km, corresponding to density
variations of 20-30%. Small-scale structures in OH airglow images, attributed to gravity
wave modulation, have been reported by Hecht et al. [1997] and Hecht et al. [2000], and
breaking action has been interpreted using the 3-D simulation results of Frifts et al.
[1997].

The analysis of the Ilatitude/longitude cloudtop temperature map of the
thunderstorm generating the sprites studied in this work, described in Chapter 3, revealed
the complex temporal dynamics of the spatial structure of the top of the thundercloud,
associated with the convective activity inside the thunderstorm. Thunderstorm convective
activity is a source of short period gravity waves. To date, however, in only a few studies
has the source of specific gravity wave features observed in the nightglow been precisely
identified [Taylor and Hapgood, 1988, Medeiros, 2001; Sentman et al., 2003]. A good
example of gravity wave effects on the mesosphere is shown in Figure 4.2. The circular
wave pattern was observed in OH simultaneously with sprites above a thunderstorm
[Sentman et al., 2003]. The patterns in the OH emissions were probably related to gravity
waves. The waves and the sprites are likely to have been produced by the same

thunderstorm.
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Figure 4.2 Circular wave pattern observed in OH probably due to gravity waves. The pattern was observed
above a sprite-producing thunderstorm. The sprite on the main image is shown in the inset in more detail as
recorded by a separate ICCD camera. The image was recorded using 25 sec time exposure with a NIR filter
during the Sprites99 campaign [Sentman et al, 2003].

Small scale breaking of gravity waves has also been observed in OH airglow
[Yamada et al., 2001]. Figure 4.3 from Yamada et al. [2001] shows an example of
gravity wave breaking of ~27 km dominant wavelength to turbulent scale sizes <10 km.
The basic photochemistry of this region is reviewed by Sentman et al., [2003] and Liu
and Swenson [2003]. At lower altitudes, gravity wave perturbations have been observed
in stratospheric CO, medium infrared emissions [e.g., Dewan et al., 1998; Picard et al.,
1998].
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Figure 4.3 Time sequence of OH airglow images. The sequence span the period of 1619-1725 UT on
December 23, 1995. The last four digits at top of each image give universal time. The image area is
approximately 180 x 180 km at 87 km [Yamada et al., 2001].

Liibken et al. [2002] performed rocket measurements in northern Norway and
Sweden to investigate the possible relationship between polar mesosphere summer
echoes (PMSC) and neutral air turbulence. It was found that there was a significant
amount of turbulence at the mesopause, but it was uncorrelated with the occurrence of
PMSCs. Figure 4.4 from Liibken et al. [2002] shows a range of spatial inhomogeneities
in the temperature of the polar mesosphere. The vertical temperature profiles across the

mesopause were obtained during the rocket flights. The measured root-mean-square
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(rms) turbulence levels ranged from 5-20 K about the mean. In adiabatic processes,

fluctuations in the temperature are related to fluctuations in the neutral density by

dl dn 2dn
= (y-D=== 4.2
T 4 )n 5n “.2)

where y=7/5 is the specific heat ratio for a diatomic gas. However, one of the conclusions
of Liibken et al. [2002] was that the turbulence was not adiabatic. The turbulence
extended across a vertical layer of thickness 5-10 km centered on the mesopause at ~85
km. No information was provided about horizontal turbulence, i.e., whether the

turbulence was isotropic.

Other studies have revealed the occurrence of mesospheric bores [Dewan and
Picard, 1998, 2001} and overturning or convective roll cells near the mesosphere [Larsen
et al., 2003]. These types of perturbations possess long horizontal extensions, and are
qualitatively different from the turbulence cited in previous studies. Thus, the
temperature/density of the mesosphere in the region of the mesopause appears to posses a
variety of inhomogeneous structures that are highly variable over a wide variety of
latitudes and local times, with amplitudes up to several tens percent, and scale sizes that

range from a few- to a few-tens of km.
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Figure 4.4 Vertical temperature profiles in the vicinity of the polar summer mesopause. The panels
illustrate vertical structure in this region; the shaded areas are polar mesosphere summer echoes [Libken et

al., 2002].
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4.3 BACKGCGROUND PHYSICS FORMIULATION

During the development of a thunderstorm, strong updrafts and downdrafts take
place inside the clouds. These drafts generate charge separation in the ice particles and
water droplets that form the clouds, through collisional (and other not well understood)
processes that have a complicated dependence on the local temperature. These charged
particles form the complex charge structure of thunderstorms, generally approximated as
an “inverted dipole,” with the positive charge center lying above the negative.
Simultaneously, polarization charges of opposite polarity are induced in the surrounding
atmosphere due to the finite vertical conductivity gradient, shielding the thunderstorm

electric field at high altitudes (Figure 4.5).

~Megative Shielding Layer

- o

Negative /
Center |

Paositive Shielding Layer

TT T I T 7777777777777

Figure 4.5 Inverted dipole model of thunderstorm. (Adapted from Pinto Jr. and Pinto [1996])

When a lightning discharge occurs, it produces a transient electric field that has a
rapidly varying component of short duration, an electromagnetic pulse (EMP) produced
by the return stroke current, and a slowly varying component with long duration, i.c., the
quasi-electrostatic field produced by the removal of the thundercloud charge. The EMP
propagates at speeds close to the speed of light, passing too quickly through the

mesosphere to produce an appreciable effect in the highly collisional environment. They
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are, however, the source of elves (Figure 1.3, center), outwardly expanding ring shaped

optical emissions excited in the ionosphere at ~100 km [Fukunishi et al., 1996a,b}.

It has been shown that the quasi-electrostatic approximation is adequate to
account for the characteristics of sprites {Pasko et al., 1997b]. The quasi-electrostatic
approximation invelves assuming the electric field can be written solely in terms of a
scalar potential function E = -V, where electric displacement effects are ignored.
Conduction currents are related to the electric field via Ohm’s law J = oF, where the
conductivity o is assumed to be a scalar quantity. The simulations involved solving the

coupled Gauss law

v.E= Lot p) (4.3)
&
and the continuity equation
QL‘%L—EL)—+V-(JO+JI):O, “.4)
[

where the subscripts 0 and 1 indicate the source, or thunderstorm, and induced, or

atmospheric quantities, respectively.

The quasi-electrostatic component of the field may generate sprites at the
locations where it exceeds the breakdown threshold [Pasko et al., 1997b]

E, =3.2x10° %- Vim, (4.5)

where Ej is the characteristic air breakdown field, &, is the neutral density on the ground
and N is the density profile. £} (Figure 4.6) is determined by the relation between creation
and removal of electrons, i.e. ionization, attachment, and less effectively, recombination.
Electron impact ionization is the most important charge generation mechanism in a gas
discharge. Other less effective ionization mechanisms are photoionization, which provide

seed electrons that start avalanches in streamer propagation, ionization by resonance-
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excited species, and associative ionization [Raizer, 1991]. The rate of impact ionization

in the absence of losses is characterized by the ionization frequency v; (Equation (4.6))

390 i
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g
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Figure 4.6 Breakdown electric field as a function of altitude.

an| jn(s)vq-(e)de’ w
dt |, Jn(g)ds

where n(¢) is the electron energy distribution function (density normalized), oi(¢) is the
ionization cross section of gas species in ground state and v is the velocity of the electron.
The electron impact cross sections for the two major constituents of the atmosphere,

molecular nitrogen (~78%) and molecular oxygen (~22%), are shown in Figure 4.7.
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Figure 4.7 Cross sections of N, (left), and O, (right) as a function of energy. [Lummerzheim, 1987]
The recombination rate in a plasma without electronegative components, and in
the absence of an electric ficld, follows
dn )

A =-pnn., n=—7N'—7m,
dt |, v 1+ Bn’t

@.7)

where f is the electron-ion recombination coefficient, n.. is the density of positive ions,
and n.’ is the initial electron density. Recombination is a less effective electron removal
mechanism than attachment, since it is proportional to the electron density squared

[Raizer, 1991], and will not be considered in this work.

In the mesosphere, attachment is the main loss mechanism for electrons.
Molecular oxygen, the second major constituent of the atmosphere, is a major sink of
electrons in the mesosphere, since the dominant attachment reactions in this region are

dissociative attachment of O, and a three-body reaction involving O,:
e +0,->0+0" 4.8)
e +0,+M >0, +M. (4.9)

The total change in electron density is then given by
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—==(v,-v )n,, (4.10)

where v, is the attachment frequency. Experimentally, what one actually measures in a dc
electric field are the ionization and attachment coefficients, & and a respectively, which
are the ionization/attachment per unit length along the field (a = v/v, a = v./v, ¢.f. Raizer

[1991]).

As mentioned previously, the mesosphere and lower ionosphere are weakly
ionized collisional media. In such a collisional regime, the conductivity, electron
mobility, electron density, ionization and attachment frequencies, depend nonlinearly on
the electric field. The Pasko et al. [1997b] quasi-electrostatic model for sprite production
treats the nonlinear effects using a self-consistent calculation of the conductivity and
electric field. The heating of the local electrons strongly modifies the conductivity above
~60 km where the electron component of the conductivity is dominant; below that
altitude the changes in the conductivity are negligible since the ions are not significantly
heated by the electric field. Pasko et al. [1997b] takes into account the effects of the
electric field on the conductivity through changes in the mobility s due to heating and
changes in the electron density »n. due to ionization and attachment processes. The
simulations performed in this study follows the Pasko et al. [1997b] self-consistent

formulation as described in the next section.

4.4 DESCRIPTION OF THE SIMULATION

C«» 2

The objective of the simulations was to investigate whether inhomogeneities in
the atmospheric conductivity can be the cause of multiple sprites occurring due to a
single lightning stroke, and possessing lateral displacement from the generating
discharge. The simulations followed the spatial-temporal evolution of the lightning
induced quasi-electrostatic field (E = -V ¢) in a laminar and perturbed atmosphere. It was

terminated when all the thundercloud charge associated with the lightning was
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discharged. The simulations involved solving Equations (4.3) and (4.4) rewritten as a

function of the potential

Vig=—E pu=pitpy (@.11)
0
aptot O_plol
Sl o VgL (4.12)
ot &

The problem was solved in two dimensions (2-D) using cylindrical geometry (r,
z) with axial symmetry (Figure 4.8). The computation domain was a square region of 90
km with grid elements, dr and dz of 1 km. The time steps, At, were taken to be one half
the shortest relaxation time (7= g/o) of the system, which occurs at 90 km altitude, i.e.,

At = top /2.

A\ 4

Figure 4.8 Coordinate system used in the simulations. Boundary condition is &p/&r = 0 at all boundaries.
In cylindrical coordinates Poisson’s equation is

vig 2 +(‘32 +-1-—@—]¢=—£’ﬂ (4.13)

Tz o’ ror &
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The radial and vertical differential operators were discretized into matrix operators using
second order forms from Abramowitz and Stegun [1962], so that Poisson’s equation may

be written

1
Lz(p+(er :_:pmt' (414)

¢

Here the vertical component of the Laplacian (L;) is a left matrix operator and the radial

component (L,) is a right matrix operator. Letting X=¢, A=L,, B=L_, and
C=-(1/ & )P, be the respective parameter matrices and matrix operators, the matrix

form of the Poisson’s equation may be written in the standard form for Sylvester’s

equation
AX+XB=C. (4.15)

The boundary conditions were set in the first and last rows of the matrix
operators. The ground (z = 0 km) and ionospheric (z = 90 km) boundaries were assumed
to be perfect conductors and Dirichlet’s boundary condition (dp/d = 0) was applied,
making the electric field perpendicular to these boundaries. Neumann’s boundary
condition (Jp/& = 0) was applied along the z-axis ( = 0 km) and at the cylindrical
boundary (» =90 km), making the field parallel to the boundary (i.e., vertical). The
cylindrical boundary condition can in principle be set as Jp/cz = 0 or as Sp/d = 0. Both
of these conditions lead to unphysical modifications near to the boundary, but the spatial-
temporal evolution of the electric field does not depend significantly on the edge fields
since the boundary is far enough from the charge source. Pasko et al. [1997b] have set
the cylindrical boundary at » = 60 km in his simulations, as a trade off between computer
resources available at the time and the accuracy, and showed that these boundary
conditions lead to an error of < 10% on the magnitude of the field at » =50 km and z = 10
km.

Poisson’s equation in the form of Sylvester’s equation (4.15) was solved at each

time step using the method of Schur decomposition [Bartels and Stewart, 1972). The
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other equations were discretized using the method of first finite differences [Fleicher,
1990].

The thunderstorm charge centers were modeled as Gaussians having the total
charge (Q.), center altitude (z.), and 1/e widths (z, and 7,) as free parameters (Equation

(4.16)). The charge centers were placed along the z-axis.

2 2
Po=p.+ P, pi=—QieXp —(Z—Z*J J{L} (4.16)
V z 7

a a

where p. and p. are the positive and negative charge densities respectively and V' is the

normalization parameter applied to yield a total charge equal Q.

The laminar neutral density profile (Figure 4.9) was obtained from the MSIS-E-90
model for 22 July, 1996, latitude 37.5° N, longitude 99.0° W, and 6 UT as input
parameters. This configuration approximately corresponds to the location of the sprite
producing region of the thunderstorm studied, during the period of high lightning and
sprite activity studied in Chapters 2 and 3.

90 . Q0
80+ 1 80+
704 ] 70
60+ . 60-
E 50- 1 € 504
§ 404 . E 40
g % 1 F 30
204 g 204
104 4 10-
0 s ey - 0o . . .
1E18 1E18 1220 1E21 1E22 1E23 1E24 1E25 1E28 1E-13 1E-12 1E-11 1E-10 1E9
Atmospheric nurber dersity (m°) lon conductivity (S/m)

Figure 4.9 Neutral density (left) and ion conductivity (right) profiles. The neutral density was obtained
from the MSIS-E-90 model for input parameters date = July 22, 1996, lat. = 37.5° N, lon. = 99.0° W, and
time = 6 UT. The ion conductivity was modeled after Holzworth et al. [1985].
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The laminar conductivity profile (Figure 4.11) was calculated as a sum of the ion
and electron components. The ion component (Figure 4.9) was adapted from Holzworth

et al., [1985] and the electron component was calculated using
O, =en,. (4.17)

The electron density profile of the bottom of the nighttime ionospheric D/E region
(Figure 4.11) used in the calculation of the electron component of the conductivity was

modeled after Chapman’s theory

n

no L, , (4.18)

e.Chap = e,max

where n, mq 15 the maximum electron density, z,. is the altitude of maximum electron
density, and Hy 1s the scale height of the layer. All those quantities are free parameters

that may be adjusted to model a wide variety of profiles.

The altitude of maximum electron density was set as 100 km. The other two free
parameters were carefully chosen (Table 4.1) in order to construct a conductivity profile
that would best fit the midlatitude conductivity profile measured by Maynard et al.
[1981] (Figure 4.1), without inducing electric breakdown when a 50 C positive charge
center was completely discharged. This laminar conductivity profile (oy) and
thunderstorm charge configuration Q. = +50 C constituted the control case against which
all other cases spanning the explored parameter space were compared. The right panel of
Figure 4.10 shows a comparison between the conductivity data (Gummaa), the control
conductivity (oy), a conductivity profile calculated using the electron distribution
provided by the IRI model (o) for the same input parameters used in the MSIS-E-90
model, and a conductivity profile using the same Hj and zpay as oy and o mee =2 X 10° m’
? (0309), extracted from Rees [1989]. The left panel of Figure 4.10 shows the electron
density profile used to calculate the electron component of the conductivities oy, o,
o29. This figure illustrates the large variability of electron density and conductivity that

may occur in the atmosphere.
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Figure 4.10 Comparison of several electron densities (left) and conductivities. Giymaa is the conductivity
data extracted from Maynard et al. [1981] oy is the control conductivity, gm is a conductivity profile
calculated using the electron distribution provided by the IRI model gy, and 0,9 is a conductivity profile
calculated using the same Hy and 2., as oy and 7, ,pe = 2 x 10° m>. n4, Pugrr , and 7.2, the electron density
profiles used to calculate oy, Giry, Greo.

44.1 PRE-LIGHTNING CONFIGURATION

The first step in the simulations was to calculate the electric field and induced
charge in the laminar atmosphere due to the presence of the thunderstorm, before the
lightning discharge, i.e., the pre-lightning configuration. Since the time scale of
thunderstorm development, of the order of hours, is much larger than the electric
relaxation time over all altitudes, in the pre-lightning configuration the atmosphere would
have relaxed over all altitudes. The relaxation time decreases with altitude, therefore the
top of the system relaxes first and the relaxation level moves downwards with time, i.e.,
the so called “moving capacitor model” of Greifinger and Greifinger [1976]. In these
simulations, due to computational limitations, the atmosphere was allowed to relax only

down to 50 km altitude. The simulations are therefore valid for altitudes above 50 km.

Also due to the long charge build up time, no self-consistent formulation was
applied in this part of the simulations. It was assumed that the thunderstorm charges build

up slowly enough that the dipolar electric field maintains a linear relationship with the
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conductivity, no ionization or attachment is produced and the electrons are not heated.

The electron mobility was calculated using the linear expression in Equation (4.22).

Several parameter regimes were selected to provide a variety of atmospheric
conditions under which sprites may occur. Two laminar conductivity profiles, the control
conductivity and a variation of that with reduced #, ... (o3), were used. The values chosen
for the free parameters of Equation (4.18) generating the electron density profiles used to
calculate of the conductivities are shown in Table 4.1. The table also shows the resulting
maximum ambient conductivity, at 90 km, and the resulting time step. Figure 4.11 shows
the electron density profiles calculated using the parameters in Table 4.1 and the

conductivity profiles oy and op together with the conductivity data Gyuymara.

Table 4.1 Parameters related to laminar ambient conductivity profiles

Proﬁles e max (ln_B) Zmax (kIIl) HO (km) OTmax (S/ m) Ar= O-S*TQOkm (S)
oy 5x10 100 15 3.72x10° 1.19x10°
OB 1x10 100 15 4.45x107 5.94x10°
% 0 .
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Figure 4.11 Electron densities (left) and conductivities (right) used in the simulations.

For each conductivity profile, three charge configurations (O, = 450 C, Q. =
+100 C and Q. = +200 C) were used to model thunderstorm charge centers. Table 4.2

shows the values utilized for the free parameters of Equation (4.16) determining the
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charge density of the thunderstorm. In order to consistently compare results due to
different thunderstorm charges, the location of the charge centers and their relative sizes

were kept constant; only the total charge amount was varied.

Table 4.2 Charge related parameters

0. z. (km) zy, (kan) 0-© = (ko) 7z, (k)
50 10 3 -50 5 3
100 10 3 -100 5 3
200 10 3 -200 5 3

A total of six laminar pre-lightning configurations were evaluated. The pre-
lightning atmospheric induced charge density (o;), and total electric field (Ey,) of the
control case (Q. 50 C, first line of Table 4.2, and conductivity o4) are shown in Figure
4.12 together with the thunderstorm (o) and total charge densities (0.), and electric field

components (£, and E;).
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Figure 4.12 Pre-lightning configuration of total charge density for the control case. The first line shows the
thundercloud charge density (py), the charge density induced in the atmosphere (p;), and total charge
density {p). respectively. The second row shows the £, and £, components of the electric field, as well as
the total field (£,,), respectively. Note that py, and p; and p,,, are saturated below 20 km.

The perturbed, or inhomogeneous, pre-lightning configurations were generated by
superimposing six different perturbation patterns of varying amplitude and scale size onto
the neutral density profile. The perturbations were mapped to the relevant density
dependent quantities (i, 7., o, Fi,) according to expressions given in Section 4.4.2,
previously evaluated for the laminar pre-lightning configuration of the control case. Since
the atmosphere has relaxed down to 50 km in the pre-lightning scenario, the electric field
is almost totally excluded above that altitude (Figure 4.12) and E/E; ~ 0. Therefore,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



66

superimposing the perturbation patterns on the already calculated laminar pre-lightning
configuration produces the same perturbed pre-lightning configurations as if they were

initially calculated with the perturbation patterns.

A simple isotropic model characterized by a Gaussian amplitude probability
distribution generated by a spatially low pass filtered random number field (Equation

(4.19)) was adopted to create smooth perturbation patterns
A (2.7) = A, 7, (2, 7)eXD[~(2 — 2, Pm)z / af,m] , (4.19)

where Ap.,, is the amplitude of the average perturbation, .« (z, #) 1s an uniform random
pattern generated to yield a specified standard deviation and isotropic scale size. The
exponential factor centers the random pattern at altitude zj,., with characteristic layer
thickness ay.. TO generate the random pattern 7p.r (z, ) of specified scale size sizeper, a
matrix was created and initialized with independent identically distributed white
(Gaussian) noise. It was then convolved with a 2-D isotropic Gaussian of width sizeper,

and scaled according to the specified standard deviation.

The perturbation pattern was then superimposed on the ambient background

profile by multiplication to produce the spatially structure density field
N(z,r)=N,(z,r)[1+A,, (z,r)]. (4.20)

This perturbation model is sufficiently flexible to permit investigation of the

effects of turbulence on sprite initiation over a wide variety of turbulent conditions.
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Table 4.3 shows input values for the parameters used in generating the perturbation.
Figure 4.13 shows, as an example, the perturbation pattern used for 4., = 0.3 and sizeper

=2 km, as well as the resulting density, mobility and conductivity.
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cases Apers SiZ€ pere (kaM1) 26 pers (kim) Apers (kim)
mput actual input actual
1 0.1 0.0985 2 2.0132 80 10
2 0.2 0.1993 2 2.6397 80 10
3 0.2 0.2065 5 5.0285 80 10
4 0.3 0.2931 2 2.0457 80 10
5 0.3 0.2959 5 5.1943 80 10
6 0.4 0.3971 2 2.0475 80 10
7 0.4 0.3875 5 5.1338 80 10
E
g
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Figure 4.13 Perturbation pattern and perturbed density, mobility and conductivity. Input parameters are
Apers = 0.3 and size,e, = 2 km.
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44.2 SPACE-TIME EVOLUTION OF LIGHTNING INDUCED ELECTRIC
FIELD

After the pre-lightning condition was determined, either laminar or
mhomogeneous, a cloud-to-ground discharge of I ms (#,%) was simulated by removing
the charge of the positive/negative charge center adopting the same functional form used
by Pasko et al. [1997b]

tanh(/1,,,,)

E< fi 421
tanh(1) } — Hight @.21)

p0:p¢+p¢(1

The functional variation for charge removal models the discharge process. The specific
form is not critical for the physics of the phenomena modeled [Pasko et al., 1997b], as
long as it is monotonically decreasing. The form used here has a characteristic duration of

~300 ps in agreement with observations for positive lightning [ Uman, 1987].

In these simulations (nonlinear regime) the electric field and conductivity were
calculated in a self-consistent manner, after the model of Pasko et al. [1997b]. The
electron component of the conductivity (Equation (4.17)) was recalculated at each time
step to take into account changes in the electron mobility due to heating [Pasko et al.,
1997b]
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3

Za,xi
v, :(-]\1 jmo , for EN, >1.122 x 10° V/m (4.23)
No N
vi=0, for EN

<1.122x10° V/im
N

where x =log,, (Ej—\-—]\;@-j, ap = -624.68, a; =249.60, a,=-32.878, and a5 = 1.4546.

These ionization rates compare favorably with those given by Papadopoulos et al.
[1993], and with swarm data [Dutton, 1975].

The attachment frequency was calculated using [Barrington-Leigh et al., 2000]:

4
Zaif :
v :[-]Y- )100 , EN, >3.162x 10° V/m (4.24)
No N

v,.=0, for E]]\\lff’ <3.162x10° V/m

where x =log,, (—EFNO—J, ap = -3567.0, a; = 1992.68, a, = -416.601, a3 = 38.7290, and a.

= -1.35113.

The expressions given above are based on experimental data and on kinetic
simulations [Pasko et al., 1997b, and references therein]. Figure 4.14 graphically shows
the dependence of the s, v; and v, on ENy/N. The self-consistent formulation of this
model has the same limitations described in Pasko et al. [1997b], and are only valid for
ENy/N < 1.6 x 107 V/m, or E/E, < 5. For fields above this value the electron energy
approaches the ionization energy and the ionization process becomes nonstationary
[Pasko et al., 1997b; Papadopoulos et al., 1993, and references therein]. In this work,
E/E, < 5 for all cases studied. A second limitation is that the model is not valid for time
scales less than the time required for the establishment of the stationary electron
distribution function [Pasko et al., 1997b], estimated as 10us for an altitude range of 80-
90 km [Taranenko et al., 1993].
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Figure 4.14 Mobility (left) and ionization (right) and attachment frequencies as a function of ENy/N.

4421 LAMINAR CASES

Six different cases were run for a laminar atmosphere. For each conductivity
profile, oy and o, all three charge configuration were employed. All the results of this
dissertation are presented in terms of electron mobility, electron density, conductivity, the
ratio E/E;, and total charge density. They are shown at # = 0 ms (before lightning), at the
time step in which E/E; > 1 for the first time, and at # = 1 ms (at the termination of the

lightning discharge).

The results at # =1 ms of the control case (g4 and Q. = +50 C) and of the other
two cases in which only the thunderstorm charge was varied (oy and O, = +100C, Q. =
1200 C), were compared with the correspondent results of Pasko et al. [1997b]. They are
in very good qualitative and reasonable quantitative agreement, with only minor
differences due to the fact that different ambient ( = 0 ms) conductivity profiles were
used in the respective models. Figure 4.15 shows a comparison of vertical profiles of
electron density and conductivity at # = 1 ms, together with the ambient profiles, taken at
¥ = 0 km. For 50 C, attachment dominates at all altitudes and the electron density is

slightly reduced in both models compared to the ambient profiles.
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The altitude distribution of mobility and electron density are shown in Figure
4.16, Figure 4.18 and Figure 4.20 for the region above 60 km, where modifications from
the ambient profiles occur. Figure 4.17, Figure 4.19 and Figure 4.21 show the altitude
distribution of conductivity and £/E, for the same region. In the control case (Figure 4.16
and Figure 4.17) no breakdown is produced. The mobility and conductivity are reduced
by approximately 2 orders of magnitude everywhere above 60 km. Changes in mobility
dominate over changes in the electron density in this case, and the conductivity temporal-
spatial evolution is determined by the mobility evolution. The electron density is

modified by attachment within ~40 km distance in the radial direction.
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Figure 4.15 Electron density and conductivity for this and Pasko et af. [1997b] model. All the results are
for the termination of the lightning discharge (# = 1 ms). The first row shows results for this model and the
second row shows the top row of Figure 12 of Pasko et al. [1997b].
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Figure 4.16 Electron mobility (left) and electron density (right) for the control case. The first row shows ¢
= ( ms and the second row shows ¢ = 1 ms. The atmosphere does not breakdown in this case.
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Figure 4.17 Conductivity (left) and £,,/Fy, (right) for the control case. The first row shows ¢ = 0 ms and the
second row shows 7= 1 ms. The atmosphere does not breakdown in this case.
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For the cases where Q. = +100 C (Figure 4.18 and Figure 4.19) and 0. =+200 C
(Figure 4.20 and Figure 4.21), the mobility term dominates over the electron density,
reducing the conductivity over all altitudes until the electric field reaches the breakdown
threshold. Breakdown occurs earlier, and therefore with less charge removal, for the 200
C case than the 100 C case. After that, the electron density term becomes progressively
dominant, i.e., ionization progressively dominates over attachment above ~73 km, for
100 C, and above ~65 km, for 200 C, enhancing the conductivity in that region up to » =
~50 km. Below those altitudes, the conductivity is reduced.

o, laminar t=0ms, Q=100C

E=Ek 1=0.090 ms, Q remov | 1.8%

Altitude (km)

60 |

t= 1 ms (end of lightning discharge)

0 20 40 60 80 0 20 40 60 80
Radial distance (km) Radial distance (km)

Mobility (m%sA)  x 10

Figure 4.18 Electron mobility (left) and electron density (right) for the 100 C case. The first row shows 7 =
0 ms, the second row shows when %, = Ej for the first time, and the third row shows # = 1 ms. The
percentage of the total charge removed (QOremsy) and breakdown time are indicated above the middle row
panel. The laminar control profile, oy, was used.
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The other three laminar cases, where the conductivity profile op was used (same
charge configurations), qualitatively show behavior similar to that previously described.
In general, the greater the charge in the initial configuration, the greater are the changes
in the magnitude of the electron mobility, electron density and conductivity, and the
earlier the atmosphere breaks down. The main difference between profiles oy and op is
that breakdown occurs in the 50 C case for profile o3, the environment with smaller
conductivity has fewer charge carriers to shield the penetration of the electric field. This

case is shown in Figures A-1 and A-2 of Appendix A.

o, laminar t=0ms, Q=100C

E=Ek 1=0.080 ms, Q =11.8%
remov
90~
£ 80
@
o
£ 70
<
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t= 1 ms (end of lightning discharge)
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/ .
80
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0 20 40 60 80 0 20 40 60 80
Radial distance (km) Radial distance (km)
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Figure 4.19 Conductivity (left) and £,,/E}, (right) for the 100 C case. The first row shows 7 = 0 ms, the
second row shows when E,,, = E}, for the first time, and the third row shows 7= | ms. The percentage of the
total charge removed (Qemy) and breakdown time are indicated above the middle row panel. The laminar
control profile, oy, was used.
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In all laminar cases in which the electric field reaches the breakdown threshold, it
develops centered on the underling charge, as in other models adopting a laminar
description of the atmosphere. The temporal-spatial evolution of the electric field is in
good agreement with the evolution of modeled intensity of emissions of the first positive
band of N shown in Figure 14 of Pasko et al. [1997b], for 250 C. The temporal-spatial
evolution of the optical emissions is controlled by the development of ionization and the

relatively faster relaxation of the electric field at higher altitudes.

A laminar t=0ms, Q=200C

E=Ek 1=0.033ms, Q

t= 1 ms {end of lighthing discharge)

T

0 20 40 60 80 0 20 40 60 80
Radial distance (km) Radial distance (km)

Mobilty (%) x 10 Electron density (M%) x 10
Figure 4.20 Electron mobility (left) and electron density (right) for the 200 C case. The first row shows =
0 ms, the second row shows when £, = E; for the first time, and the third row shows r = 1 ms. The

percentage of the total charge removed (Oyemey) and breakdown time are indicated above the middle row
panel. The laminar control profile, oy, was used.

However, in this model, breakdown first occurs at the ionospheric boundary at 90

km, at the very top “row” of the domain, where the upper boundary is located. This could
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be interpreted as the boundary condition (perfect conductor, Jdp/d = 0) leading to

unrealistic large values of the electric field at the boundary.

Figure 4.22 shows the total charge density in the atmosphere (o = oy + p;) for
the three charge configurations, before the lightning, when the electric field first reaches
breakdown, and at the end of the discharge. A layer of positive polarization charge
develops above 60 km due to the removal of the positive center of the thunderstorm. The
magnitude of this induced charge layer reflects the amount of removed charge. A similar

behavior is observed when the conductivity profile B is used (Figure A-3, Appendix A).
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Figure 4.21 Conductivity (left) and E,,/E;, (right) for the 200 C case. The first row shows ¢ = 0 ms, the
second row shows when £, = E} for the first time, and the third row shows ¢= 1 ms. The percentage of the
total charge removed (Qremov) and breakdown time are indicated above the middle row panel. The laminar

control profile, oy, was used.
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Figure 4.22 Total charge density for Q = 50, 100, 200 C. Refer to Table 4.2 for further details. The first
row shows ¢ = 0 ms, the middle row shows when F,,, = £ for the first time, and the last row shows 7= 1 ms.
The percentage of the total charge removed (Q,mov) and breakdown time are indicated above the middle
row figures. The laminar control profile, oy, was used. Notice that the control case (left column) does not

breakdown.
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A total of eight different perturbation cases were evaluated, in which the relative
average amplitude (4p.) of the perturbation was varied from 0.1 to 0.4 in steps of 0.1,
and the average characteristic spatial scale (size,) was either 2km or 5km. The first
difference noticed between perturbed and laminar cases, is that in all the perturbed cases
breakdown occurred in locations laterally displaced from the underling lightning,
agreeing with sprite observations and with the distribution presented in Figure 2.4.
Furthermore, breakdown occurred at multiple regions (e.g. Figure 4.27), simultaneously
or within time scales less than 1 ms. Sprites initiated at these points would appear to be
“simultaneous” for observations at a rate of 1000/s or less. Figure 4.23, an enlargement of
part of Figure 1.7, contains Stenbaek-Nielsen et ai. [2000] 1000 fps observations of
sprites, showing multiple sprite initiation regions that breakdown points simulated by this

model, e.g. Figure 4.27, could trigger. The first row was contrast enhanced.

Figure 4.23 Multiple sprite initiation points shown in the middle column. This sequence of images adapted
from Stenbaek-Nielsen et al. [2000] was recorded at 1000 fps. The first row was contrast enhanced.
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Perturbations with 4, = 0.1 and size,, = 2 km (Figure 4.24 and Figure 4.25) are
sufficient to produce breakdown in the control case. However, no breakdown has been
observed for 3 different patterns with 4. = 0.1 and size,.» = 5 km {not shown). The
cases with 4p. = 0.2 and size,., = 2 km and 5 km are shown in Figures A-4 to A-7, and
the cases with 4. = 0.4 and sizepe,s = 2 km and 5 km are shown in Figures A-8 to A-11
in Appendix A. Breakdown first occurred inside “pocket” regions of very large density
depletions (> 70%). As the charge moment increased, breakdown progressively occurred
in regions of lower density depletions (< 25%). Around the termination of the lightning

breakdown was produced in regions with depletions < 10%.

o, perturbed, rms =0.1, size =2 km t=0ms Q=50C

E=E, t=0.829ms, Q remoy ~92-3%

0 20 40 60 80 0 20 40 60 80
Radial distance (km) Radial distance (km)

Mobliity (%A} x 10 Electrondensity (m™) x40

Figure 4.24 Electron mobility (left) and electron density (right) for perturbed case 1. The first row shows ¢
= 0 ms, the second row shows when £, = E; for the first time, and the third row shows 7 = | ms. The
percentage of the total charge removed (Qremo) and breakdown time are indicated above the middle row
panel. Case 1 is the control case with input perturbations parameters 4, = 0.1 and size,,,, = 2 km.
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o, perturbed, rms =0.1, size =2 km t=0ms, Q=50C
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Figure 4.25 Conductivity (left) and E,./E). (right) for perturbed case 1. The first row shows ¢ = 0 ms, the
second row shows when E,,, = E for the first time, and the third row shows ¢ =1 ms. The percentage of the
total charge removed (Qremoy) and breakdown time are indicated above the middle row panel. Case 1 is the
control case with input perturbations parameters 4., = 0.1 and size,,,, = 2 km.

For a larger perturbation amplitude, 4., = 0.3, with the same size, sizepe, = 2 km,
larger modifications of the atmosphere were observed. Breakdown was produced at
multiple locations, within pockets of decreased neutral density. The first breakdown point
occurred at ~84 km altitude, and ~7 km lateral displacement, in a pocket of ~74% density
depletion. Regions with lower density depletions, e.g. ~20% and ~5%, located at (7, z)
coordinates approximately (7, 85) and (9, 81) respectively, broke down at a latter time. In
these pocket regions E; was lowered. This effect summed with the self-consistent

reduction of the conductivity, discussed in the previous section, “facilitated” breakdown.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



82

o, periurbed, rms =0.3, size =2 km t=0ms, Q=50C
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Figure 4.26 Electron mobility (left) and electron density (right) for perturbed case 4. The first row shows #
= 0 ms, the second row shows when E,,, = E; for<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>