INFORMATION TO USERS

This manuscript has been reproduced from the microfilm master. UMI films
the text directly from the original or copy submitted. Thus, some thesis and
dissertation copies are in typewriter face, while others may be from any type of
computer printer.

The quality of this reproduction is dependent upon the quality of the
copy submitted. Broken or indistinct print, colored or poor quality illustrations
and photographs, print bleedthrough, substandard margins, and improper
alignment can adversely affect reproduction.

In the uniikely event that the author did not send UMI a complete manuscript
and there are missing pages, these will be noted. Also, if unauthorized
copyright material had to be removed, a note will indicate the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by
sectioning the original, beginning at the upper left-hand comer and continuing
from left to right in equal sections with small overlaps.

Photographs included in the original manuscript have been reproduced
xerographically in this copy. Higher quality 6° x 9" black and white
photographic prints are availabie for any photographs or illustrations appearing
in this copy for an additional charge. Contact UMI directly to order.

ProQuest Information and Learmning
300 North Zeeb Road, Ann Arbor, Ml 48106-1346 USA
800-521-0600

UMI

./ A& VAL

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



MODELING THE INFLUENCES OF CLIMATE CHANGE. PERMAFROST
DYNAMICS. AND FIRE DISTURBANCE ON CARBON DYNAMICS OF

HIGH LATITUDE ECOSYSTEMS

A
THESIS
Presented to the Faculty
of the University of Alaska Fairbanks
in Partial Fulfillment of the Requirements

For the Degree of

DOCTOR OF PHILOSOPHY

By

Qianlai Zhuang. M.S.

Fairbanks. Alaska

December 2001

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



UMI Number: 3029826

®

UMI

UMI Microform 3029826

Copyright 2002 by Bell & Howell Information and Leaming Company.

All rights reserved. This microform edition is protected against
unauthorized copying under Title 17, United States Code.

Bell & Howell information and Leaming Company
300 North Zeeb Road
P.O. Box 1346
Ann Arbor, M 48106-1346

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



MODELING THE INFLUENCES OF CLIMATE CHANGE. PERMAFROST
DYNAMICS. AND FIRE DISTURBANCE ON CARBON DYNAMICS OF

HIGH LATITUDE ECOSYSTEMS

By

-

Qianlai Zhuang

RECOMMENDED:
\ J/ i
D M o
Advisory Committee Chair
e mrtd O T e
Department Head of Biology and Wildliﬁe
APPROVED:

J (Ueed iy

Dean. College of Science. Engineering and Mathematics

LA £

Deyéfthe Gradugite School
&
10 <14 = p)

Date

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



ITI

ABSTRACT

A Soil Thermal Model (STM) with the capability to operate with a 0.5-day internal
time step and to be driven with monthly input data was developed for applications with
large-scale ecosystem models. The use of monthly climate inputs to drive the STM
resulted in an error of less than 1° C in the upper organic soil layer and in an accurate
simulation of seasonal active layer dynamics. Uncertainty analyses identified that soil
temperature estimates of the upper organic layer were most sensitive to variability in
parameters that described snow thermal conductivity. moss thickness. and moss thermal
conductivity. The STM was coupled to the Terrestrial Ecosystem Model (TEM). and the
performance of the STM-TEM was verified for the simulation of soil temperatures in
applications to black spruce. white spruce. aspen. and tundra sites. A 1°C error in the
temperature of the upper organic soil layer had little influence on the carbon dynamics
simulated for a black spruce site. Application of the model across the range of black
spruce ecosystems in North America demonstrated that the STM-TEM has the capability
to operate over temporal and spatial domains that consider substantial variations in
surface climate. To consider how fire disturbance interacts with climate change and
permafrost dynamics. the STM was updated to more fully evaluate how these factors
influence ecosystem dynamics during stand development. The ability of the model to
simulate seasonal patterns of soil temperature. gross primary production. and ecosystem
respiration. and the age-dependent pattern of above-ground vegetation carbon storage
was verified. The model was applied to a post-fire chronosequence in interior Alaska and

was validated with estimates of soil temperature. soil respiration, and soil carbon storage
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\Y
that were based on measurements of these variables in 1997. Sensitivity analyses
indicate that the growth of moss. changes in the depth of the organic layer. and nitrogen
fixation should be represented in models that simulate the effects of fire disturbance in
boreal forests. Furthermore. the sensitivity analyses revealed that soil drainage and fire
severity should be considered in spatial application of these models to simulate carbon

dynamics at landscape to regional scales.
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CHAPTER ONE
OVERVIEW: INFLUENCES OF CLIMATE CHANGE,
PERMAFROST DYNAMICS, AND FIRE DISTURBANCE ON CARBON

DYNAMICS OF HIGH LATITUDE ECOSYSTEMS

The Intergovernmental Panel on Climate Change (IPCC) predicts that global
mean temperature will increase 1.4 to 5.8° C by 2100 as a result of growing greenhouse
gas (GHG) concentrations in the atmosphere if current trends in fossil fuel use continue
to the future [/PCC. 2001]. This rate of warming is without precedent in the last 10.000
vears [/PCC. 2001). The predicted rate of warming is dramatic when one considers that
the ditference between average global temperatures today and during the last Ice Age is
about 4° C [Houghton et al.. 1990]. In particular, there is evidence that warming is
occurring in some high-latitude areas {Beltrami and Mareschal, 1991. Chapman and
Walsh. 1993: Osterkamp and Romanovsky, 1999: Serreze et al.. 2000]. aithough some
regions are experiencing cooling and interannual variability in climate is substantial
throughout high latitudes [Everett and Fitzharris. 1998]. Ground temperature records for
North America reconstructed from borehole temperature logs support the notion that
large-scale warming has been occurring since the 19th century [Lachenbruch et al.. 1982:
Lachenbruch and Marshall, 1986]. For example. annual surface temperatures in Alaskan
boreal and arctic regions have increased 2° to 4° C during the last century [Lachenbruch

and Marshall. 1986] and 1° to 2° C in recent decades [Osterkamp and Romanovsky.
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1999]. The warming being experienced in Alaska during recent decades is part of a
warming trend that is occurring throughout northwestern North America [Beltrami and
Mareschal. 1994; Oechel and Vourlitis. 1994; Serreze et al.. 2000]. The soil thermal
regime and the distribution of permafrost in regions with discontinuous permafrost are
especially sensitive to climate changes [Osterkamp and Romanovsky, 1999: Brown, 1960:
Halsey et al.. 1995]. Over the last few hundred years. permafrost conditions in the Arctic
have changed and are likely to continue changing [Overpeck et al.. 1997]. For instance. a
recent study shows that the warming may have pronounced effects on permafrost
dynamics in Alaska [Osterkamp and Romanovsky. 1999]. In the western boreal forest of
Canada. permafrost has responded dynamically to climatic changes that have been
occurring since the little [ce Age [Vire er al.. 2000].

[n addition to the :mpact of climate on permafrost dynamics. the cycles of
permafrost degradation (thermokarst) and agradation [Thie. 1974] have in some cases
occurred in association with fire [Zolrai. 1993]. which is a major disturbance in boreal
forests [Kasischke et al.. 2000]. Fire disturbance in North America's boreal forests was
higher in the 1980's than in any previous decade on record [Murphy et al. 1999], and the
area of western Canadian boreal forest burned annually has doubled in the last 20 years
[Kasischke et al.. 2000]. Some studies have indicated that wildfire activity may be
related to the warming trend in North America. For example. fire regimes are sensitive to
climate in both Alaska [Hess et al.. 2001] and Canada [Stocks et al.. 2000]. In addition.
warming has been identified by Kurz et al. [1995] as a possible factor in the increasing

fire frequency observed in Canada since 1970 [Kurz and Apps. 1995]. Analyses that have

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3
used simulations of changes in climate associated with doubled atmospheric CO- suggest
that the boreal forest region could experience a 40% increase in the annual amount of
area burned [Flannigan and Van Wagner. 1991]. Moreover, the prospect of summer
drought. indicated by recent trends in Alaska [Wotton and Flannigan. 1993: Barber et al..
2000] threatens to increase the occurrence of fire.

High latitude ecosystems occupy a large proportion (22%) of the terrestrial
surface and contain approximately 40% of the world's soil carbon inventory that is
potentially reactive in near-term climate change [McGuire et al. 1995: Melillo et al..
1995: McGuire and Hobbie. 1997]. Among the world's biomes. boreal forests contain
the largest soil carbon pools in the world [Chapin and Mathews. 1993: Post et al.. 1982:
Gorham. 1991]. Much of the boreal forest is underlain by permatrost. Several studies
have indicated that permatrost dynamics may substantially influence carbon storage [Vitt
et al.. 2000] and carbon dynamics [Hillman. 1992: Waelbroeck et al.. 1997 Goulden et
al.. 1998] of high-latitude ecosystems. Goulden et al. [1998] suggested that the stability
of the soil carbon pool at a black spruce site in Canada appears sensitive to the depth and
duration of thaw. and climatic changes that promote thaw are likely to cause a net efflux
of carbon dioxide from the site. Furthermore the thawing of permafrost after fire has the
potential to change the thermal and moisture properties of the soil that have led to
substantial soil carbon storage in boreal forest ecosystems.

Fire influences the structure of boreal forest ecosystems through influences on
population and vegetation dynamics [Zackrisson. 1977: Schimmel and Granstrom. 1996;

De Grandpre et al.. 1993: Lynham. et al.. 1998: Luc and Luc. 1998]. These structural
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4
changes have profound influences on the dynamics of permafrost. soil moisture. and soil
nutrient cycles in boreal forests [Viereck. 1972. 1973; Dyrness et al.. 1989: Wardle et al..
1998: Driscoll et al.. 1999: Grogan et al., 2000; Smith et al.. 2000: Brais et al.. 2000:
Yoshikawa et al.. in press]. Changes in the fire regime of boreal forests may have
consequences for the global carbon budget. For example. some studies suggest that
disturbance and growth patterns after disturbance at high latitudes may have contributed
substantially to the approximately 15% increase in the amplitude of the seasonal cycle
measured at some high latitude CO» monitoring stations since the 1960s [Zimov et al..
1999: Randerson et al. 1997]. Kurz and Apps [1999] also indicated that the fire
disturbance is one of most important factors affecting the interaction of carbon and
permafrost dynamics in North America. Furthermore. some studies have indicated that
boreal forests may be a net source of CO- if warming greatly increases fire frequency or
decomposition [Kasischke et al.. 1995. Kurz and Apps. 1995]. On the other hand.
warming may not always lead to C losses [Shaver et al.. 1992: McGuire et al.. 1992.
2000a. 2001: Oechel et al.. 2000: Clein et al., 2000. in press]. It is not clear if high-
latitude ecosystems are presently storing or releasing carbon or if there is interannual
variability in the source-sink activity of high latitudes [Chapin et al.. 2000].

The structure and functioning of high-latitude ecosystems are expected to be
influenced by spatial and temporal variability in climate. responses of permafrost
dynamics. and change in fire disturbance [McGuire and Hobbie. 1997; Epstein et al..
2000: McGuire et al., 2000a]. The response of carbon dynamics in high-latitude

ecosystems to these changes is of concern. because this response has the potential to
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influence CO, concentrations in the atmosphere [Oechel et al., 1993: McGuire and
Hobbie, 1997; McGuire et al.. 2000a). Large-scale ecosystem models have been
developed to simulate the carbon dynamics of the terrestrial biosphere [McGuire et al..
2001]. Although it has been demonstrated that representing the insulative effects of
snowpack on the soil thermal regime improves the ability of large-scale ecosystem
models to reproduce seasonal features of atmospheric CO- concentrations at high-latitude
monitoring stations [McGuire et al.. 2000b]. these models have been slow to integrate a
consideration of permafrost into their dynamics. Also large-scale models have been slow
to integrate interactions between fire disturbance and ecosystem dynamics because of the
long time scales over which these disturbance effects persist and the lack of long-term
studies to monitor these changes. In this dissertation. I focused on making progress in
representing how interactions among climate. permafrost dynamics. and fire disturbance
influence ecosystem processes in large-scale ecosystem models.

Large-scale ecosystem models are often driven by monthly climate data when
they are applied over substantial spatial and temporal domains because of both
computational and data limitations [e.g.. see McGuire et al.. 2001]. [n contrast. models
of permafrost dynamics are generally driven by daily or sub-daily climate data and
operate with an internal time step of less than one hour. [n the second chapter of this
dissertation. I examine whether a model of permafrost dynamics with a coarse resolution
internal time step (0.5 days) that is driven by monthly climate inputs. referred to as the
soil thermal model (STM). is adequate for representing soil thermal dynamics in large-

scale ecosystem models that are driven by monthly climate inputs. In this study [
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6
evaluated temporal scaling issues for the STM. conducted extensive uncertainty analyses
for the STM. coupled the STM to the Terrestrial Ecosystem Model. and conducted
applications of the coupled model at both fine and coarse temporal and spatial scales at
high latitudes. These studies result in a new version of terrestrial ecosystem model. the
STM-TEM that can be applied to evaluate how interactions between climate change and
soil thermal dynamics influence the carbon dynamics of high latitude ecosystems.

In the third chapter of this dissertation. my goal is to modify the STM-TEM so it
can be used to evaluate how interactions among climate change. permatrost dynamics.
and fire disturbance influence carbon dynamics of high latitude ecosystems. I[n this
study. [ first update the STM-TEM to represent interactions among soil thermal.
hydrologic. and biogeochemical dynamics during stand development. Second. [ evaluate
performance of the updated model in simulating the short-term and long-term effects of
fire disturbance on soil thermal and carbon dynamics of a fire chronosequence in interior
Alaska. Third. [ conduct sensitivity analyses to evaluate the effects of different scenarios
of moss growth after fire. soil moisture conditions. and fire severity on post-fire carbon
dynamics to gain additional insight for the large-scale applications of the model in high
latitudes. The results of the study indicate that the updated model is a powerful tool that
can be used to evaluate how interactions among climate change. permafrost dynamics.
and fire disturbance influence carbon dynamics of high latitude ecosystems. In addition.
the sensitivity analyses indicate that the growth of moss. changes in the depth of the
organic layer. and nitrogen fixation should be represented in models that simulate the

effects of fire disturbance in boreal forests. Furthermore. the sensitivity analyses
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revealed that soil drainage and fire severity should be considered in spatial application of
the model to simulate carbon dynamics at landscape to regional scales.

In the fourth and final chapter of this dissertation, [ identify some future
opportunities for application and further development of the models described in
Chapters 2 and 3 for simulating carbon dynamics of high latitude ecosystems at

landscape to global scales.
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CHAPTER TWO

INCORPORATION OF A PERMAFROST MODEL INTO A
LARGE-SCALE ECOSYSTEM MODEL: EVALUATION OF
TEMPORAL AND SPATIAL SCALING ISSUES IN SIMULATING SOIL

THERMAL DYNAMICS'

Abstract. This study evaluated whether a model of permafrost dynamics with a 0.5-day
resolution internal time step that is driven by monthly climate inputs is adequate for
representing the soil thermal dynamics in a large-scale ecosystem model. An extant
version of the Goodrich model was modified to develop a soil thermal model (STM) with
the capability to operate with either 0.5-hour or 0.5-day internal time steps and to be
driven with either daily or monthly input data. The choice of internal time step had little
effect on the simulation of soil thermal dynamics of a black spruce site in Alaska. The
use of monthly climate inputs to drive the model resulted in an error of less than 1°C in
the upper organic soil layer and in an accurate simulation of seasonal active layer
dynamics. Uncertainty analyses of the STM driven with monthly climate inputs showed

that soil temperature estimates of the upper organic layer were most sensitive to

'In press at Journal of Geophysical Research — Atmospheres. Zhuang. Q.. V. E.
Romanovsky. arid A. D. McGuire, Incorporation of a permafrost model into a large-scale
ecosystem model: Evaluation of temporal and spatial scaling issues in simulating soil
thermal dynamics.
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variability in parameters that described snow thermal conductivity. moss thickness. and

moss thermal conductivity. The STM was coupled to the Terrestrial Ecosystem Model

(TEM), and the performance of the coupled model was verified for the simulation of soil
temperatures in applications to a black spruce site in Canada and to white spruce. aspen.
and tundra sites in Alaska. A 1°C error in the temperature of the upper organic soil layer
had little influence on the carbon dynamics simulated for the black spruce site in Canada.
Application of the model across the range of black spruce ecosystems in North America
demonstrated that the STM-TEM has the capability to operate over temporal and spatial
domains that consider substantial variation in surface climate given that spatial variability
in key structural characteristics and physical properties of the soil thermal regime are

described.

1. Introduction

There is evidence that warming is occurring in some high-latitude areas [Beltrami
and Mareschal, 1991: Chapman and Walsh, 1993: Osterkamp and Romanovsky, 1999:
Serreze et al.. 2000]. Ground temperature records for North America reconstructed from
borehole temperature logs support the notion that large-scale warming has been occurring
since the 19th century [Lachenbruch et al.. 1982: Lachenbruch and Marshall, 1986].
Over the last few hundred years. permafrost conditions in the Arctic have changed and
are likely to continue changing [Overpeck et al.. 1997]. In the western boreal forest of

Canada. permafrost has responded dynamically to climatic changes that have been
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occurring since the little Ice Age [Vitr et al., 2000]. The soil thermal regime and the
distribution of permafrost in regions with discontinuous permafrost are especially
sensitive to climate changes [Osterkamp and Romanovsky. 1999; Brown. 1960: Halsey et
al.. 1995].

Although warming is occurring in high latitudes. some high-latitude regions are
warming. other regions are cooling. and there is substantial interannual variability in
climate across high latitudes [Everert and Fitzharris. 1998]. Projections of climate trends
for high-latitude regions exhibit substantial temporal and spatial heterogeneity [McGuire
et al.. 2000a]. and this variability is expected to influence the structure and function of
high-latitude ecosystems [McGuire and Hobbie, 1997 Epstein et al.. 2000: McGuire et
al.. 2000aj. The response ot carbon dynamics in high-latitude ecosystems. which contain
approximately 40% of the reactive soil carbon in the terrestrial biosphere [McGuire et al.,
1995]. to spatial and temporal variability in climate is of concern because the response
has the potential to influence CO, concentrations in the atmosphere [Oechel et al.. 1993
McGuire and Hobbie. 1997. McGuire et al.. 2000a].

A number of studies have indicated that permafrost dynamics may substantially
influence carbon storage [Vitt er al.. 2000] and carbon dynamics [Hillman, 1992
Waelbroeck et al.. 1997 Goulden et al.. 1998] of high-latitude ecosystems. Goulden et
al. [1998] suggested that the stability of the soil carbon pool at a black spruce site in
Canada appears sensitive to the depth and duration of thaw. and climatic changes that
promote thaw are likely to cause a net efflux of carbon dioxide from the site. On the other

hand. warming may not always lead to C losses [Shaver et al.. 1992: McGuire et al.,
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1992, 2000a. 2001; Oechel et al.. 2000; Clein et al., 2000, in press]. and it is not clear if
high-latitude ecosystems are presently storing or releasing carbon or if there is
interannual variability in the source-sink activity of high latitudes [Chapin et al.. 2000].

Large-scale ecosystem models have been developed to simulate the carbon
dynamics of the terrestrial biosphere [McGuire et al.. 2001]. Given that permafrost
dynamics are currently changing in high latitudes and are likely to continue changing as
the climate warms. it is important for these models to consider how changes in the soil
thermal regime influence ecosystem structure and function. Although it has been
demonstrated that representing the insulative effects of snowpack on the soil thermal
regime improves the ability of large-scale ecosystem models to reproduce seasonal
features of atmospheric CO; concentrations at high-latitude monitoring stations [McGuire
et al.. 2000b]. these models have been slow to integrate a consideration of permafrost
into their dynamics.

Site-specific models of permafrost dynamics often simulate soil thermal dynamics
based on a two-dimensional finite element or finite difference formulation [Osterkamp
and Gosink. 1991: Guymon and Hromadka. 1977: Guymon et al.. 1984; Romanovsky et
al., 1991a. 1991b: Garagulya et al.. 1995]. These models typically use a fine-resolution
internal time step (e.g.. 0.5 hours) and fine resolution depth steps in the soil (e.g.. | cmto
5 cm resolution depending on depth). and are driven by daily or subdaily resolution
climate data. In contrast. large-scale ecosystem models are generally driven by monthly
climate inputs [Heimann et al.. 1998: Cramer et al., 1999; Kicklighter et al.. 1999

McGuire et al.. 2000a, 2000b. 2001]. Although a permafrost model with a fine internal

i
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time step driven by fine resolution climate data has obvious numerical advantages in
comparison to a model with coarser resolution. it imposes a substantial computational
time cost on the coupled model.

In this study we address the question whether a model of permafrost dynamics
with a coarse resolution internal time step (0.5 days) that is driven by monthly climate
inputs is adequate for representing soil thermal dynamics in large-scale ecosystem

models that are driven by monthly climate inputs.

2. Methods
2.1. Overview

In this study we modified an extant version of the Goodrich model [Goodrich.
1976. 1978a. 1978b] tor Alaskan ecosystems [Romanovsky et al.. 1997] to develop a soil
thermal model (STM) with the capability to operate with either 0.5-hour or 0.5-day
internal time steps and to be driven by either daily or monthly input data. On the basis of
empirical data. calibration. and review of the scientific literature. we specified parameters
of the model for a black spruce forest stand located in the Bonanza Creek Experimental
Forest near Fairbanks, Alaska, where soil and air temperatures were measured from May
1996 to April 1997. We applied the model in a factorial fashion to this site with respect
to the temporal resolutions of internal time step (0.5 hours and 0.5 days) and input data
(daily and monthly). To provide monthly inputs to the model. we aggregated air
temperature and snow depth to monthly resolution. We evaluated the performance of the

factorial applications of the model by comparing simulated daily and monthly soil
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temperature to measurements of soil temperature at different depths. To evaluate issues
of temporal scaling. we also analyzed differences among the factorial applications to
determine the relative importance of internal time step and climate inputs to the
differences. To evaluate spatial scaling issues, we conducted uncertainty analyses that
allowed us to determine which parameters need to be described in a spatially explicit
fashion for spatial application of the model. For application of the model to larger spatial
scales. we coupled the STM with the Terrestrial Ecosystem Model (TEM) [Xiao et al..
1998: Tian et al.. 1998. 1999, 2000: Kicklighter et al., 1999: Schimel et al., 2000
McGuire et al., 2000a, 2000b. 2001: Clein et ul.. 2000. in press: Amthor et al.. this issue].
which provides the STM with monthly estimates ot snowpack dynamics. To evaluate the
performance of the coupled model for difterent vegetation types in high latitudes. we
verified simulations of soil temperature by the model for white spruce. aspen. and tundra
sites in Alaska in addition to a black spruce site in Canada. To determine whether it is
appropriate to use simulated soil temperatures to drive ecosystem processes. we
compared field-based and simulated estimates of carbon fluxes for the black spruce site
in Canada. Finally. to evaluate the ability of the model to operate across a substantial
spatial and temporal domain. we applied the black spruce parameterization of the coupled

STM-TEM model to the range of black spruce forest ecosystems across North America.

2.2. Model Deveiopment

The Goodrich model is a one-dimensional finite difference model of heat flow in

soils which considers phase changes between water and ice and includes the thermal

affacte nf rhanaae in enaw r{npth and ennur charactarictice durtne tha wnntar [CGandricrh
etlects of changes in snow £epin ang snow g e winter (Coodricn
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1976. 1978a. 1978b]. The model simulates the thermal dynamics of a system that
includes snow cover. thawed soil. and frozen soil in which the upper and lower
boundaries of the system are specified. Soil thermal dynamics of the system are
determined through finite difference calculations between specified depth steps within
each of the major layers of the system.

[n our modification of the Goodrich model. which we refer to as the soil thermal
model (STM) in this study. the vertical profile is divided into snow cover. moss. upper
organic soil. lower organic soil. and mineral soil layers (Figure la). Application of the
model for a site requires specification of the thickness of each layer and simulation depth
steps within each layer. The thermal properties of each layer also need to be prescribed.
In addition. the dynamics of phase changes in the soils depend on the phase temperature.
which we set to 0°C for applications of the model in this study. Specification of the upper
boundary condition includes the temperature at the top of the moss layer during the
summer and at the surface of snow during the winter. In this study we prescribed the
depth. density. and thermal properties of snow cover. For the lower boundary condition
we assumed a constant heat flux. Alternatively. the lower boundary condition can be
specified as a temporally varying function of temperature or heat flux. Application of the
model requires the prescription of initial conditions. which include specifying the initial
soil temperatures of the system and the presence or absence of permafrost.

To drive the model with daily inputs. the model linearly interpolates to 0.5-hour
or 0.5-day resolution with three sequential days of data on daily air temperature and snow

depth for the current day. the previous day. and the next day. Similarly, to drive the
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model with monthly inputs. the model linearly interpolates data on monthly air
temperature and snow depth for the current month. the previous month. and the next
month. For example. to determine air temperature data for the model's internal 0.3-day
time step in November. approximately 60 points are linearly interpolated between mean
monthly October and November air temperature to determine the 30 points for the first
half of November. and approximately 60 points are interpolated between mean monthly
November and December air temperature to determine the 30 points for the second half

of November.

2.3. Evaluation of STM Performance

2.3.1. Parameterization. We specified the parameters of the STM for a black spruce
stand in the Bonanza Creek Experimental Forest near Fairbanks. Alaska. based on
empirical data. calibration. and review of the scientific literature. The ground layer of this
stand is covered by a nearly continuous layer of feather moss (Hylocomium Splendens
and Pleurozium Shreberi). The distribution of permafrost and the active layer thickness is
consistently uniform across the stand. Observed data for the stand include measurements
of daily air temperature and daily soil temperatures at different depths (0. 23. 32. 42, and
52 cm. where 0 cm is the top of the moss layer) from May 1996 to April 1997.

[n the STM we set the lower-boundary condition for this stand to a constant
geothermal heat flux of 0.05 W m™ [Osterkamp and Romanovsky. 1999]. Within each
layer. we calculated the soil thermal dynamics for 10 depth steps within the snow layer,
for 3.5 cm depth steps within the 12 cm of living and dead moss layer. for 2.5 cm depth

tha A4 cm
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of the lower organic soil layer, for 10 cm depth steps within the first 40 cm of the mineral
soil layer. and for 50 cm depth steps down to the lower boundary of the mineral soil
layer. which in our simulations was located at the 10 m depth from the top of the moss
layer. We set the snow thermal conductivity to 0.2 W m™ K™'. The thawed soil thermal
conductivity. frozen soil thermal conductivity, and water content and heat capacity for the

moss. organic soil. and mineral soil layers are documented in Table 1.

2.3.2. Model Simulations. To evaluate the performance of the STM with either 0.5-
hour or 0.5-day internal time steps and with either daily or monthly climate inputs. we
conducted simulations of the soil thermal regime for the black spruce stand at Bonanza
Creek between May 1996 and April 1997 in a two-factor design that considered different
combinations for the temporal resolutions of internal time step and input data (Figure 2):
Simulation (I) 0.5-hour internal time step and daily inputs: (II) 0.5-day internal time step
and daily inputs: (III) 0.5-hour internal time step and monthly inputs: and (IV) 0.5-day
internal time step and monthly inputs. The inputs of daily air temperature (Figure 3a) and
snow depth (Figure 3b) for simulations I and II were obtained from measurements made
at the Fairbanks International Airport weather station. To provide monthly inputs for
simulations III and [V. we calculated monthly means from the daily air temperature and
snow depth data used in simulations [ and II. Soil temperatures can be output by the
STM at the resolution of the internal time step. For each of the simulations we calculated

mean daily and mean monthly soil temperature at several depths in the system profile (0.

9

3.32.42. and 52 cm. where 0 cm is the top of the moss layer) for comparison with
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observed mean daily and monthly soil temperature at corresponding depths in the
correlation and regression analyses. [n addition to evaluating performance at various
depths of the system. we also evaluated the performance of the model to simulate the
aggregated temperature within the upper organic layer. which is an important region for
biological activity in the soil. The soil temperature in the upper organic layer (T;o™) at
time m is obtained by linearly aggregating soil temperatures simulated at 2.5 cm depth
steps throughout the 28 cm of the upper organic layer:

=k

o= T o peoriy’ S (1)
j=0 j=0

Where 7(m,j) is the soil temperature at time m and node j. X(n) is soil depth at node n.
and £ is the number of nodes within the upper organic layer with the zero node located at
the boundary between the moss and the upper organic layer and the £ node located at the
boundary between the upper and the lower organic layers. We also calculated the root-
mean-square deviation (Dgrys) of each soil depth and for the upper organic layer as well
as active layer depths between each combination of the four simulations so that we could
assess whether simulated soil temperature and active layer depth were more influenced
by changing the resolution of the internal time step or by changing the resolution of the

input data. We calculated Dgys as
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Where T, and TT, are daily or monthly soil temperatures for each pair of simulations. i is
simulation day or month. and » is number of days or months.

2.4. Uncertainty Analyses

Uncertainty analysis relates the variability in model predictions to uncertainty in

the parameters of the model [Turner et. al.. 1994]. In this study we conducted uncertainty
analyses for the version of the model that used 0.5-day internal time step and monthly
inputs to identify which parameters need to be specified for spatial application of the
model. Our analysis focused on evaluating the parameter uncertainty of the simulated
mean monthly temperatures aggregated for the upper organic layer between May 1996
and April 1997. Simple Pearson correlation coefficients (R) were calculated between each
of the parameters and the model predictions. We used the squared Pearson correlation
coefficient (R%). which is the percentage of the total variance in an output variable of the
model that was explained by variability in a particular parameter. as our index of
uncertainty. [f the parameters considered in the uncertainty analysis are independent of
each other. then the squared Pearson correlation coefficient can be used as a sensitivity
measure [Rose et al.. 1991]. The sum of the sensitivity measures quantifies the proportion
of the total variance of the model prediction that relates linearly to variation in the

parameter [Bartell et al.. 1988].

\
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To examine how the uncertainty relationships between output variables and
parameters potentially depend on climate, we evaluated another eight climate scenarios in
addition to the normal climate scenario defined by the observed air temperature and snow
depth at the site (Table 2). For scenarios that considered higher or lower air temperature
and which considered shallower and deeper snow depths. we manipulated air temperature
and snow depth by increasing or decreasing by 20% the monthly mean air temperature
and snow depth derived from the data measured at Fairbanks [nternational Airport
between May 1996 and April 1997. For each uncertainty analysis we obtained the 100
values of each parameter for the analysis by randomly drawing from a uniform random
distribution over the possible range for each parameter (see Table 1). [n the uncertainty
analyses we considered all parameters in Table | except for the parameters that defined
the water content of the lower organic and mineral soil layers because we were interested
in evaluating the sensitivity to water content in the moss and upper organic layers.
Correlation analysis among the parameters indicated that the parameters were statistically

independent. as all R values were less than 0.094 between pairs of parameters.

2.5. Evaluation of STM-TEM Performance for Different Ecosystem Types

We coupled the STM with version 4.2 of the Terrestrial Ecosystem Model (TEM)
[McGuire et al.. 2001], which includes hydrology derived from the water balance model
of Vorosmarty et al. [1989] and provides spatially distributed snow depth estimates based
on precipitation inputs. [n the coupled model (STM-TEM), the STM operates with an

internal 0.5-day time step and monthly inputs of air temperature and snow depth. The

|
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snow depth is calculated by a specified snow density and snow water equivalent. which is
provided from the simulation of hydrology by TEM (Figure 1b). We verified soil
temperatures simulated by STM-TEM for four sites that represent the structural diversity
of ecosystems that occur throughout high latitudes. These sites include a black spruce
site in Canada and white spruce (Picea glauca). aspen (Populus tremuloides). and tussock
tundra (Eriophorum Vaginatum) sites in Alaska (Table 3).

The black spruce site in Canada is the old black spruce (OBS) site of the northern
study area (NSA) of the Boreal Ecosystem-Atmosphere Study [Sellers et al., 1997). The
white spruce ecosystem is a 100-year old forest located on a south-facing slope in the
Bonanza Creek Experimental Forest with a silt-loam soil that contains permafrost. The
aspen ecosystem is a 100-year old forest located near Fairbanks. Alaska with a silt-loam
soil that contains no permafrost. The tussock tundra site is located near the Toolik Lake
field station on a site with an organic soil that contains permafrost. We defined the
profile of the system and parameters of STM-TEM for each of these sites based on
physical properties of soils for each site (Table 1). The presence or absence of
permafrost is prescribed through the initial temperature profile at each site. For
application of the STM-TEM to these sites, we conducted simulations from 1975 to 1997
and compared the simulated and observed monthly soil temperatures at different depths
for a period of time near the end of the simulations. The monthly climate data for driving
the STM-TEM were determined from data measured at local weather stations or study

sites (Table 3).

|
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2.6. Evaluation of Carbon Fluxes for a Black Spruce Forest

In the STM-TEM. monthly soil temperature of the upper organic layer is used to
drive the processes of decomposition and gross nitrogen mineralization in the simulation
by the model (Figure 1b). To evaluate the performance of the model in simulating
ecosystem carbon fluxes. we parameterized the STM-TEM for a black spruce forest site
at the Bonanza Creek Experimental Forest. Alaska similar to the procedures described by
Clein et ul. [in press: see also Amthor et al.. in press | and applied the model to simulate
carbon dynamics for the black spruce site in Canada. To evaluate how uncertainty in
simulated soil temperatures might influence estimates of carbon dynamics by the STM-
TEM. we simulated carbon fluxes for two additional soil temperature scenarios. We
manipulated the baseline simulated soil temperature of the upper soil organic layer
(scenario B) by increasing (scenario [) or decreasing (scenario D) monthly temperatures
of the layer by 1°C and compared simulated carbon fluxes among these soil thermal
scenarios. The carbon fluxes we evaluated include monthly gross primary production
(GPP). which is the amount of carbon taken up by the vegetation through the process of
photosynthesis. and monthly ecosystem respiration (RESP). which is the amount of
carbon released to the atmosphere through respiration by the vegetation and through
decomposition of soil organic matter. Net ecosystem production (NEP). which represents
the net exchange of carbon with the atmosphere is calculated as the difference between
GPP and RESP. Increases in ecosystem carbon storage are indicated by positive values

of NEP. while decreases in carbon storage are indicated by negative values of NEP.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2.7. Application to the Range of Black Spruce Ecosystems across North America

To evaluate the ability of the STM-TEM to operate at large temporal and spatial
scales. we applied the black spruce parameterization of the model for the NSA-OBS
black spruce site to simulate soil thermal dynamics for the range of black spruce forest
ecosystems across North America north of 50°N from 1900 to 2100. The climate data for
the historical period (1900 to 1994) were developed at 0.5° spatial resolution by the Max
Planck Institute for Meteorology (M. Heimann. unpublished data. 2000) by interpolating
the monthly temperature anomalies of Jones [1994] and the monthly precipitation
anomalies of Hulme [1995] to 0.5° resclution and then adding them to the long-term
monthly air temperature and precipitation in the Cramer-Leemans CLIMATE database.
which is an update of Leemans and Cramer [1991] database. The climate data for the
projected period (1995 to 2100) were based on monthly temperature and precipitation
ramps defined from a transient simulation of the Hadley Center CM2 model. The CM2
simulation we used considered the radiative forcing associated with the combined effects
of changes in greenhouse gases and sulphate aerosols [Mitchell et al.. 1995]. The
methods for creating the projected monthly climate (air temperature and precipitation) are

described in McGuire er al. [2000a].

3. Results
3.1. Evaluation of STM Performance
3.1.1. Simulated Daily Soil Temperature. For the black spruce site at the Bonanza

Creek Experimental Forest. the daily soil temperatures estimated by the four simulations

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



LI
9

at various depths (0, 23. 32. 42. and 52 cm and upper organic soil layer) generally fit the
observed data well (Table 4 (top)). For linear regression analyses between simulated and
observed soil temperatures. the proportion of variance explained (R”) ranged from 0.61 to
0.91, slopes of the analyses ranged 0.80 to 1.10. and intercepts were less than 0.60°C. [n
general. simulated soil temperatures near the surface were more accurate than simulated
soil temperatures deeper in the profile. For the soil temperature aggregated across the
upper organic layer. which is the temperature that is used to drive soil biogeochemical
processes in the coupled model. R? values (0.77 to 0.79). slopes (0.80 to 0.94). and
intercepts (-0.06 to 0.14 °C) across the four simulations were similar.

Although these comparisons indicate that the temporal resolution of internal time step
and of input data did not substantially influence the overall accuracy of daily soil
temperature simulated by the STM for the vear of observed soil temperature. there are
some seasonal differences among the simulations. For surface temperature (Figure 4a).
simulations III and [V tended to underestimate from April to July and tended to
overestimate from August to October and in March. Except for March the surface
temperature estimated by simulations [ and II did not show these biases. For the soil
temperature of the upper organic layer (Figure 4b), simulations [II and IV tended to
underestimate during April. May. December. and January and tended to overestimate
from July to September and during March. Simulations [ and II also tended to
underestimate soil temperature in December and January and overestimate soil

temperature in March.
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These patterns suggest that differences among the simulations are related more to
the temporal resolution of the input data than to resolution of the internal time step. To
formally evaluate how differences in daily soil temperature among the simulations were
influenced by differences in the temporal resolution of internal time step and input data.
we calculated Dgyys for various soil depths between pairs of simulations (Table 5 (top)).
At each depth in the profile. Drys was greater for pairs [-IIL. [-[V. [I-III. and [I-[V than
for pairs [-II and III- [V. This result indicates that the simulations were more influenced
by the temporal resolution of input data than by the temporal resolution of internal time
step. Because Dgrys for pairs [-1IL. I-[V. II-IIL. and [I-[V were greater for depths nearer
the surface of the profile with values near 4°C at the surtace. it appears that the temporal
resolution of input data primarily intluences estimates of soil temperature close to the
surface. For the upper organic layer. Drys between simulations [-IV and [I-[V was less
than [°C. Thus the version of the model that uses 0.5-day internal time step and monthly
input data may be acceptable if a root-mean-square error of 1°C in daily soil temperature
is acceptable for driving soil processes in a daily biogeochemical model.

3.1.2. Simulated Monthly Soil Temperature and Active Layer Depth. The monthly
soil temperature at the various depths and the active layer depth estimated by the four
simulations generally fit the observed data well (Table 4(bottom)). For linear regression
analyses between simulated and observed soil temperatures. the proportion of variance
explained (R ranged from 0.65 to 0.95. slopes ranged from 0.80 to 1.12. and the
intercepts were less than 0.63°C. In contrast to the analysis for simulated daily soil

temperatures. the accuracy of simulated monthly soil temperatures did not deteriorate
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with increasing depth. although the simulations were most accurate at the surface. For
the soil temperature aggregated across the upper organic soil layer. R* values (0.82 to
0.86), slopes (0.80 to 0.95). and intercepts (-0.06 to 0.30°C) across the four simulations
were similar. For the regression analysis between observed and simulated active layer
depths. R? values (0.85 to 0.95). slopes (0.99 to 1.43). and intercepts (-0.01 to 0.06 m)
across the four simulations were comparable. The seasonal differences noted in the
analysis of simulated daily soil temperatures is reflected in the comparison between
observed and simulated monthly soil temperatures (Figure 5). For monthly surface
temperature (Figure 5a). simulations [ and [I matched the observed data from May to
September. tended to underestimate from October to December. and tended to
overestimate from February to April. Simulations [II and [V slightly underestimated
monthly soil temperature from May to July and in November. December. and February
and slightly overestimated soil temperature from August to October. For monthly
temperature of the upper organic soil layer (Figure 5b), simulations [ and II performed
well from May to September. but underestimafed from October to January. Except for
August. September. and March. simulations III and [V tended to underestimate monthly
temperature in the upper organic soil layer.

These patterns suggest that differences among the simulations were related more
to temporal resolution of the input data than to resolution of the internal time step. which
is a conclusion from the analysis of daily soil temperatures. Conclusions from the results
of the monthly Dgyss analyses (Table 5(bottom)) are also similar to those of the daily

analyses as they indicate that (1) the simulations were more influenced by the temporal

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



(V¥ ]
w

resolution of input data than by the temporal resolution of internal time step. (2) the
temporal resolution of the input data primarily influences estimates of temperature close
the soil surface. and (3) Dryss for all pairs of simulations was less than 1°C for the upper
organic soil layer. For active layer depth. Dpys was less than 0.06 m for all pairs of
simulations. Thus the version of the model that uses 0.5-day internal time step and
monthly input data accurately estimates the depth of the active layer and may be
acceptable if a root-mean-square error of 1°C in monthly soil temperature is acceptable

for driving soil processes in a monthly biogeochemical model.

3.2. Uncertainty Analyses

For the uncertainty analysis under the normal climate scenario. 30 to 80% of the
variance in monthly soil temperature of the upper organic soil layer was explained by
uncertainty in a subset of the parameters (Table 1. Figure 6). including the moss thickness
(V1). moss thermal conductivity (V5 and V6). and snow thermal conductivity (V25).
From January to April. uncertainty in moss thickness (Figure 6. V1) explained less
variability than from June to October. Soil temperature was sensitive to uncertainty in the
parameters describing the thermal conductivity of thawed and frozen moss (Figure 6). but
was more sensitive to uncertainty in thermal conductivity of thawed moss (V6) during
summer than to the uncertainty of thermal conductivity of frozen moss (V3) during
winter (Figure 6). Although uncertainty in snow thermal conductivity (V25) explained
almost 30% of the variability in soil temperature from January to April. it only explained

2% and 11% of the variability in November and December. respectively (Figure 6).
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The sensitivity of soil temperature in the upper organic layer to uncertainty in
each of the parameters varied among the nine climate scenarios. The pattern of sensitivity
among climate scenarios to uncertainty in the thermal conductivity of snow (Figure 7)
and in moss thickness (Figure 8) illustrates that the pattern varies among parameters. For
snow thermal conductivity. the sensitivity of soil temperature of the upper organic layer
to uncertainty in this parameter ranged from approximately 10 to 30% from December to
April under the normal and low temperature scenarios (Figure 7a and 7b). but soil
temperature was insensitive during other months of the year and under the high
temperature scenarios (Figure 7c). For moss thickness. the sensitivity of soil temperature
to uncertainty in this parameter ranged from approximately 20 to 30% from May to
October under all temperature scenarios (Figure 8). From December to April. uncertainty
in moss thickness explains less than 10% of the variability in soil temperature across
scenartos because snow thermal conductivity is a more important parameter in these
months. The uncertainty analyses suggest that the accuracy to which parameters should
be determined depends on the parameter and for some parameters depends on the climate

space to which the model is applied.

3.3. Applications to Different Ecosystem Types

To evaluate the performance of the coupled model for different ecosystem types.
in which the STM receives snow depth data from the hydrology model of TEM. we
parameterized the model for a black spruce ecosystem in Canada and for white spruce.

aspen. and tussock tundra ecosystems in Alaska (Table I: see section 2). For the black
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spruce ecosystem. soil temperatures simulated by the coupled model reproduced the
observed data well at various depths in the profile (Figure 9). For regressions between
simulated and observed at different depths. R ranged from 0.96 to 0.98. slopes ranged
from 0.88 to 1.04. and intercepts ranged from 0.72 to 1.56°C (Table 6 (top)). These
results indicate that the model can be applied to black spruce ecosystems with different
structural characteristics and different soil thermal regimes when the model has
information on structural characteristics relevant to the dynamics of the soil thermal
regime.

For application to other ecosystems in high-latitude regions ot North America.
soil temperatures simulated by the coupled model reproduced the observed data well at
various depths in the protile for white spruce (Figure 10). aspen (Figure 11). and tussock
tundra (Figure 12) ecosystems in Alaska. For regressions between simulated and
observed temperatures at different depths in these ecosystems. R” ranged from 0.72 to
0.96. slopes ranged from 0.71 to 1.04. and intercepts ranged from -0.64 to 0.60°C (Table
6 (middle-bottom)). These results indicate that the model can be applied to different high-
latitude ecosystems when the model has information on structural characteristics.
physical properties. and boundary conditions relevant to the dynamics of the soil thermal

regime.
3.4. Evaluation of Carbon Fluxes Simulated for a Black Spruce Forest

The estimates of monthly GPP and RESP simulated by the STM-TEM for the

simulated soil temperature of the upper organic soil layer in the baseline scenario were
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highly correlated with tower-based estimates for the black spruce site in Canada (Figure
13: R?=0.93 for GPP and 0.94 for RESP). While the slopes of regression between
observed and simulated were not significantly different from | for both GPP and RESP
(slopes = 1.01 for GPP and 1.06 for RESP). the intercepts were significantly different
from 0 (intercept=-7.5g C m™ month™ for GPP and -10.6 gC m™ month’' for RESP).
Simulated monthly NEP generally fit the seasonal trends of the field-based estimates.
although the correlation between field-based and simulated estimates of NEP (R* = 0.60)
was lower than for estimates of GPP and RESP. Siinilar to the relationships between
observed and simulated GPP and RESP. the slope between simulated and observed NEP
(0.82) was not significantly different trom 1. while the intercept (-2.21 ¢ C m™ month™)
was statistically different trom 0. The estimates of GPP. RESP. and NEP of scenario B
were highly correlated with estimates simulated for scenarios I and D (R* = 0.99 for all
B-I and B-D comparisons) with slopes that were not significantly different from I (slopes
ranged from 0.96 to 1.02 for B-I comparisons and from 0.97 to 1.02 for B-D
comparisons) and intercepts (less than 0.50 g C m™ month™ for all B-I and B-D
comparisons) that were not significantly different from 0. These analyses indicate that
differences of less than 1°C in simulated temperatures for the upper organic soil layer do

not significantly affect the short-term carbon dynamics simulated by the STM-TEM.
3.5. Application to the Range of Black Spruce Ecosystems across North America

We applied the parameterization of the STM-TEM for the black spruce forest in

Canada to simulate soil thermal dynamics for the range of black spruce forest ecosystems
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across North America north of 50°N from 1900 to 2100 at a spatial resolution of 0.5°
latitude x longitude. This simulation maintained constant structural characteristics of the
simulated soil profile. as defined by the black spruce site used to parameterize the model.
but was driven by air temperature and snow depth that varied both spatially and
temporally. The simulation of mean annual soil temperature within the upper organic soil
layer for four different decades (1930s. 1980s. 2030s. and 2080s) responded to the spatial
and temporal climatic variability that was used to drive the simulation (Figure 14). For all
decades a north-south gradient in soil temperatures for this layer was maintained across
the range of black spruce in North America north of 50°N. Across decades. the soil
temperature at this depth increased from the 1930s to the 2080s in a fashion consistent
with the scenario of climatic warming that was used to drive the simulation. These results
indicate that the model has the potential to be used at large spatial scales to simulate the

response of the soil thermal regime to climate change and variability.

4. Discussion

[n this study we modified an extant model of permafrost dynamics for
incorporation into a large-scale biogeochemical model that is driven by monthly climate
data. Our incorporation of permafrost dynamics was based on an extant version of the
Goodrich model. which uses a numerical approach to simulate soil temperatures
throughout the soil profile. Although analytical approaches to heat conduction represent
an alternative to the numerical approach we have implemented in this study. they have a

number of limitations for applications to ecosystems affected by permafrost [Goodrich.
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1976: Romanovsky et al..1997]. Williams and Smith [1989] point out that analytical
solutions to the heat conduction are only applicable when transient effects of phase
change are not important. The numerical solution of the Goodrich model is able to
consider how phase changes are influenced by the effects of latent heat. which dominate
the thermal dynamics of a freezing and thawing soil. In contrast. analytic approaches are
only capable of predicting monotonic thaw penetration and tend to overestimate thaw
depth because the approach fails to properly account for heat storage effects [see
Goodrich, 1976]. Possible disadvantages of the Goodrich approach include
computational costs and the number of parameters that need to be specified for
implementing the approach. Therefore. we evaluated both temporal and spatial scaling
issues to determine suitability of this approach for incorporation into a large-scale

ecosystem model.

4.1. Temporal Scaling Issues

Romanovsky et al. [1997] conducted a comprehensive evaluation of three
numerical models used in simulations of the active layer and permafrost temperature
regimes with respect to internal time step and with respect to the depth step of different
layers. and concluded that the choice of optimum time and depth steps appears to be
specific to the application. The choices we made for depth steps in this study were based
on what we considered to be an acceptable compromise between computational
efficiency and simulation accuracy. Our evaluation of model performance indicated that

there was little difference between simulations of daily or monthly soil temperature that
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used different internal time steps considered in this study (0.5 hours and 0.5 days), and all
applications of the model accurately simulated the depth of the active layer. Between
simulations that used input climate data at different temporal resolutions (daily versus
monthly). we did find some differences in simulated daily and monthly soil temperature.
Our evaluation of these differences indicated that monthly resolution climate data could
be used to drive simulations if an error of less than 1°C is acceptable for driving soil
biogeochemical processes. Results of a sensitivity analysis indicate that an error of less
than 1°C in the temperature of the upper organic soil layer does not significantly affect
the carbon dynamics simulated by the STM-TEM. Furthermore. simulations with the
STM-TEM indicate that annual carbon balance across the boreal region of North America
is sensitive to the timing of spring thaw [Zhuang et al.. unpublished. 1999]. which is a
conclusion reached in a site-specific analysis of this issue by Frolking et al. [1996]. The
ongoing development of data sets that describe the freezing and thawing of the land
surface at large spatial scales [e.g.. Running et al.. 1999: Frolking et al.. 1999] represents
important information for evaluating the timing of soil thermal dynamics simulated by

the STM-TEM at large spatial scales.

4.2. Spatial Scaling Issues

The application of the model to the range of black spruce ecosystems across
North America north of 50°N from 1900 to 2100 demonstrated to us that the soil thermal
model has the capability to operate over spatial and temporal domains that consider

substantial variation in surface climate. [t is important to recognize that this application
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did not consider spatial variation in vegetation distribution. It also did not consider
spatial variation in structural characteristics. physical properties. and lower boundary
conditions of the soil thermal regime. The application also did not consider temporal
changes in vegetation. structural characteristics. and physical properties associated with
disturbance and gradual vegetation dynamics. e.g.. changes in tree line. Our evaluation
of model performance for different representative ecosystem types of high-latitude
regions in North America indicated that the model can be applied to different vegetation
types when it has information on structural characteristics. physical properties. and lower
boundary conditions relevant to the soil thermal regime. Although a number of
vegetation classiftcations are available at the global scale. classifications that can be
linked to structural characteristics. physical properties. and lower-boundary conditions of
the soil thermal regime in high latitudes will be most useful in the context of simulating
soil thermal dynamics at large spatial scales. The development of spatially resolved data
sets that describe structural characteristics. physical properties. and lower-boundary
conditions of the soil thermal regime are necessary to facilitate progress in modeling the
soil thermal regime at large spatial scales.

Our uncertainty analyses are relevant to the development of spatially resolved
data sets in that they provide insight on which structural characteristics and physical
properties of the soil thermal regime need to be determined for improving spatial
applications of the STM-TEM. These analyses were primarily focused on soil
temperature of the upper organic layer, which is the temperature used to drive soil

biogeochemical processes in the coupled model. The uncertainty analyses identified that

|
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soil temperature estimates of the model for the organic layer were sensitive to variability
in moss thickness and thermal conductivity under "normal” conditions of air temperature
and snow depth, which is consistent with the field studies of Dyrness [1982]. Other
modeling studies. for example. Frolking and Crill [1994] who adopted the method of
Clymo [1984]. highlight the need to consider how the physical properties of moss
influence soil thermal dynamics. In addition. soil temperature was sensitive to uncertainty
in snow thermal conductivity. a result that has been highlighted in other modeling studies
[Zhang et al.. 1996. 1997]. The uncertainty analyses of the study also revealed that the
accuracy to which these parameters should be determined depends on the climate. a result
that has been reported for other parameters in land surface schemes [Pitman. 1994]. With
respect to the development of spatial data sets that describe the structural and physical
properties of the soil thermal regime. our study indicates that effort should be prioritized
on developing data sets that describe spatial variability ot snow and moss thickness and
of snow and moss thermal conductivity. Besides the development of data sets for "best"
estimates of the parameters. it is also important to develop data sets for uncertainty in the

parameter estimates.

4.3. Additional Issues and Future Directions

The dynamics of snow influence the soil thermal regime in cold regions because
the low thermal conductivity of snow makes it a good insulator [Goodrich. 1976. 1978a.
1978b: Zhang et al.. 1996: Sturm et al.. 2001]. Data sets for the timing, spatial

distribution. and properties of snow represent a major uncertainty because the density of
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weather stations in high-latitude regions is low. and the reliability of precipitation data
from these stations is low [McGuire et al., 2000a]. The thermal properties of snow may
also need to be considered in more detail than in the version of the STM in this study. in
which snow cover is homogeneous with respect to thermal conductivity. Some studies
have shown that separation of snow cover into wind slab and depth hoar fractions
influences permafrost dynamics [Zhang et al.. 1996: Loth and Graf. 1998]. Microrelief
and vegetation may interact with wind and snow seasonal cover to influence the physical
and thermal properties of snow to affect the soil thermal regime in permafrost dominated
regions [Sturm et al.. 2001]. As it is not clear whether data sets that describe the spatial
and temporal variability of thermal properties for multiple layers of snow can be
developed. the current version of the STM does not consider this variability.

Several studies have demonstrated that soil drainage in high-latitude ecosystems
influences carbon dynamics and storage by affecting decomposition [Oechel et al.. 1995:
Harden et al., 2000: Christensen et al., 1998]. The current version of the STM-TEM
primarily uses the hydrology of a freely draining large-scale hydrological model
[Vorosmarty et ul.. 1989] to provide the STM with snow water equivalent. but the STM-
TEM does consider how the active layer affects hydrology to influence soil thermal
dynamics. As the STM-TEM accurately simulates active layer depth. it should be able to
better consider spatial variability in carbon dynamics if it is modified so that active layer
dynamics influence the hydrology of the moss. organic. and mineral layers in the soil and
so that the hydrology of these layers influence both the soil thermal regime and the

carbon dynamics. This is especially important in ecosystems recovering from
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disturbance events. which may substantially affect active layer depth and alter the
thickness and properties of the moss and organic layers in the soil. We are currently
developing a version of the STM-TEM that has been modified to consider these issues.
Data sets that describe the spatial and temporal variability in the moisture of soil layers
and ecosystem carbon dynamics with respect to soil drainage and disturbance history are
needed to evaluate the performance of coupled models of soil thermal and ecosystem

dynamics.
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Table 2.1. Parameters Used for Simulations of the Soil Thermal Model (STM) for a Black Spruce Stand at the Bonanza Creck
Experimental Forest (BNZ) Near Fairbanks, Alaska and the Coupling of the STM with the Terrestrial Ecosystem Model (STM- l‘l‘M)
for a Black Spruce Stand in Canada (NSA-OBS), and White Spruce (WS), Aspen (AS), and Tussock Tundra (TT) sites in Alaska"

Value

Parameter Description BNZ NSA-OBS WS AS T Minimum Maximum Unit
Code

\7 Moss thickness 0.12(0.035)" 0.10 (0.05) 0.15(0.15)0.15(0.15) 0.20 (0.10) 0.05 0.35 Meter (m)

V2 Upper organic soil 0.28 (0.025) 0.20 (0.05) 0.15(0.15)0.15(0.15) 0.20(0.15) 0.15 0.50 Meter (m)
thickness

V3 L.ower organic soil 0.64 (0.020) 0.15(0.10) 0.30(0.30)0.30 (0.30) 0.40(0.15) 0.15 0.65 Meter (m)
thickness

V4 Upper mineral soil 0.40 (0.100) 0.85(0.10) 0.60(0.30)0.30 (0.30) 0,90 (0.30) 0..30 2.00 Meter (m)
thickness

\'A] Moss thawed thermal ~ 0.10 0.20 0.45 0.50 0.15 0.10 0.50 Wm'K!
conductivity

V6 Moss frozen thermal 0,12 0.31 0.56 1.20 0.26 0.12 1.20 wm'K'
conductivity

V7 Upper organic soil 0.30 0.20 1.20 1.00 0.70 0.20 1.20 wm'K!
thawed
thermal conductivity

V8 Upper organic soil 0.68 0.31 1.50 1.50 1.50 0.30 1.50 wm'K!

frozen

thermal conductivity
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V9

V10

V1l

V12

V13

Vi4

V15

V16

Vi7

VIR

L.ower organic soil 0.50
thawed

thermal conductivity

L.ower organic soil 1.60
frozen

thermal conductivity

Upper mineral soil 0.75
thawed

thermal conductivity

Upper mineral soil 1.60
frozen

thermal conductivity
Moss water content 0.04

Upper organic soil water 0.65
content

l.ower organic soil water0.65
content

Upper mineral soil water 0.45
content

Moss thawed volumetric 1.70
heat capacity

Moss frozen volumetric 1.50
heat capacity

0.50

0.50

1.00

1.70

1.50



1.40

2.10

1.40

i
o

0.44

0.10

0.33

0.33

1.20

o

10

0.10

0.10

0.19

0.70

1.50

0.65

0.10

0.10

0.43

1.50

1.20

0.40

0.60

0.50

1.00

0.03

0.10

0.08

0.10

1.40

o
o
o

1.60

0.60

0.70

0.65

0.45

3.50

3.50

wWm'K!

Wm'K!

wm'K!

wWm'K!

Volumetric
%

Volumetric
%

Volumetric
%

Volumetric
%

MIim' K

Mim' K
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V19 Upper organic soil 1.70 1.70 2.40 2.30 1.30 1.30 2.50 Mim' K
thawed
heat capacity

V2) Upper organic soil 1.60 1.50 2.20 2.20 1.20 1.20 3.50 MJm™ K"
frozen
heat capacity

V21 L.ower organic soil 2.60 1.70 2.80 2.10 1.30 1.50 3.50 Mim' K
thawed
heat capacity

V22 l.ower organic soil 1.60 1.50 1.70 1.70 1.20 1.50 3.50 MJm' K!

frozen
heat capacity

V23 Upper mineral soil 2.60 2.60 2.80 3.10 3.10 1.50 3.50 Mim'K!
thawed

heat capacity

V24 Upper mineral soil 1.60 2,40 1.70 1.70 1.70 1.50 3.50 MIm' K"
frozen

heat capacity

V23 Snow thermal 0.20 0.20 0.15 0.17 0.20 0.10 0.30 Mim' K"
conductivity

“The uncertainty analyses were conducted for the BNZ black spruce site. In uncertainty analyses, parameters were varied within the
minimum and maximum values shown here under the assumption of a uniform random distribution.

I'he numerical value following the thickness of cach layer was the depth step of the simulation.



Table 2.2. Combinations of Different Air Temperature and Snow Depth
Scenarios for the Study of the Uncertainty Analyses for Simulations of Soil
Temperature by the Soil Thermal Model (STM) for the Black Spruce
Ecosystem at Bonanza Creek Experimental Forest near Fairbanks. Alaska

Code

Description

LT-SS
LT-NS
LT-DS
NT-SS
NT-NS
NT-DS
HT-SS
HT-NS
HT-DS

Lower temperature and shallower snow depth
Lower temperature and normal snow depth
Lower temperature and deeper snow depth
Normal temperature and shallower snow depth
Normal temperature and normal snow depth
Normal temperature and deeper snow depth
Higher temperature and shallower snow depth
Higher temperature and normal snow depth
Higher temperature and deeper snow depth
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Table 2.3. Applications of the Coupled Model (STM-TEM) in Which the Soil Thermal Model (STM) Was
Coupled to the Terrestrial Ecosystem Model (TEM), to Simulate Soil Temperature for Four Different
Representative Ecosystem Types in High-Latitude Regions of North America

Vegetation
Type
Black

sprucce

White

spruce

Tussock
tundra

Stand l.ocation

Northern study
arca (NSA) near
Manitoba,
Canada

333 mile Parks
Highway,
Fairbanks,
Alaska

20 mile Chena Hot
Springs Rd.,
Fairbanks,
Alaska

Toolik Lake
tussock tundra
site of Arctic
Long-Term
Ecological
Research
(LTER), Alaska

Driving Data

Thompson airpon
weather station, data
from 1975 to 1997

Field-based air
temperature from 1994
to 1997, precipitation
data from the
Fairbanks International
Airport weather station
in period 1994 to 1997

Field-based air
temperature from 1994
to 1997, precipitation
data from the
Fairbanks International
Airport weather station
in period 1974 10 1997

For period of 1995 to
1997, measured air
temperature at the site,
measured precipitation
at Betties FAA Airport

Depths of Soil
Temperatures Simulated
and Observed

5, 20, 20, 50, and 100
cm, depths relative to
the surface of moss

Soil surface, 15, and 30
cm, depths are relative
to the surface of moss
and lichen

Same as white spruce site

10, 20, 35, and 40 cm,
depths are relative 1o
the surface of moss
layer

Reference

Sellers et al., | 1997)

R. E. Erickson,
personal
communication,
1999

R. E. Erickson,
personal
communication,
1999

G. Shaver, personal
communication,
1999

09



Table 2.4. Slope. Intercept. and Proportion of Variation (R*) Explained
by Linear Regressions Between Field-Based and Simulated Daily and
Monthly Soil Temperatures at Various Depths and Active Layer Depths
for Simulations I, II, III, and [V of the Black Spruce Stand at Bonanza
Creek Experimental Forest from May 1996 to April 1997°

Daily Soil Temperature®

Ocm 23 cm 32cm 42cm 52 cm Upper Organic

Simulation [

R 0.91 0.85 0.74 0.61 0.66 0.77
Slope 097" 095 0.87 0.88 1.09 094
[ntercept-0.03  0.43 0.19 0.05* -0.12 0.11

Simulation II

2

R 0.91 0.85 0.74 0.61 0.66 0.77
Slope 0.97° 0.93 0.83 0.84 .10  0.92
Intercept-0.08¢ 0.35 0.07%*  -0.06* -0.13 0.03*

Simulation III

g 0.85 0.82 0.76 068 0.67 0.78
Slope 098"  0.94 0.88 0.91 0.99" 0.89
Intercept 0.35 0.59 0.33 0.19 -0.18 0.14

Simulation VI

I'q 0.85 0.82 0.76 0.68 0.66 0.79
Slope  0.98°  0.93 0.84 0.88 1.08 0.80
Intercept 0.32 0.52 0.22 0.09*  -0.05% -0.06*
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Monthly Soil Temperature®

0cm 25 cm 32cm 42cm 52 cm Upper Active Layer
Organic  Depth

Simulation [

R 0.95 0.88 0.77 0.635 0.82 0.82 0.95

Slope 0.99 0.96 0.89 0.89 1.10 095 1.08

Intercept-0.08%  0.43 0.21 0.07¢  -0.10% 0.11 0.03%
Simulation II

R 0.95 0.87 0.77 0.66 0.82 0.82 0.90

Slope  0.99 0.94 0.84 0.86 1.12  0.93 1.43°

Intercept -0.12%  0.35 0.08%  -0.05% -0.11* 0.03* 0.06*

Simulation III

R 0.92 0.85 0.79 0.74 0.84 0.86 0.85
Slope  0.98 0.94 0.89 0.94 1.03  0.90 0.99
[ntercept 0.44 0.62 0.37 0.26 -0.11% 0.50 0.02%

Simulation VI

R 0.92 0.85 0.80 0.74 0.84 0.86 0.94
Slope  0.99 0.93 0.85 0.91 [.12 0.80 1.00
[ntercept 0.42 0.56 0.25 0.15% 0.04* -0.06* -0.01%

*Field-based estimates are the dependent variables. and the simulated estimates are the
independent variables. Tests for significance were performed with a two sided t-test at
a=0.05 level. The four simulations that varied with respect to the temporal resolutions
of internal time step and of climate data used to drive simulations. (See Figure 2 and
section 2 for more uiforination).
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®All linear regressions were significant at «=0.05 level with p < 0.001. An asterisk
indicates slopes that were not significantly different from 1.0 and an ampersand
indicates intercepts that were not significantly different from 0.0.

°All linear regressions were significant at «=0.05 level with p <0.001. None of the
slopes were significantly different from 1.0 except for the slope indicated with asterisk.
An ampersand indicates intercepts that were not significantly different tfrom 0.0.
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Table 2.5. Root Mean Square (RMS) Deviations of Simulated Daily and
Monthly Soil Temperature Between Pairwise Combinations of Simulations I.
[I. III. and IV of Soil Temperature and Active Layer Depths for the Black
Spruce Stand at Bonanza Creek Experimental Forest from May 1996

Daily Soil Temperature

Ocm 23cm 32cm  42cm 52 cm Upper Organic
LIl 043 0.17 0.71 0.18 0.09 0.14
LI 3.85 1.16 0.85 0.67 0.62 1.52
LIV 385 1.14 0.84 0.67 0.63 0.88
[LIOI 3.90 1.25 0.98 075 0.65 149
[LIV 390 1.23 0.93 0.72 064 090
L. IV 0.05 0.11 0.20 0.15 022 0.86

Monthly Soil Temperature

Ocm 23 cm 532ecm 42cm 52 cm Upper Active
Organic  Layer
Depth

(m)

LI 0.13 0.14 0.21 0.17 0.08 0.13 0.03

[LIT 511 1.07 0.78 0.60 0.56 0.67 0.01
LIV  3.10 1.05 0.78 0.60 057 0.79 0.01
ILII 3.13 1.16 0.92 0.70 0.60 0.74 0.04
ILIV 313 1.14 0.87 067 059 081 0.06
. IV 0.05 0.10 0.19 0.14 021 040 0.02

“Four simulations that varied with respect to the temporal resolutions of
internal time step and of climate data used to drive the simulations (see Figure 2
and section 2 for more information). The daily RMS deviation values were
calculated on the basis of 365 daily estimates of soil temperature. and the
monthly RMS deviations were calculated on the basis of 12 monthly estimates
of soil temperature.
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Table 2.6. Slope. [ntercept, and Proportion of
variation Explained by Regression Analyses Between
Observed and Simulated Soil Temperature at Various
Depths in the Soil Profile for an Old Black Spruce
Forest in Canada. a White Spruce Forest in Alaska. an
Aspen Forest in Alaska. and a Tussock Tundra Site in

Alaska™

Old Black Spruce

5cm 10 cm 20 cm
R* 0.96 0.98 0.96
Slope 1.04° 0.88 0.98
Intercept 0.72 1.40 1.56

White Spruce

Ocm 15cm 30cm
R™ 0.96 0.81 0.78
Slope 0.95 0.93" 0.94°
[ntercept -0.54 0.7 -0.18%

Aspen

0cm I5cm 30 cm
R’ 0.95 0.84 0.72
Slope 0.99° 0.85 0.71

[ntercept -0.64 0.46 0.60

Tussock Tundra

I0cm  20cm  35cm  40cm
R’ 0.96 0.82 0.82 0.74
Slope 1.02° 1.04° 1.04° 0.95
Intercept -0.28 -0.51 -0.22 -0.50
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*Field-based soil temperatures are the dependent
variables, and the simulated soil temperatures are the
independent variables. Tests for significance were
performed with a two-sided t-test at a=0.05 level.
Simulations were conducted with the coupled version
of the model (STM-TEM). in which the soil Thermal
model (STM) was coupled to the terrestrial ecosystem
model (TEM). For more information see Table 3 and
section 2.

®All linear regressions were significant at «=0.05 level
with p < 0.001. An asterisk indicates slopes that were
not significantly different from 1.0 and an ampersand
indicates intercepts that were not significantly different
from 0.0.
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Figure 2.1. (a) Structure of the soil thermal model (STM) in the study. Heat conduction.
H(t), is modeled as a function of time (t) within the snow. moss. organic soil. and mineral
soil layers. The frozen and thawed phase boundaries move up and down during the
simulation. Input data for driving the model include temporal variability in temperature
or heat fluxes for upper and lower boundaries and in the depth of snow. The model
simulates soil temperature at each depth with daily resolution. (b) Flow of data in the
coupled model (STM-TEM). in which the STM receives information on vegetation and
the depth of snowpack from the water balance model (WBM) of the terrestrial ecosystem
model (TEM). and TEM receives information on soil temperature for driving soil

biogeochemical processes.
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Figure 2.2. Research design for evaluating performance of the STM with respect to the
temporal resolutions of internal time step and climate inputs. The performance was
evaluated for a black spruce ecosystem in Bonanza Creek site (BNZ) of Long-Term
Ecological Research (LTER). Monthly input climate data for simulations [II and [V were
temporally aggregated from daily air temperature and snow depth. For comparisons
between observed and simulated monthly soil temperatures. daily observed and simulated
soil temperatures were aggregated. All simulations use the same parameters and

initialization protocol.
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Simulation III:
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Figure 2.3. (a) Air temperature and (b) snow depth for the black spruce ecosystem at

Bonanza Creek Experimental Forest from May 1996 to April 1997.
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Figure 2.4. Observed and simulated daily soil temperatures for (a) the surface of the soil

and (b) the upper organic soil layer.
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Figure 2.5. Observed and simulated monthly soil temperatures for (a) the surface of the

soil and (b) the upper organic soil layer.
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Figure 2.6. Proportion of variation in simulated soil temperature of the upper organic
layer explained by variability in parameters in the uncertainty analyses conducted in this

study. See Table I for additional information on parameters in these analyses.
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Figure 2.7. Proportion of variation in simulated soil temperature of the upper organic
layer to variation in snow thermal conductivity in uncertainty analyses conducted for nine
different climate scenarios: (a) low-temperature scenarios, (b) normal temperature
scenarios. and (c) high-temperature scenarios. See Table 2 for additional information on

the climate scenarios.
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Figure 2.8. Proportion of variation in simulated soil temperature of the upper organic
layer to variation in moss thickness in uncertainty analyses conducted for nine different
climate scenarios: (a) low-temperature scenarios. (b) normal temperature scenarios. and
(c) high-temperature scenarios. See Table 2 for additional information on the climate

scenarlios.
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Figure 2.9. Monthly observed and simulated soil temperatures for an old black spruce

ecosystem in northern Manitoba. Canada. from 1994 to 1996.
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Figure 2.10. Monthly observed and simulated soil temperatures for a white spruce

ecosystem in Alaska from 1994 to 1997.
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Figure 2.11. Monthly observed and simulated soil temperatures for an aspen ecosystem

in Alaska from 1994 to 1997.
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Figure 2.12. Monthly observed and simulated soil temperatures for a tundra ecosystem

in Alaska from 1995 to 1997.
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Figure 2.13. Field-based and simulated estimates of (a) monthly gross primary
production (GPP) and (b) ecosystem respiration (RESP) for an old black spruce
ecosystem in northern Manitoba, Canada from 1994 to 1997. Simulated soil temperatures
were used to drive some of the biogeochemical processes in the coupled STM-TEM.

Field-based estimates are from Clein et al. [in press].
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Figure 2,14, Spatial distribution of mean annual soil temperature for the upper soil organic layer simulated by the application
of the STM-TEM across the range of black spruce ccosystems in North America north of 50°N during four decades separated

by 50 years during the simulation period (1900-2100): (a) 1930-1939, (b) 1980-1989, (¢) 2030-2039, and (d) 2080-2089.
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CHAPTER THREE
MODELING SOIL THERMAL AND CARBON DYNAMICS OF A

FIRE CHRONOSEQUENCE IN INTERIOR ALASKA'

Abstract. In this study. the dynamics of soil thermal. hydrologic. and ecosystem
processes were coupled to provide the capability to project how the carbon budgets of
boreal forests will respond to changes in atmospheric CO. climate. and fire. which is a
major disturbance in the boreal region. The ability of the model to simulate seasonal
patterns of soil temperature. gross primary production. and ecosystem respiration was
verified for a mature black spruce ecosystem in Canada. and the age-dependent pattern of
vegetation carbon simulated by the model was verified with inventory data on above-
ground growth of black spruce in interior Alaska. The model was applied to a post-tire
chronosequence in interior Alaska. Simulated soil temperature. soil respiration. and soil
carbon storage were compared with measurements of these variables made in 1997.
Comparisons between simulated and field-based estimates revealed that the model was
able to accurately simulate monthly temperatures at 10 cm (R > 0.93) during the growing
season for control and burned stands in the chronosequence. Similarly. the simulated and
field-based estimates of soil respiration during the growing season for control and burned

stands in the chronosequence were correlated (R = 0.84 and 0.74 for control and burned

'In review at Journal of Geophysical Research — Atmospheres, Zhuang. Q.. A. D.
McGuire, K. P. O'Neill. J. W. Harden. V. E. Romanovsky, J. Yarie, Modeling soil
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stands. respectively). The simulated and observed decadal to century-scale dynamics of
soil temperature, which are represented by mean monthly temperatures during the
growing season (May - September) were correlated among stands of the fire
chronosequence (R =0.93 and 0.71 for soil temperature at 20 cm and 10 cm depths.
respectively). Similarly. among stands of the chronosequence the simulated and observed
decadal to century-scale carbon dynamics were also highly correlated for soil respiration
during the growing season (R = 0.95) and for soil carbon (R = 0.91). Analyses also
suggested that, along with differences in fire history. the climate experienced by stands
after fire and nitrogen fixation are important factors to consider in simulating the long-
term dynamics of soil carbon. Sensitivity analyses were conducted with the model to
identifv the importance of moss growth after fire. soil moisture levels that might be
associated with differences in drainage. and fire severity on soil thermal and carbon
dvnamics after fire. Taken together. the sensitivity analyses indicate that the growth of
moss. changes in the depth of the organic layer. and nitrogen fixation should be
represented in models that simulate the effects of fire disturbance in boreal forests. The
sensitivity analyses also revealed that soil drainage and fire severity should be considered
in spatial application of these models to simulate carbon dynamics at landscape to

regional scales.
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1. Introduction

High latitude ecosystems occupy a large proportion (22%) of the terrestrial
surface and contain approximately 40% of the world's soil carbon inventory that is
potentially reactive in near-term climate change [McGuire et al.. 1995: Melillo et al..
1995; McGuire and Hobbie. 1997]. Among the world's biomes. boreal forests contain
the largest soil carbon pools in the world [Chapin and Mathews. 1993; Post et al.. 1982;
Gorham. 1991]. Much of the boreal forest is underlain by permatrost. which is
susceptible to cycles of degradation (thermokarst) and agradation [Thie. 1974]. These
cycles have in some cases occurred in association with fire [Zoltai. 1993]. which is a
major disturbance in boreal forests [Kasischke et al.. 2000]. The thawing of permafrost
after fire has the potential to change the thermal and moisture properties of the soil that
have led to substantial soil carbon storage in boreal forest ecosystems.

Fire disturbance in North America's boreal forests was higher in the 1980's than in
any previous decade on record [Murphy et al.. 1999], and the area of western Canadian
boreal forest burned annually has doubled in the last 20 years [Kasischke et al.. 2000].
Concurrently. annual surface temperatures in Alaskan boreal and arctic regions have
increased 2° to 4° C during the last century [Lachenbruch and Marshall. 1986] and 1° to
2° C in recent decades [Osterkamp and Romanovsky, 1999]. The warming being
experienced in Alaska during recent decades is part of a warming trend that is occurring
throughout northwestern North America [Beltrami and Mareschal, 1994; Oechel and
Vourlitis. 1994: Serreze et al.. 2000]. Permafrost throughout Alaska is also currently

warming [Osterkamp and Romanovsky. 1999]. Some studies have indicated that wildfire

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



84
activity may be related to the warming trend in North America. For example. fire regimes
are sensitive to climate in both Alaska [Hess et al., 2001] and Canada [Stocks et al..
2000]. In addition. warming has been identified by Kurz et al. [1993] as a possible factor
in the increasing fire frequency observed in Canada since 1970 [Kurz and Apps. 1993].
Analyses that have used simulations of changes in climate associated with doubled
atmospheric CO» suggest that the boreal forest region could experience a 40% increase in
the annual amount of area burned [Flannigan and Van Wagner. 1991]. Moreover. the
prospect of summer drought. indicated by recent trends in Alaska [ otton and
Flannigan. 1993: Barber et al.. 2000] threatens to increase the occurrence of fire.

Changes in the fire regime of boreal forests may have consequences for the global
carbon budget because fire disturbance substantially affects carbon storage of boreal
forests by influencing both the structure and function of these ecosystems. Fire
influences the structure of boreal forest ecosystems through influences on population and
vegetation dynamics [Zackrisson. 1977: Schimmel and Granstrom. 1996; De Grandpre et
al.. 1993: Lynham et al.. 1998: Luc and Luc. 1998]. These structural changes have
profound influences on the dynamics of permafrost. soil moisture. and soil nutrient cycles
in boreal forests [Viereck, 1972. 1973; Dyrness et al.. 1989: Wardle et al.. 1998: Driscoll
et al.. 1999: Grogan et al.. 2000: Smith et al.. 2000: Brais et al.. 2000; Yoshikawa et al..
in press]. Some studies suggest that disturbance and growth patterns after disturbance at
high latitudes may have contributed substantially to the approximately 15% increase in
the amplitude of the seasonal cycle measured at some high latitude CO» monitoring

stations since the 1960s [Zimov et al.. 1999: Randerson et al. 1997]. Kurz and Apps
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[1999] also indicated that fire disturbance is one of the most important factors affecting
the interaction of carbon and permafrost dynamics in North America. Furthermore, some
studies have indicated that boreal forests may be a net source of CO. if warming greatly
increases fire frequency or decomposition [Kasischke et al.. 1995. Kurz and Apps. 1995].

To evaluate the effects of fire disturbance on carbon source-sink activity in boreal
forests. large-scale terrestrial biosphere models need to integrate the processes that
influence the soil thermal. hydrological. and biogeochemical dynamics of boreal forest
ecosystems. Fire disturbance interacts with all of these processes to influence soil carbon
storage [Harden et al.. 2000], moss recovery [Harden et al.. 1998]. and the timing of’
vegetation recovery [Wuring and Running. 1998: Buchmann and Schulze. 1999: Schulze
et al.. 2000: McMurtrie et al.. 1995: Rvan et al.. 1996: Gower et al.. 1996]. However.
large-scale models have been slow to integrate interactions between fire disturbance and
ecosystem dynamics due to long time scales over which these disturbance effects persist
and the lack of long-term studies to monitor these changes.

One alternative to long-term studies is to base model development and evaluation on
empirical and experimental studies that have used a research design of substituting space
for time to gain insight on how ecosystem dynamics change over decades after fire
disturbance. Space-for-time substitutions have shown greatest success in illustrating
community-wide patterns in systems acknowledged to have strong successional dynamics
and where disturbance history is well-documented [Pickett, 1989]. In this study we take
the important step of integrating interactions between fire disturbance and ecosystem

dynamics of boreal forests in interior Alaska into a large-scale ecosystem model. the
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STM-TEM [Zhuang et al.. in press]. Our objectives in this study were to (1) update the
STM-TEM to include the interactions of soil thermal. hydrological. and biogeochemical
dynamics: (2) evaluate the performance of the model in simulating the short-term and
long-term effects of fire disturbance on soil thermal and carbon dynamics of a fire
chronosequence in interior Alaska: and (3) evaluate the effects of different scenarios of
moss growth after fire. soil moisture conditions. and fire severity on post-fire carbon
dynamics to gain additional insight for the large-scale applications of the model in the

boreal region.

2. Methods
2.1. Overview

To achieve our objectives in this study. we followed the steps outlined in the flow
diagram of Figure 1. First. we modified the soil thermal model (STM) version of the
Terrestrial Ecosystem Model (TEM), the STM-TEM [Zhuang et al.. in press], by
updating the STM and the hydrological model (HM) to integrate more effectively soil
thermal and hydrological dynamics. Modifications of the STM included simulating the
effects of recovering moss and fibric organic matter on soil thermal dynamics after fire
disturbance. The HM represents a major revision of the Water Balance Model [WBM:
Vorosmarty et al.. 1989] of TEM. and was structured to simulate the hydrological
dynamics of the STM soil profile by representing the soil profile as a three soil-layer
system: (1) a moss plus fibric soil organic layer. (2) a humic organic soil layer. and (3) a

mineral soil layer. Modifications to TEM included adding formulations to simulate the
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thickness of moss, canopy biomass. and leaf area index. The formulation for
decomposition in TEM was also modified to consider soil moisture of the humic organic
soil layer as calculated by the HM.

The modified STM-TEM was parameterized for black spruce (Picea mariana
(Mill.) B.S.P.) forests that have been studied at the Bonanza Creek Experimental Forest
in interior Alaska as part of the Taiga Long Term Ecological Research (LTER) Program.
We then verified the performance of the model by simulating (1) water fluxes. soil
moisture, and carbon dynamics of black spruce stands that have been studied as part of
the Boreal Ecosystem Atmosphere Study (BOREAS) in northern Manitoba, Canada [see
Sellers et al.. 1997 for general information on BOREAS] and (2) age-dependent patterns
of above-ground vegetation carbon in interior Alaska. Next. we applied the model to a
black spruce fire chronosequence in interior Alaska to evaluate its ability to simulate
age-dependent patterns of soil thermal and carbon dynamics. Finally. we conducted
sensitivity analyses for different scenarios of moss growth after fire. soil moisture
conditions. and fire severity to gain insight into factors that might influence the large-

scale application of the model.

2.2.  Alaska Chronosequence
A black spruce fire chronosequence was established by O "Veill [2000] in the
eastern Tanana River Valley between the towns of Delta Junction and Tetlin Junction,
Alaska (Table 1). The stands of the chronosequence were disturbed by fire in 1996, 1994,

1990. 1987. 1915. and 1855. These stands are similar with respect to slope, drainage, soil
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texture. and ground vegetation. [n this area, soils in mature black spruce stands typically
remain frozen within a meter of the surface, and the upper portion of the soil profiles is
composed of relatively undecomposed mosses, moss litter. and roots. or “fibric” organic
layer (Agriculture Canada. 1987) that is approximately 25 cm thick in mature stands.
This layer is comparable to “Moss plus Upper Duff" layers referred to by foresters
[Harden et al.. in preparation] and can be considered ground fuel for most boreal fires
[Harden et al.. 2000]. The lower part of the soil profile consists of highly decomposed
and charred (humic) materials that have in many cases accumulated over decades to
millennia [as per Trumbore and Harden. 1997] and are 20 to 35 cm thick in mature
stands.

Among the stands in the chronosequence. the moss plus fibric soil organic layer
varied from 0 to 23 cm. the percentage of ground covered by bryophytes ranged from 0 to
73%. and the humic organic layer varied from 5 to 34 cm (Table 1). The mineral soil was
characterized as silt loam or silty clay loam. The thickness of the organic horizons in
these stands following fire. which was measured in 1997. varied as a function of fire
severity. For example, the stand that burned in 1996 experienced a very light fire
severity that left approximately 20 cm of uncombusted organic matter on the soil surface.
[n contrast. the stands that burned in 1990 and 1994 experienced a more moderate fire
severity that resulted in approximately 10 cm of surtace organic matter. Among the
recently burned stands. the stand that burmned in 1987 appears to have experienced the

most severe fire with approximately 5 cm of surface organic matter remaining after the

fire.
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The stands of the black spruce fire chronosequence are subjected to a continental
climate characterized by moderate temperatures and precipitation during the summer
months (May to August) and exceedingly cold and dry conditions during the winter
[O'Neill et al.. in review]. Mean monthly air temperature. snow depth. and precipitation
have been measured from 1937 to 1999 in Big Delta, which is located near Delta
Junction. and from 1954 to 1999 in Tok. which is located near Tetlin Junction (Table 2).
Over the periods of measurement, precipitation. snowfall, and air temperature were
similar between Big Delta and Tok (Table 2). Soil temperature. soil moisture. soil
respiration. and soil carbon storage were measured in 1997 for both recently burned and
older control stands of the chronosequence. Details of measurement techniques and

procedures are documented in O'Neill [2000].

2.3. Model Development
The first version of the STM-TEM [Zhuang et al.. in press] was developed to

simulate the soil thermal regime (including permafrost dynamics. soil temperature. and
active layer depth) using information on climate, vegetation. soil. and hydrology in boreal
forest ecosystems to drive the model. The soil thermal dynamics of the model have been
verified and applied to major ecosystem types in high latitudes. and the short-term carbon
dynamics have been verified for a black spruce site that was studied as part of BOREAS.
[n this study. we further developed the STM-TEM so that it was able to simulate how
changes in soil thermal dynamics. hydrology, and biogeochemistry interact in the decades

following fire in boreal forest ecosystems. This required that we modify the soil thermal
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dynamics of the STM to accept input from a hydrology model with a new structure, the
HM. We also modified TEM so that the model interacts more effectively with the HM.

We modified the STM so the simulation of soil thermal dynamics depends on
simulated variation of moss thickness. soil moisture. and snow pack instead of on
prescribed values for these variables (see Figure 2a). The STM receives information on
moss thickness from TEM and information on soil moisture and snow pack from the HM.
We structured the HM to simulate the hydrological dynamics of the STM soil profile by
representing the soil profile as a three soil-layer system (see Figure 2b): (1) a moss plus
fibric soil organic layer. (2) a humic organic soil layer. and (3) a mineral soil layer. The
HM also considers active layer depth as provided by the STM (Figure 2a) to simulate
changes in soil moisture. runoff. and percolation of each of these soil layers (Figure 2b).
To consider how canopy development influences hydrology atter fire. we implemented
Penman and Penman-Monteith formulations [McNaughton. 1976: McNaughton and
Jarvis. 1983] to simulate evaporation and transpiration. This implementation requires
leaf area index (LAI). which is provided by a formulation in TEM (see Figure 2a). See
the appendix for details of the formulations for simulating water fluxes in the HM.

The TEM was designed to simulate how interactions among carbon and nitrogen
dynamics influence carbon dynamics of terrestrial ecosystems at continental to global
scales [see McGuire et al.. 2001], and has been applied to high latitude regions in a
number of studies [McGuire et al.. 2000a. 2000b: Clein et al.. 2000, in press: Amthor et
al.. in press: Potter et al.. in press: Zhuang et al.. in press]. Our modifications to TEM in

this study were focused on integrating more effectively the simulation of
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biogeochemistry after fire with the soil thermal dynamics simulated by STM and the
hydrology simulated by HM. After fire. the STM and HM require information from
TEM on how the thickness of moss and leaf area index change (Figure 2a). Therefore.
we modified TEM by including formulations to simulate changes in the thickness of
moss. canopy biomass. and leaf area index as the stand recovers from disturbance. The
TEM requires information from STM on soil temperature of the humic organic layer and
from HM on soil moisture of the humic organic layer and on estimated actual
evapotranspiration (EET) (Figure 2a). We modified TEM so that soil temperature and
soil moisture of the humic organic soil layer influences the simulation of heterotrophic
respiration. nitrogen mineralization. and nitrogen uptake by the vegetation. Similar to
previous versions of TEM. EET influences the simulation of gross primary production
(GPP).

The formulation that we added to TEM for simulating the thickness of moss atter

fire disturbance is empirical and depends on the number of years after fire:

D, =ax(l-¢™" )

where Dposs is moss thickness (cm). t is the number of years since fire. and a and b are
empirically determined parameters. The fit of the model to measurements of moss
thickness in stands of the fire chronosequence is highly significant (R =0.97. P <0.01. N

=6) when ais 93.15 and b is 0.002.
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The effect of canopy biomass development on monthly carbon uptake from the

atmosphere is represented by the function f(FOLIAGE) in the formulation for GPP:

GPP = Cna f(PAR) f(LEAF) f (FOLIAGE) f(T) f(Ca, Gv) f(NA) )

where Cpay is the maximum rate of C assimilation. f(PAR) is a scalar that depends on
photosynthetically active radiation (PAR). f(LEAF) is leaf area relative to maximum
annual leaf area (phenology) and depends on EET. f(T) is a scalar that depends on
monthly air temperature. f(C,, Gy) is a scalar that depends on atmospheric CO»
concentration (C,) and relative canopy conductance (Gy). which is influenced by EET.
and f(NA) is a scalar tunction that depends on N availability. The tormulation tor
f(FOLIAGE). which is a scalar function that ranges from 0.0 to 1.0 and represents the
ratio of canopy leaf biomass (Cyy ) relative to maximum leaf biomass (Cvpmax). is @

logistic function of f(Cy) (Figure 3a):

f(FOLIAGE ) = 1.0 3)

ey fLCH)
1.0+Ianem A

where m; and m; are parameters. and f(Cy) is a hyperbolic function of the state variable

for vegetation carbon (Cy):

f(Cr)= _,.T C))
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where m; and my are parameters (see Figure 3b).
The HM uses the LAI calculated by TEM to simulate canopy transpiration. The
calculation of LAI by TEM depends on the parameter for specific leaf area (SLA) and on

canopy leaf biomass (Cvp):

LAl =SLA xCt (%)

in which Cyy_ is estimated as f(FOLIAGE) x Cyimax. Which is a parameter that is
determined based on GPP and Cyy at the calibration site. The function f{FOLIAGE) has
also been incorporated into the formulation for nitrogen uptake in a fashion similar to its
etfect on GPP to represent the growth of fine root biomass after fire with the assumption
that fine root biomass is correlated with canopy biomass.

The flux Ry represents decomposition of all soil organic matter in an ecosystem

and is calculated at a monthly time step as follows:

Ry = K4 Cs fiMy) " %7 (6)

where Ky is a rate-limiting parameter that defines the rate of decomposition at 0°C. Cs is
the quantity for the state variable that describes carbon in soil organic matter. My is mean
monthly volumetric soil moisture, and T is mean monthly temperature of the humic

organic soil layer simulated by the STM. In this study. My is determined by the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



94
simulation of soil moisture for the humic organic soil layer by HM (see appendix for
details). Similar to Ry, the fluxes for nitrogen uptake by the vegetation and net nitrogen
mineralization have been modified so that they depend on the monthly temperature of

humic soil layer simulated by STM and soil moisture of the humic organic soil layer

simulated by HM.

2.4. Model Parameterization and Verification

The parameters of STM were based on the existing parameters for the black
spruce forest ecosystems in Bonanza Creek Experimental Forest [Zhuang et al.. in press].
However. the water content of each soil layer. which was defined as a parameter in the
first version of STM. was simulated dynamically in the mode!l version of this study.
Similarly. the thickness of the moss plus fibric organic layer. which was defined by a
parameter in the first version of STM. also varies dynamically. However. the thickness
of the humic organic layer is still specified by a parameter in this version of the STM. For
parameters of snow and soil thermal properties. see Zhuang et al., [in press]. The values
and sources for parameters in the formulations of vegetation canopy transpiration. canopy
evaporation. canopy sublimation. soil surface evaporation. and snow sublimation in the
HM are documented in Table 3.

The parameters of TEM for black spruce can be divided into uncalibrated and
calibrated parameters. For the uncalibrated parameters. we used the same values as used
by Clein et al. [in press]. Calibration is primarily used to specify the rate-limiting

parameters of the flux equations using the fluxes and pools of a mature stand. i.e.. the
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calibration site. as constraints. [n this study, we calibrated the rate-limiting parameters
based primarily on studies by the Taiga LTER Program for black spruce forest
ecosystems located at the Bonanza Creek Experimental Forest near Fairbanks in interior
Alaska (see Table 4 for information on the fluxes and pools used to calibrate the model).
The calibration was similar to the procedures described by Clein et al. [in press: see also
Amthor et al.. in press: Zhuang et al.. in press]. [n the formulation for f{fFOLIAGE). we
determined the parameters m,. m», m;. and my by calibrating the model to the forest
inventory data on above-ground vegetation biomass for interior Alaska [Yarie and
Billings. in press]. The forest inventory data provides estimates of above-ground biomass
in metric tons per hectare for [0-year age intervals until age 100 and for 20-vear age
intervals between age 100 and 200. The values of m;. my. m;. and my that we used in our
simulations were 15.206. -0.3197. 0.0401. and 0.0001. respectively.

To verify the model with respect to carbon fluxes. we conducted the simulation
with the parameterization in BNZ site of LTER in Alaska for the old black spruce (OBS)
site of the Northern Study Area (NSA) of BOREAS [Sellers et al.. 1997]. The simulation
was conducted from 1975 to 1997 with the assumption that there is no permafrost in the
ecosystem. To drive the model. we used local climate data (air temperature and
precipitation) from 1975 to 1997 that were obtained from the Thompson Airport. a
Canadian AES station located 40 km east of the NSA-OBS site [See Clein et al.. in press:
Zhuang et al.. in press]. We compared the simulated carbon fluxes to monthly carbon
fluxes estimates from 1994 through 1997 based on eddy covariance data [Goulden et al..

1998. as updated by Dunn et al. (personal communication. http//www-
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eosdis.oml.gov/BOREAS/boreas_home_page.html); see also Clein et al., in press]. The
carbon fluxes include monthly GPP. the amount of carbon taken up by the vegetation
through the process of photosynthesis. and monthly ecosystem respiration (RESP). the
amount of carbon released to the atmosphere through respiration by the vegetation and
through decomposition of soil organic matter. Net ecosystem production (NEP). which
represents the net change in carbon storage of an ecosystem. is calculated as the
difference between GPP and RESP assuming negligible loss of organic matter by
processes such as leaching. These comparisons indicated that the model was able to
reproduce the monthly carbon dynamics at the NSA-OBS site (Figure 4). For GPP and
RESP. values of R were larger than 0.97. slopes of a linear regression were not
significant from 1.0. and the intercepts were less than 10.0 g C m~ month™. For NEP. the
R between simulated and field-based estimates was substantially lower (0.54). the slope
(0.46) was substantially different from 1.0. although the intercept was close to 0 (1.86 g
Cm? month"). The contrast among the comparisons for GPP. RESP. and NEP is similar
to results obtained in a comparison of fluxes simulated by nine models for the NSA-OBS
site [Amthor et al.. in press].

To verify the model with respect to the simulation of water fluxes and soil
moisture. we conducted the simulations for the NSA-OBS site and for old black spruce
forest site at the Southern Study Area of BOREAS (SSA-OBS). For the NSA-OBS
simulation. the model was driven as described in the previous paragraph. For the SSA-
OBS simulation, we drove the model from 1975 through 1997 with climate data from

Nipawin. which is a Canadian AES station not far from the SSA-OBS tower site. Similar
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to the simulation for NSA-OBS. the simulation for SSA-OBS was conducted with the
assumption that there is no permafrost in the ecosystem. For comparison to simulations
for NSA-OBS and SSA-OBS. we aggregated the tower-based estimates of
evapotranspiration at half-hour resolution to monthly resolution. The half-hour
resolution estimates of evapotranspiration were developed from eddy covariance
measurements at the NSA-OBS site [Goulden et al., 1997. 1998, as updated by Dunn et
al. (personal communication)] and the SSA-OBS site [Jarvis er al.. 2000: Newcomer et
al.. 2000]. Similarly. we aggregated daily or hourly measurements of volumetric soil
moisture for the humic organic and mineral soil layers to monthly resolution. for both the
NSA-OBS and the SSA-OBS BOREAS sites. The humic organic soil moisture was
estimated as the mean of all soil moisture measurements shallower than 45 cm. while the
mineral soil moisture was estimated as the mean of all soil moisture measurements
deeper than 45 cm and shallower than 105 cm. Comparisons between simulated and field-
based estimates indicated that the model reproduced seasonal patterns of
evapotranspiration and soil moisture between 1994 and 1997 at both NSA-OBS and SSA-
OBS (See Figure 35).

To verify the age-dependent simulation of vegetation carbon. we ran the model to
equilibrium. disturbed the stand with fire. and then drove the model for 178 years using
mean monthly air temperature and precipitation that was derived by averaging monthly
temperature and precipitation data collected at Tok, Alaska between 1954 and 1999.
Based on Ryan [1991] and Ryan et al. [1997], we estimated above-ground vegetation

carbon as 80% of total vegetation carbon simulated by TEM. For the inventory data. we
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estimated the above-ground vegetation carbon (g C m™) by multiplying the inventory
survey biomass data by 0.475 [see Atjay et al.. 1977|. The simulated and inventory-based
above-ground vegetation carbon (Figure 6) were highly correlated (R =0.95. P <0.001.
N = 12), with a regression slope (0.95) that was not significantly different from 1.0. but

an intercept (122.3 g C) that was significantly different from 0.0 (P <0.001. N=12).

2.5. Model Application to the Fire Chronosequence

Our modeling framework considers the effects of atmospheric CO», climate. and
fire disturbance on NPP. Ry, and fire emissions in simulating changes in carbon pools of
terrestrial ecosystems (Figure 7. see also McGuire et al., 2001). Prior to the first
scheduled disturbance. the model is run with constant atmospheric CO, and constant
long-term mean climate until the pools reach equilibrium. The model is then driven with
historical CO; and climate until a disturbance is scheduled. at which time a proportion of
vegetation and soil carbon is consumed and released to the atmosphere. For the soil
carbon released to the atmosphere. the entire moss plus fibric organic layer and a
proportion of the humic organic layer are considered to be consumed by the fire. Of the
vegetation carbon and nitrogen pools prior to disturbance. 1% is retained as live
vegetation to start the growth of vegetation after fire. After accounting for vegetation
carbon and nitrogen associated with fire emissions and with live vegetation remaining
after fire. the remaining vegetation carbon and nitrogen from the pools prior to
disturbance is added to the soil organic carbon and nitrogen pools. Subsequent to

disturbance. growth of vegetation and associated ecosystem dynamics are driven by
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historical CO» and climate until the next disturbance is scheduled. The simulations in
this study do not consider the fixation of nitrogen during the growth of vegetation after
fire. although the nitrogen stocks of vegetation and soil have been adjusted in the initial
equilibrium simulations so that target carbon to nitrogen ratios of vegetation and soil are
maintained at equilibrium [see McGuire et al.. 1997 for more details].

Before applying the model to the fire chronosequence we ran the model to
equilibrium using an atmospheric CO, level of 284 ppmv and the long-term mean
monthly air temperature, precipitation. and cloudiness of the 0.5° grid cell with longitude
143.0° W and latitude 63.5° N. i.e.. the Tok grid cell. from the long-term climate data set
used in the simulations of McGuire et al. [2001]. For the equilibrium simulation. soil
texture was extracted for the Tok grid cell from the data sets described in McGuire et al.
[2001]. and we set the initial soil thermal profile and its thermal properties to those of a
mature black spruce forest at Bonanza Creek Experimental Forest that is underlain with
permafrost similar to that described in Zhuang et al. [in press|. For the purposes of this
study. we considered the results of the equilibrium solution to be representative of the
year 1819. For the simulations over the period from 1820 through 1998. we drove the
model with the atmospheric CO- data set described by McGuire et al. [2001]. From 1820
through 1859 we drove the model with monthly temperature and precipitation
corresponding the years 1860 through 1899 in the climate data from McGuire et al.
[2001]. We used the monthly temperature and precipitation for the period from 1860
through 1953 of the Tok grid cell in the climate data from McGuire et al. [2001] to drive

the model over the those years. We used the climate data from the Tok weather station to
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drive the model from 1954 through 1998. From 1820 through 1998. we used the same
monthly cloudiness data set that was used to drive the model to equilibrium in 1819.

To apply the model to the fire chronosequence. we scheduled fires in 1825, 1855,
and 1915 for the control stands. and in 1987. 1990, 1994. and 1996 for the recently
burned stands (see Figure 8). [t is important to recognize the carbon and nitrogen pools
of the recently burned stands were derived from the carbon and nitrogen pools of their
respective control stands (see Figure 8). Thus. the pools of the stands that burned in 1990
and 1994 were derived from our simulations for the control stands that we estimate to
have burned in 1915 and 1855. respectively (see Table 1 and Figure 8). Similarily. the
pools of the stands that burned in 1987 and 1996 were derived from our simulation for
the control stands that we estimate to have burned in approximately 1825 (Table 1 and
Figure 8). [tis important to realize that while we represent the control stands for the
1987 and 1996 burns with a single simulation. that measurements were made in controls
stands that were unique to these burns. At the time of a scheduled disturbance. we
assumed a constant severity for all fires in which 23% of vegetation carbon and nitrogen
and 36% of soil organic carbon and nitrogen were consumed and released to the
atmosphere in fire emissions. These values are typical of above-ground vegetation
carbon and ground-layer carbon released from fire in interior Alaska [French et al..
2000]. In the simulations for the control sites that burned in 1855 and 1915. we
prescribed the thickness of moss plus fibric organic layer and the humic organic layer by
the site conditions in Table 1. In the simulation for the control sites that burned in 1825.

we assumed that the soil profile was similar to the profile for the control site that burned
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in 1855 . For the recently burned sites. we set the thickness of the moss plus fibric
organic layer to 0 immediately after fire because more than 96% of the ground surface is
either bare mineral soil or covered with char. and no live mosses are found [O’Neill.
2000]. We set the thickness of the humic organic layer in the recently burned sites to the
value measured in 1997 (see Table 1).

We compared soil temperatures at 10 cm and 20 cm depth. soil respiration. and
soil carbon storage simulated for stands of the chronosequence in 1997 to field-based
estimates of these variables based on field measurements made in 1997. For the bumn that
occurred in 1994, measurements were made in 1997 for two stands that experienced
moderate and severe fires. respectively (see Table 1). Therefore. we averaged
measurements for these two stands to develop field-based estimates of soil temperature.
soil respiration. and soil carbon storage for the purpose of making comparisons to the
simulation for the 1994 burn. We compared soil temperature and soil respiration at
monthly resolution to evaluate seasonal dynamics and aggregated these variables over the
growing season to evaluate long-term dynamics across the chronosequence. To estimate
simulated soil respiration. we added Ry to an estimate of root respiration. which was
calculated by multiplying simulated autotrophic respiration by 0.45 based on data for the
ratio of root respiration to total autotrophic respiration for black spruce stands in

BOREAS [Ryan et al.. 1997].
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2.6. Sensitivity Analyses

To gain insight into factors that might influence the large-scale application of the
model. we conducted sensitivity analyses for different scenarios of (1) moss growth, (2)
soil moisture. and (3) fire severity. The sensitivity analyses evaluated the responses of
soil thermal. hydrological, nitrogen. and carbon dynamics for the different scenarios. For
all simulations conducted for the sensitivity analyses. the model was run to equilibrium
using a CO,, level of 284 ppmv. the monthly cloudiness data for the Tok grid cell from
the cloudiness data set used in the model simulations of McGuire et al. [2001], and mean
monthly temperature and precipitation from the Tok weather station from1954 to 1999
(see Table 2). After reaching equilibrium. we initiated a fire and then ran the model for
140 years using the same input variables used to drive the model to equilibrium prior to
fire disturbance.

The sensitivity analysis to moss growth evaluated how documented moss growth
after fire. i.e.. the "standard" scenario. influences ecosystem dynamics relative to full
moss cover in unburned stands and relative to a scenario in which moss does not grow
after fire. In the standard scenario. moss cover is reduced to 0 immediately after fire.
23% of vegetation carbon and nitrogen are released to the atmosphere in fire emissions,
36% of soil carbon and nitrogen are released to the atmosphere in fire emissions. but the
depth of the humic organic layer (30 cm) was not reduced by fire in this simulation. As
soil drainage has the potential to influence soil moisture of the organic layer in
permaftost soils. we were interested in evaluating how differences in soil moisture of the

humic organic layer influences ecosystem dynamics. Therefore. we implemented two
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soil moisture scenarios in addition to the standard scenario in which volumetric soil
moisture of the humic organic layer was prescribed to decrease or increase by 50%
during both the equilibrium and post-fire phases of the simulations.

For the sensitivity analysis focused on fire severity. we implemented less severe
and more severe scenarios relative to standard scenario. in which 23% of vegetation
carbon and nitrogen and 36% of soil carbon and nitrogen were released to the atmosphere
in fire emissions. In the less severe scenario. 12% of vegetation carbon and nitrogen and
18% ot soil carbon and nitrogen are released as fire emissions. In the more severe
scenario. 46% of vegetation carbon and nitrogen and 54% of soil carbon and nitrogen are
released as fire. [n all scenarios. we assumed that the depth of moss plus fibric organic
layer was 0 immediately after fire. and that the depth of the humic organic soil layer (30
cm) was reduced relative to the amount of soil carbon released (18% in the simulation
with lower fire severity. 36% in the standard simulation. and 54% in the simulation with

higher fire severity).

3. Results
3.1. Soil Thermal Dynamics
Comparisons between simulated and field-based estimates of soil temperature
revealed that the model was able to accurately simulate monthly temperatures during the
growing season for control and burned stands in the chronosequence (Figure 9 and 10).
Most of the simulated monthly soil temperatures at 10 cm depth were within one standard

deviation of the mean based on field measurements (Figure 9), and were significantly
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correlated to field-based estimates for both control stands (Figure 10a. R =0.93. P <
0.001.N = 14) and burned stands (Figure 10b. R =0.93. P <0.001. N = 14). From May
through September. simulated mean monthly temperature at 10 cm depth in burned
stands was 2° to 4° C warmer than in control stands (Figure 9). Across all months of the
vear. simulated mean monthly temperatures at 10 cm depth in burned sites were 3.3°
warmer than in control stands.

Comparisons between simulated and field-based estimates ot mean monthly
growing season temperature (May - September) in the chronosequence revealed that the
model was able to accurately simulate century scale dynamics of soil temperature after
fire disturbance (Table 5). Across the chronosequence. the simulation of soil temperature
at 20 cm depth (R =0.93. P < 0.01. N = 6) was more accurate than at 10 cm depth (R =
0.71. P =0.12. N = 6) because the simulation of soil temperature for the control stand that
bumned in 18355 was more accurate at 20 cm than at 10 cm (Table 5). With the exception
ot the 1996 burned site. the simulations indicated that vounger stands generally had
higher soil temperature than the older stands at both 10 cm and 20 cm depth. Starting
with the site that burned in 1994 and ending with the site that burned in 1855. the
growing season soil temperatures decline with stand age from 11.8° C t0 5.9°C at 10 cm
and from 10.5° C to 3.6° C at 20 cm (Table 5). Low temperatures observed in the 1996
burn site in both simulated and field-based estimates are likely associated with the low
severity of fire at this stand. which left nearly 20 cm of humic organic material on the soil
surface (Table 1). To evaluate this hypothesis. we conducted an additional simulation for

the 1996 stand for a burn severity that had a depth of the humic organic layer equal to
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that of the 1994 stand that was severely burned. The simulation for a stand that was
"severely burned” in 1996 resulted in warmer soil temperatures in comparison to the

other stands.

3.2. Soil Respiration Dynamics

Comparisons between simulated and field-based estimates of soil respiration
revealed that the model was able to accurately simulate monthly soil respiration during
the growing season for control and burned stands in the chronosequence (Figure 11 and
12). Most of the simulated estimates of monthly soil respiration were within one standard
deviation of the mean based on tield measurements (Figure 11). although the
performance of the model for the control stands (Figure 12a: R =0.84. P <0.01.N =17)
was generally better than burned stands (Figure 12b: R =0.74. P <0.0l.N =17). In
general. simulated soil respiration indicated that the burned sites had generally lower
rates of soil respiration than control stands. particularly in recently burned sites (Figure
11): for example. fluxes simulated for the 1996 burned stand (Figure | la) were
approximately half those simulated for the control stand. Analysis of the simulated
fluxes indicated that the reduction of soil respiration at the burned stand was primarily
associated with the reduction of root respiration.

We conducted a set of correlation analyses to evaluate whether the relationship
between monthly soil respiration and monthly soil temperature at 10 cm depth were
similar between field-based estimates and model estimates during the growing season in

1997 for the months May through September. The 135 unique correlations in this set of
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analyses were composed of separate correlations for the field-based estimates and
simulated estimates for both the control and recently burned stands associated with the
1996. 1994, 1990. and 1987 burns; there are 135 instead of 16 unique correlations in the
set of analyses because the correlations for the simulated estimates were identical for the
control sites associated with the 1996 and 1987 burns. Monthly soil respiration was
significantly correlated to monthly soil temperature in each of the analyses (R > 0.68. P <
0.01. N =5 months). Thus. temperature appears to be an important factor controlling
field-based and simulated soil respiration of both control and recently burned stands.

Comparisons between simulated and field-based estimates of mean monthly
growing season soil respiration (May - September) in the chronosequence revealed that
the model was able to accurately simulate century-scale dynamics of soil respiraton after
fire disturbance (Table 5: R =0.95. P <0.01: N = 6 stands). Both simulated and field-
based estimates of mean monthly soil respiration over the growing season increased with
stand age. Analysis of the simulated fluxes indicated that increases in soil respiration with

stand age were primarily associated with increases in root respiration.

3.3. Soil Carbon Dynamics
[n the year of fire disturbance. simulated soil carbon stocks of each of the stands
in the chronosequence decrease (Figure 13a) because losses associated with the fire
emissions are greater than gains associated with the input of dead vegetation carbon after
the fire. For all stands in the chronosequence. the model simulates that the stand

continues to lose soil carbon for a number of years while decomposition losses are greater
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than inputs of carbon to the soil from regrowing vegetation. [n 1997. the model
simulated that the recently burned stands (1996. 1994. 1990. and 1987) are losing soil
carbon (Figure 13a). For the older stands that burned in 1825. 1855 and 1915. the model
simulated that soil carbon is accumulating (Figure 13a) because carbon from regrowing
vegetation exceeds decomposition losses. Examination of the soil carbon trajectories
indicates that it takes approximately 30 to 40 years after fire disturbance before soil
carbon starts accumulating (Figure 13a). The simulations also indicate that the stand that
burned in 1915 accumulated soil carbon at a faster rate than the stands that burned in
1825 and 1855. To evaluate factors responsible for the pattern. we conducted a set of
simulations for the fire chronosequence using climate with no inter-annual variability and
the same transient data set of atmospheric CO, that was used to drive the simulations
represented in Figure 13a. These simulations suggest that along with differences in fire
history. that the climate experienced by stands after fire is an important factor responsible
for the dynamics of soil carbon.

For five of the stands in the chronosequence. soil carbon of each stand was
estimated as the sum of carbon stored in moss. the fibric organic layer. and the humic
organic layer from the 1997 measurements of O'Neill et al. {in review: see also O'Neill.
2000]. The simulated and field-based estimates of soil carbon among the five stands were
highly correlated (R =0.91. P <0.01. N = 3). The simulated estimates were most similar
to field-based estimates of soil carbon for the four youngest stands. but the model
underestimated soil carbon of the stand that burned in 1855 by about 30% (Table 3).

While it is possible that the control stand that burned in [855 may represent a biased site
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with respect to field-based estimates of soil carbon storage [O'Neill. 2000], additional
simulations that we conducted with model suggest that nitrogen dynamics not represented
in the model may play a role in the underestimate of soil carbon by the model for the
control stand that burned in 18355 (Figure 13b and 13c). In the simulations that were
driven by climate with no inter-annual variability, soil carbon stabilizes at approximately
11.000 g C m™ instead of the initial steady state value of between 15.000 and 16.000 gC
m (Figure 13b). We hypothesized that the stabilization at approximately 11.000 g C m’
. and hence the underestimate for the stand that burned in 1855, was associated with the
fact that nitrogen was not added to the stand after disturbance. To test this hypothesis. we
conducted a set of simulations in which we added nitrogen in equal amounts each vear
over the course of the simulation to replace the nitrogen lost in tire emissions. We drove
these simulations with the same data sets of climate and atmospheric CO- concentration
that were used to drive the simulations of Figure 13b. In the simulation for the stand that
was burned in 1853. soil carbon was estimated to be approximately 16.000 g C m~
(Figure 13c). which is similar to the soil carbon measured for that stand (Table 3). In
comparison to the simulations with no nitrogen inputs after disturbance. the higher level
of soil carbon storage simulated with nitrogen inputs was associated with NPP that was
sustained at a higher level after the vegetation had substantially recovered from the fire.
Thus. our simulations suggest that nitrogen fixation after fire is an important issue to

consider in long-term responses of soil carbon after fire disturbance.
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3.4. Sensitivity Analyses

3.4.1. Sensitivity to Moss Growth

The objective of the sensitivity analysis to moss growth was to evaluate how

documented moss growth after fire influences ecosystem dynamics relative to full moss
cover in unburned stands and relative to a scenario in which moss does not grow after
fire. Note that the depth of the humic organic layer was not altered during stand
development after fire so that only the effect of changes in moss depth are evaluated in
these simulations. The simulations indicated that moss growth clearly affects the long-
term dynamics of soil temperature after fire. in which the burned stands are
approximately 4° C warmer immediately after fire. and is responsible for a return towards
colder soil temperatures of the unburned stand (Figure 14a).

The development of the moss layer also influences the long-term dynamics of soil
moisture after fire (Figure 14b). although this effect is much less striking than the effect
of moss on soil temperature. For approximately the first 50 years after fire. the mean
volumetric soil moisture (VSM) from May to September for the simulations with and
without moss growth is much lower that the unburned stand because of both higher
evaporation and greater drainage as the moss and fibric organic layers were eliminated by
the fire and the active layer became thicker. Soil moisture starts to increase about 50
vears after fire in these simulations (Figure 14b) as the canopy closes and causes soil
surface evaporation to decrease. After approximately 100 years. soil moisture in the

stand with moss growth stabilizes at the same level as the unburned stand as moss
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growth. leaf area index. and active layer depth stabilize. The dynamics of soil moisture
in the stand without moss growth slightly lags the dynamics of the stand with moss
growth (Figure 14b) because the stand without moss growth has higher surface
evaporation than the stand with moss growth for the same leaf area.

The effect of moss growth on soil temperature influenced patterns of
decomposition and net nitrogen mineralization during stand development. Decomposition
gradually decreased after fire because of declines in soil carbon associated with lower
inputs of carbon from the vegetation (Figure l4e). but gradually increased through stand
development as inputs to soil carbon from vegetation increased along with increases in
NPP (Figure t4d). Immediately after fire. our simulations indicated that net nitrogen
mineralization drops substantially (Figure 14c) because of immobilization that is
enhanced by the high levels of available nitrogen that build up in association with much
reduced levels of plant nitrogen uptake. Simulated nitrogen cycling rates gradually
increase through stand development after fire (Figure [4c). with higher rates in the
simulation with no moss growth after about 60 years that appear to be caused by higher
rates of decomposition (Ry; Figure 14e) that are associated with higher soil temperature.

Differences in net nitrogen mineralization between the simulations with and without
moss growth translated into differences in NPP (Figure 14d). with higher NPP in the
simulation without moss growth. [n comparison to the unburned stand. NPP stabilizes at
a lower level in the burned stands because nitrogen lost in fire emissions was not replaced
during stand development after fire. While the growth of moss influenced the simulated

dynamics of both NPP and decomposition. it had no effect on the long-term dynamics of
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NEP (Figure 14f). However the growth of moss does influence the allocation of carbon
storage. as the simulation with moss growth has lower levels of vegetation carbon storage

(Figure 14g) and slightly higher levels of soil carbon storage (Figure 14h).

3.4.2. Sensitivity to Moisture Conditions

The objective of the sensitivity analysis to moisture conditions was to evaluate
how different levels of soil moisture in the humic organic soil layer that could arise
because of differences in drainage might influence ecosystem dynamics after tire. In the
standard scenario. which was the same as the scenario with moss growth after fire in the
previous sensitivity analysis. mean VSM from May to September drops to less than 25%
after fire disturbance and returns to approximately 35% after about 100 years of stand
development (Figure 15a). In the low soil moisture scenario, May-September VSM
drops to approximately 12% after fire and increases to about 18% through stand
development. while the high moisture scenario May-September VSM drops to about 36%
after stand development and increases to approximately 52% (Figure 15a). [t is important
to note that the 52% VSM level in the high moisture scenario is approximately the same
as the 50% VSM optimum for the function f{(My) in equation 6 for Ry [see Tian et al..
1999], above which anaerobic conditions start to retard decomposition in the model.

Soil moisture conditions played an important role in controlling soil temperature
and in regulating rates of decomposition and net nitrogen mineralization. The
simulations indicate that lower levels of soil moisture lead to higher soil temperatures

immediately after fire with approximately 1° C difference at 20 cm depth among
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scenarios (Figure 15b). Higher soil temperature is maintained throughout stand
development for the duration of the simulations in the scenarios with lower soil moisture
(Figure 15b). Differences in soil moisture among the scenarios explain differences in
decomposition rates (Figure 15e) that were responsible for differences in rates of net
nitrogen mineralization (Figure 15¢). Thus. in contrast to the sensitivity analysis for
moss growth in which differences in soil temperature drove differences in decomposition
and net nitrogen mineralization. differences in soil moisture were more important than
differences in soil temperature in the responses of decomposition and net nitrogen
mineralization in this sensitivity analysis to soil moisture.

Differences in net nitrogen mineralization among the scenarios translated into
differences in NPP (Figure 15d). with higher NPP in the simulations with higher soil
moisture. While NPP of the standard scenario stabilizes at a lower level than NPP of the
unburned stand of Figure 14d because nitrogen lost in fire emissions was not replaced
during stand development after fire. differences in soil moisture lead to larger differences
in NPP among the moisture scenarios (Figure 15d) with higher NPP in the wetter soils
because of higher nitrogen cycling rates (Figure 15c).

For about 60 years after fire, the higher decomposition rates of the wetter
scenarios caused lower NEP and higher post-fire losses of carbon from the ecosystem
over this period (Figure 15f). [t is important to recognize that this response is relevant to
soil moisture increases over the range of soil moisture for aerobic decomposition. and not
over the range of soil moisture that leads to anaerobic conditions. In contrast, between

approximately 60 and 140 years after fire. the higher NPP of the wetter scenarios caused
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higher NEP and higher rates of carbon accumulation in the ecosystem over this period
(Figure 15f). The different moisture scenarios influenced the allocation of carbon
storage, as the wetter simulations led to more vegetation carbon accumulation and less

soil carbon accumulation (Figure 15g and 15h).

3.4.3. Sensitivity to Fire Severity

The objective of the sensitivity analysis to fire severity was to evaluate how
different changes in the depth and the amount of humic organic matter associated with
different fire severities influence ecosystem dynamics after fire. [t is important to
recognize that while the depth of humic organic matter immediately after fire was
influenced by fire severity in the simulations. the depth of this layer was not subsequently
altered during the simulation of stand development after fire. The simulations indicated
that the effects of fire severity on the depth of the organic layer clearly affects the long-
term dynamics of soil temperature after fire. [mmediately after fire. a shallower humic
organic layer associated with higher levels of fire severity lead to higher soil
temperatures with approximately 1.5° C difference at 20 cm depth among scenarios
(Figure 16a). Higher soil temperature was maintained throughout stand development for
the duration of the simulations in the scenarios with higher fire severity (Figure 16a).

Among the scenarios, there was little effect of fire severity on soil moisture for
about 60 vears after fire (Figure 16b). after which May-September VSM increased as the
canopy closed and eventually stabilized as leaf area stabilized. Although the soil

moisture dynamics of the standard scenario slightly lagged the dynamics of the lightly
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burned scenario between approximately 60 and 110 years after fire. the two scenarios
stabilized at approximately the same level of soil moisture (Figure 16b). In contrast. the
effects of fire severity on soil moisture dynamics were most pronounced for the severely
burned stand (Figure 16b). which stabilized at soil moisture levels substantially lower
than the other two scenarios because of greater drainage associated with a thicker active
layer that results from higher soil temperatures.

In contrast to the sensitivity analyses for moss growth and moisture conditions. in
which effects of soil temperature and soil moisture explained differences in
decomposition among scenarios. higher decomposition rates occurred in the scenarios
with lower fire severity (Figure 16e) because the labile pools of soil organic matter were
higher in the scenarios with lower fire severity. This pattern occurred even though soil
temperatures were higher in the simulations with higher fire severity. Higher
decomposition rates in the scenarios with lower fire severity lead to higher rates of net
nitrogen mineralization only after about 50 years of stand development (Figure 16c). as it
appears that among the scenarios the effects of soil temperature and soil moisture on
nitrogen immobilization rates compensated for effects of decomposition on gross
nitrogen mineralization rates during the first 50 years atter fire. As in the other
sensitivity analyses. patterns of net nitrogen mineralization among the scenarios
translated into patterns of NPP (Figure 16d). It is important to note that decomposition.
nitrogen mineralization. and NPP in the more severely burned scenarios do not recover to
pre-fire levels because nitrogen lost in fire emissions was not replaced during stand

development in these simulations.
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For about 60 years after fire. the higher decomposition rates of the scenarios with
lower fire severity caused lower NEP and higher post-fire losses of carbon from the
ecosystemn over this period (Figure 16f). In contrast. between approximately 60 and 140
vears after fire. the higher NPP of the scenarios with lower fire severity caused higher
NEP and higher rates of carbon accumulation in the ecosystem over this period (Figure
16f). The different scenarios of fire severity influenced the magnitude of carbon storage.
as the scenarios with higher fire severity led to both less vegetation carbon accumulation
and less soil carbon accumulation by the end of the simulation (Figure 16g and 16h).
Lower carbon accumulation in the more severe fire scenarios occurs because of more

nitrogen lost from the ecosystem in fire emissions.

4. Discussion

Wildfire is a major disturbance that intluences carbon storage of boreal forests
[Kasischke et al.. 2000: Schultze et al.. 2000: Wirth et al.. 1999. in press: Kur= and Apps.
1999: Harden et al.. 2000: McGuire et al.. in review: McGuire et al.. in preparation].
Other factors including increasing atmospheric COa, climate change variability. and
nitrogen deposition also have the potential to influence ecosystem processes to affect
carbon storage in boreal forests [Barber et al.. 2000: McGuire et al.. 2001].
Traditionally. the role of fire in carbon storage of forests in the boreal region has been
estimated with book-keeping models [Kasischke. 1995: Kurz and Apps. 1999; Harden et
al.. 2000]. As fire disturbance is likely to interact with other factors in complex ways that

affect carbon dynamics. it is important to synthesize understanding from field studies into
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process-based models that represent the mechanisms responsible for these interactions.
In this study, we applied the STM-TEM to a fire chronosequence in interior Alaska to
help elucidate how interactions between fire disturbance and other factors influence
carbon storage of boreal forests. Specifically. our analysis focused on interactions that
are mediated through soil temperature. soil moisture, and nitrogen dynamics. I[n this
discussion. we highlight important findings that resulted from the application of the
STM-TEM to the fire chronosequence. We focus first on soil thermal dynamics and then
on carbon dynamics. Finally. we discuss future directions for model development and
application to evaluate the role of wildfire and other factors on carbon budgets of boreal

forests at large spatial scales.

4.1. Evaluation of Soil Thermal Dynamics

While the patterns of soil temperature in 1997 were generally similar between
model-based and field-based estimates. it is important to recognize that it was necessary
to prescribe the pattern of moss growth through time and the depth of the humic organic
layer in 1997 to produce the level of agreement in soil temperature. This was specifically
highlighted by the simulation for the stand that burned in 1996, for which soil
temperature was colder than in more recently burned stands because a substantial layer of
humic organic matter remained after the fire. The sensitivity analyses that were focused
on moss growth and fire severity verified that the growth of the moss and organic
horizons after fire disturbance are important in the temporal dynamics of simulated soil

temperature. It is well known that surface temperature decreases with the increasing
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thickness of moss and peat in high latitude ecosystems. and that variations in vegetation
canopy per se have a relatively minor influence on the ground thermal regime compared
to the surface organic layer [Brown, 1963. 1965. 1983: Riseborough. 1985; William and
Smith, 1989]. Fire disturbance affects active layer dynamics of ecosystems underlain by
permaftost by altering the insulation provided by moss and organic soil layers [Viereck.
1972. 1973. 1983. Rouse. 1976: Dyrness and Norum. 1983: Van Cleve et al.. 1996:
Yoshikawa et al.. in press]. The simulations that we conducted not only agree with these
observations, but also suggest that there are important interactions between soil
temperature and soil moisture dynamics. The sensitivity analyses in this study indicate
that soil temperature is substantially affected by soil moisture. and that the growth of
moss and the humic organic layers play a role in soil moisture dynamics during stand

development.

4.2. Evaluation of Carbon Dynamics

Similar to measurements of soil respiration reported for the fire chronosequence
[O'Neill et al.. in review: see also O'Neill. 2000] and for an experimental burn near
Fairbanks. Alaska [Valentine and Boone, unpublished data. 2001], our simulations
indicate that soil respiration drops by approximately 50% immediately after fire. This is
similar to observations in Canada [Burke et al.. 1997 Wang et al.. in review]. The loss of
root respiration associated with the mortality of vegetation in fire is the mechanism that is
clearly responsible for this decline in the simulations that we conducted. While soil

respiration declines substantially and immediately after fire, our simulations indicate that
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recently burned stands are losing carbon for approximately 30 to 60 years until the
ecosystem starts accumulating carbon as NPP becomes greater than decomposition. The
30 to 60 year time period for carbon accumulation in our simulations contrasts with the 7
to |3 year time period from the application of a steady state model based on NPP and
decomposition measurements for mature stands in the BOREAS region [Harden et al..
2000: O'Neill et al.. unpublished]. The timing of the transition from carbon source to
carbon sink activity in the simulations of this study is similar to the findings of Rapalee et

¢ al. [1998] for stands developing after fire in the BOREAS region of Canada.

Kasischke et al. [1995] hypothesized that decomposition in excess of carbon
inputs to the soil lead to cumulative carbon losses after fire (prior to carbon
accumulation). which is referred to by some as "post-fire emissions". that are greater than
carbon losses in fire emissions. Our sensitivity analysis for fire severity agrees with this
hypothesis as decomposition in excess of inputs of carbon to the soil led to mean post-fire
carbon losses of 4330 g C m™ prior to carbon accumulation across the three scenarios.
while mean losses in fire emissions were 1672 g C m™ across the three scenarios. This
result agrees with the observations by Auclair and Carter [1993] that post-fire carbon
releases were approximately three times the carbon released in fire emissions. Together.
the scenarios of the three sensitivity analyses that we conducted in this study indicate that
post-fire carbon losses are more sensitive to soil moisture levels and the amount of soil
organic matter after fire (including inputs from fire-induced plant mortality) than to
differences in soil temperature among scenarios. Preliminary data on the relationship of

soil respiration to fire severity for an experimental burn near Fairbanks. Alaska
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[Valentine and Boone. unpublished data. 2001: see also Burke et al.. 1997] agree with the
interpretation that the amount of soil organic matter plays a more important role in soil
respiration responses after fire than does soil temperature. Thus. our simulations suggest
that soil drainage and the effects of fire severity on the initial amount of soil organic
matter after fire are more important than post-fire soil temperature dynamics in the
magnitude of "post-fire emissions”.

After fire. soil carbon declines in our simulations because decomposition is higher
than NPP and accumulates once inputs to the soil from NPP become greater than
decomposition during stand development. In our sensitivity analyses. NPP drops to very
low levels immediately after the fire. increases to a peak between 60 and 100 years after
fire. and then declines to stabilize at a lower level in comparison to the peak. The
accumulation of vegetation carbon follows the pattern of NPP. The pattern of NPP
dynamics with stand age in our simulations is consistent with the pattern identified in
other studies [Buchmann and Schulze. 1999: Schulze et al.. 2000: see also Bonan and Van
Cleve. 1992: McMurtrie et al., 1995]. In all of our analyses. the pattern of NPP closely
followed the pattern of net nitrogen mineralization. Our simulated patterns of net
nitrogen mineralization are similar to the patterns documented by Smith et al. [2000] for
black spruce forests. in which rates in the organic horizons ranged from 0.33 g N m?ina
recentbumto 1.71 g N m™ from June to October in a mature black spruce forest.
Analysis of our simulations indicated that the decline of NPP in older stands is
proximately associated with declines in GPP. i.e. declines in photosynthesis. The decline

in GPP is tied to lower nitrogen availability as net nitrogen mineralization declines
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because of lower organic matter quality with stand age. which is consistent with the
nutrient availability hypothesis outlined in McMurtrie et al. [1995] and Gower et al.
[1996]. The decline in NPP with stand age in our simulations is not consistent with the
hypothesis that the decline is caused by increases in hydraulic resistance with stand age
as the model does not explicitly consider hydraulic resistance. Also. the decline in NPP
with stand age in our simulations is not consistent with the hypothesis that the decline is
caused by increases in autotrophic respiration with stand age. as autotrophic respiration in
our simulations declines in older stands as declines in GPP drive declines in vegetation
carbon.

During the carbon accumulation phase of stand development. our sensitivity
analyses indicated that carbon accumulation was affected by moss growth. soil moisture.
and fire severity. While the effects of moss growth on soil temperature had little
influence on the net rate of ecosystem carbon accumulation. moss growth affected the
allocation of carbon storage. The lower soil temperature associated with the growth of
moss caused lower decomposition and lower net nitrogen mineralization. which led to
higher rates of soil carbon accumulation and lower rates of vegetation carbon
accumulation. respectively. Soil moisture also affected allocation patterns of carbon
storage in which higher soil moisture caused higher decomposition and higher net
nitrogen mineralization. which led to lower rates of soil carbon accumulation and higher
rates of vegetation carbon accumulation. [t is important to recognize that this
interpretation of the dynamics is limited to aerobic decomposition as we expect the

opposite would occur when decomposition becomes more anaerobic. The results of the
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soil moisture sensitivity analysis and the sensitivity of soil carbon storage patterns to
transient vs. constant climate (Figure 13a and 13b) indicate that inter-annual and longer
term variability in climate has the potential to interact with stand development to
influence carbon storage [see also Lynch and Wu. 1999].

In our simulations. fire severity also affected carbon accumulation patterns as the
higher loss of nitrogen in more severe fires caused lower levels of NPP that led to lower
accumulation of vegetation carbon and soil carbon. Similar to our simulations. it has
been observed that NPP in larch forests in China is lower in severely burned stands than
in lightly bumned stands [¥ang et al., in press]. Even though decomposition was lower
for severely burned stands in our simulations. inputs to the soil from lower NPP were not
able to replace higher levels of soil carbon lost in the fire. Furthermore. our sensitivity
analysis for fire severity indicated that losses of carbon and nitrogen have the potential to
influence carbon storage patterns during stand development more than changes in soil
temperature and soil moisture. A number of studies have documented that fire can cause
severe nitrogen losses from forests [Dyrness et al.. 1989: Grogan et al.. 2000: Driscol et
al.. 1999: Smith et al.. 2000: Wan et al.. in press: but see Brais et al.. 2000]. The
simulations in which we added nitrogen to replace nitrogen losses that occurred in fire
emissions indicated that carbon storage was very sensitive to inputs of nitrogen during
stand development after fire. Recent syntheses of the carbon costs and benefits of
nitrogen fixation indicate that nitrogen fixation rates should change substantially during

stand development after disturbance [Rastetter et al.. 2001]. We conclude that nitrogen
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fixation is an important process to represent in modeling decadal to century scale

responses of carbon dynamics during stand development after fire disturbance.

4.3. Additional Issues and Future Directions

Many of our interpretations and conclusions concerning the temporal patterns of
soil temperature. moss growth. soil moisture. and carbon dynamics from the application
of the STM-TEM to the chronosequence in interior Alaska agree with the interpretations
and conclusions from the empirical studies for the chronosequence [see O'Neill, 2000;
O'Neill et al.. in review]. The ability to conduct sensitivity analyses with the model
allowed us to use the model as a tool to explore how the complexity of interactions
among various factors influence carbon dynamics after tire disturbance in boreal forests.
Taken together. the sensitivity analyses indicate that the growth of moss. changes in the
depth of the organic layer. and nitrogen tixation should be represented in models that
simulate the effects of fire disturbance in boreal forests.

Mosses are a major component of the global boreal forest [Larsen. 1980: Oechel
and Lawrence, 1985]. and both moss and the organic matter underlying moss play
important roles in the function of boreal forests [Richter et al.. 2000: Oechel and Van
Cleve. 1986 Weber and Van Cleve. 1984: Van Cleve et al.. 1983a: Dyrness and Grigal.
1979: Chapin et al.. 1987 Viereck et al.. 1983; Goulden et al.. 1998]. In the application
of the STM-TEM in this study. moss and organic matter were represented by their
thermal and hydrologic properties and by their thickness. Emerging information

indicates that the thermal conductivity of moss and organic matter increase with
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increasing moisture in these layers [Yoshikawa. unpublished; Romanovsky. unpublished].
As the relationships of thermal conductivity to moisture are more clearly elucidated for
moss and organic matter. it will be useful to incorporate those relationships into the
model to examine how they influence soil thermal and ecosystem dynamics. Also.
changes in moss thickness were represented in our simulations by a simple empirical
relationship that may be appropriate only for interior Alaska. and we did not represent
changes in the thickness of organic matter. The thermal and hydrologic properties of the
moss layer change during stand development as early successional mosses do little to
insulate the soil surface while later successional moss species have lower thermal
conductivity and higher capacity to hold soil moisture [Richter et al.. 2000: see also
Foster. 1985]. As the humic organic layer also has low thermal conductivity. changes in
the thickness of this layer during stand development are important to represent. Thus.
future model development should represent how successional dynamics of moss species
and changes in the thickness of humic organic matter influence ecosystem processes
during stand development atter fire.

Besides its role in soil thermal and moisture dynamics. moss respiration accounts
for an important portion of field measured soil respiration (Schlentner and Van Cleve.
1985: Frolking et al.. 1996 Harden et al.. 1997: O'Neill. 2000]. In comparison to mature
stands. mosses may play a greater role in soil respiration of recently bumed stands as
respiration of early successional mosses can contribute between 20% and 50% of total
soil respiration under optimal moisture and light conditions [O'Neill. 2000]. Similarly.

the dynamics of roots during stand development play an important role in the
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contribution of root respiration of black spruce forests [Valentine and Boone. unpublished
data. 2001: Rvan et al.. 1997 Vogel and Valentine, unpublished data. 2001]. Also. the
turn-over of organic matter in boreal forest soils of mature stands varies with depth
[Trumbore and Harden. 1997 Harden et al.. 2000]. and how the quality of soil organic
matter changes during stand development of boreal forests after tire is not well
understood. Nitrogen fixation is a process that has been documented to play an important
role during stand development after disturbance in boreal forests [F'an Cleve et al..1991:
Van Cleve et al.. 1993: Klingensmith and Van Cleve. 1993a. 1993b. Uliussi. 1998: Uliassi
et al.. 2000]. In our applications of the STM-TEM in this study. the biogeochemical
function of moss and roots were implicitly considered when calibrating the STM-TEM
for a mature black spruce site (see Table 4). and the quality of two fractions of organic
matter are represented through the flux equations that influence the dynamics of a single
aggregated organic matter compartment [see McGuire et al.. 1997]. As the performance
of the model in simulating soil respiration was better for the control stands than for the
recently burned stands. explicit consideration of moss and root biogeochemistry during
stand development as well as the quality of soil organic carbon with depth may improve
the simulation of soil respiration during stand development. While our simulations
imported and exported nitrogen for initializing the equilibrium simulation [see McGuire
et al.. 1997]. we did not represent the successional dynamics of nitrogen fixation after
fire disturbance in our simulations. Thus. future model development should include
explicit representation of moss biogeochemistry. the dynamics of different organic matter

fractions. and nitrogen fixation during succession.
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Our sensitivity analyses with soil moisture and fire severity also revealed that soil
drainage should be considered in spatial applications of the model. Soil drainage in boreal
forests depends on the spatial and temporal dynamics of permafrost. and influences
species composition [Rapalee et al.. 1998] and carbon storage [Trumbore and Harden.
1997: see also Lynch and Wu. 1999]. Soil drainage also likely influences aspects of the
fire regime at fine spatial scales. such as fire frequency and fire severity [see Harden et
al.. 2000]. The currently available maps of permatrost and soil drainage for Alaska and
other regions are not adequate for accurately representing the role of soil drainage in
simulating carbon dynamics at a landscape to regional scales. While substantial advances
have been made in developing data sets for the timing and spatial extent of fire in Alaska
[Murphy et al.. 2000] and Canada [Stocks et al.. unpublished]. data sets on severity of
fires are not yet available for broad regions of the boreal forest. Thus. the ability to apply
our modeling framework to simulate carbon dynamics of boreal forests at landscape to
regional scales would be enhanced by advances in the development of spatial data sets of

soil drainage and fire severity.
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Appendix A: The Hydrological Model (HM)
State Variables and Fluxes Simulated by the HM

The HM considers the dynamics of eight state variables for water (see Figure 2b)
including (1) rain intercepted by the canopy (R), (2) snow intercepted by the canopy (Sy).
(3) snow layer on the ground (Gs). (4) moisture content of the moss plus fibric organic
layer (Mmo), (5) rainfall detention storage (Rps), (6) snow melt detention storage (Sps).
(7) moisture content of the humic organic layer (Myy). and (8) moisture content of the
mineral soil layer (Myq). The HM simulates changes in these state variables at monthly
temporal resolution from the fluxes of water identified in Figure 2b. which include (1)
rainfall (Rg), (2) snowfall (Sg). (3) canopy transpiration (T¢ = T¢; + Tca). (4) canopy
evaporation (Ec). (5) through fall of rain (Ry). (6) canopy snow sublimation (Ss). (7)
through fall of snow (Sty). (8) ground snow sublimation (GSs). (9) soil surface
evaporation (Ex), (10) snow melt (Syy). (11) percolation from moss plus fibric organic
layer to humic organic layer (P;). (12) percolation from humic organic layer to mineral
soil layer (P), (13) runoff from the moss plus fibric layer that is derived from rainfall
(RORyp) to the rainfall detention storage pool. (14) runoff from the moss plus fibric
layer that is derived from snow melt (ROSy0) to the snow melt detention storage pool.
(15) runoff to surface water networks from rainfall detention storage (RORps). (16)
runoff to surface water networks from snow melt detention storage (ROSps). and (17)
drainage from mineral soil layer to ground water (Dg). The state equations for the HM
are:

dR
7’[=RFI-RTHI-ECI (AD
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ds

Tf =Sg ‘Sm: =Sy (A.?.)
t

d_GS‘ =St =Sy —GSq (A3)
dr
Al .

d‘:{%=su *er 'Pn'En - ROR ) - ROS O (A4)

R _ ROR ,,, - ROR (A5)
dt

Bo . pos , -ROS , (A6)
dt

dM -

- =8 =P, -Tey (Aﬂ

dt

By _p, =Ty =D (A8)
dt pfd Y Ri

where the subscript t refers to the time step of the calculation (month). Units for all state
variables are in mm and for all flux variables are in mm month™.
Below we describe the details for the calculation of each flux simulated by the

HM. See Table 3 for documentation of parameter values used in this study.

Rainfall and Snowfall

Monthly rainfall (Rg) and snowfall (S¢) are calculated from monthly precipitation
and mean monthly temperature. which are input data sets used to drive the model.
Following the assumption on the temperature threshold for the split between rainfall and
snowfall by Willmott et al. [1985], monthly rainfall is equal to monthly precipitation and
monthly snowfall is 0 mm when mean monthly temperature is greater than -1° C.

Otherwise monthly snowtfall is equal to precipitation and monthly rainfall is 0 mm.
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Canopy transpiration
Canopy transpiration (T¢) is calculated similar to the formulation described by

Running and Coughlan [1988]:

T = (R4, x‘B)x(C;»xp_.)xVD/,o.x D, xM,
) (B+7x(1.0+Rc/R) A x1000

(A9)

where T¢ is monthly canopy transpiration (m’ month™). B is the derivative of humidity
deficit (mbar °C™") at ambient mean monthly air temperature (T). RAc is mean monthly
short wave radiation integrated through the canopy (MJ m™ day™). Cp is specific heat of
air (J Kg "' °C™"). pa is density of air (kgm™). Vp is vapor pressure deficit (mbar). R, is
canopy aerodynamic resistance (s m™ ). Rc is canopy resistance to water vapor. y is
psychometric constant (mbar °C™"). Aw is latent heat of vaporization of water (J kg™). Dt
is day length (s day™). and Mp is the number of days per month.

The mean radiation integrated through the canopy. RAc. is calculated as:

1.0 _e-(l.-ll 12)mEr
R = NIRRx — (A10)
Exx LAI/2.2

where RAc is in units of MJ m day™. NIRR (MJ m™ day™) is mean daily short-wave
radiation at the top of the canopy as calculated by TEM in the formulation for
photosynthetically active radiation. LAI is leaf area index (m® m?) for the particular
month as calculated by TEM (see equation 3). and Eg is a dimensionless extinction

coefficient of radiation through the canopy.
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The derivative of humidity deficit. p. is calculated as a function of mean monthly
temperature (T) and Vp:

ﬂ=an4098+J4'JX,T (All)
(237.3+T)

We calculate mean monthly vapor pressure deficit. Vp. as a function of mean monthly

air temperature (°C):

177270

Vo=6.1078 x ¢33+ (A12)

Canopy resistance to water vapor. Rc. is calculated as the inverse of canopy
conductance. G (ms™):
G =Gy - DGy <(LWP - LIPyyy) (A13)
where Gyax is maximum canopy conductance (m s). DG, is the slope of G vs. LWP.
LWP is the mean daily maximum leat water potential across the month (-Mpa). and
LWPyyx is the minimum leaf water potential inducing stomatal closure. defined here as
the spring minimum LWP (-Mpa). Mean daily maximum leaf water potential across the
month is calculated as:

0.2

LWP = ——m——
SOIL,/SOIL,,

(Al4)

where SOIL,, is mean monthly soil water content (ms) integrated across the humic
organic and mineral soil layers. and SOIL,, is a parameter for soil water capacity (m’) of
the humic organic and mineral soil layers [see Table 3: also see Running and

Coughlan.1988: Frolking et al.. 1996].
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Canopy interception of rain, canopy evaporation, and through fall of rain

Monthly canopy interception of rain (R;) is calculated based on monthly rainfall
and a parameter for the canopy interception of rainfall per unit rainfall (Iryax). which is
based on Helvey [1971. see also Helvey and Patric. 1965] (See Table 3). The potential
interception of rain (PR)) is calculated as:
PRy = Rex Ipyyx (AL3)
where R is monthly rainfall (mm month™). If R is less than PRy, all rain is intercepted.
i.e.. Ry is equal to R¢: otherwise R; is set up equal to PR;. Monthly canopy evaporation
(Ec) is calculated as equal to monthly canopy interception. Monthly through fall of rain
(Rru) is calculated as the difference between monthly rainfall and monthly canopy

interception of rain.

Canopy interception of snow, through fall of snow, and canopy snow sublimation
Monthly canopy interception of snow (S;) is calculated based on monthly
snowfall and a parameter that defines the maximum daily interception of snow per unit
leaf area (Isyax. mm LAI'[day": see Table 3). which is based on Coughlan and Runnirg
[1997]. The potential interception of snow (PS;) is calculated as:
PS, =M, x LA x [wu /2.0 (A16)
where Mp is the number of days in the month and LAI is leaf area index (m” m™) for the
particular month as calculated by TEM (see equation 5).
Monthly through fall of snow (Sty) is calculated as the difference between

monthly snowfall and monthly canopy interception of snow. Monthly canopy sublimation
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of snow (Sgs) is calculated based on monthly snow interception and potential sublimation
of snow from the canopy (SUBcp). If monthly snow interception is less than SUBcp. then
all of the snow is sublimated from the canopy. [f monthly snow interception is greater
than SUBcp. then the snow sublimated from the canopy is set equal to SUBcp. The

calculation of SUBcp in mm month™ is based on a similar calculation in C oughlan and

Running [1997]:
SUBp = Rl x1000 (A7)
Ay +

where Ay is latent heat of vaporization of water (MJ mm* M’l) and K is latent heat fusion

(MJ mm™ M™).

Soil surface evaporation

The calculation of potential soil surface evaporation (PEy. mm month™) of day
time is based on the Penman equation [see Monteith and Unsworth, 1990: Waring and
Running. 1998]:
PE\; =(Epye +V 1 x100x G, /W) x My (AlB)
where Epy is the equilibrium evaporation rate (ms™) of an extensive. homogeneous wet
surface. Vp is the air saturation deficit (mbar). Gy, is the soil surface boundary layer
conductance for water vapor (ms™) [Grace. 1981, see Table 3], and v is a function that
depends on density of air. the gas constant for water vapor. and air temperature.

The equilibrium evaporation rate. Er, is calculated based on [McNaughton,

1976]:
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_ &xR,
plX/:JrX(é+l.0)

(A19)

rute

where £ is the change of latent heat relative to the change of sensible heat of saturated air.
R, is net irradiation (Wm’l) at the soil surface. p, is the density of air. and Aw is the latent
heat of vaporization. The variable Z is 1.26 at 10°C and is calculated to increase
exponentially with mean monthly temperature based on Dilly [1968] and Murray [1967]:
E=0.7185x "1 (A20)

Net radiation at the soil surface. Ry, is calculated based on as [Coughlan and Running
1997]:

R, = Rep-xe w22 (A21)

where RA¢ is the mean monthly short-wave radiation integrated through the canopy (see

equation A10).
The variable y in equation A18 is based on McNaughton [1976]:
v =px(E+1.0)xG-xT (A22)
where py is the density of air (see Table 3). Z is a the variable described in equation A19.

G, is the gas constant for water vapor (0.462 m™ kPa kg™ K™'), and T is mean monthly air

temperature in degrees Kelvin.
Similar to Thornton [2000], the monthly actual soil evaporation (Ey, mm month”
'Y is based on the estimated dry and wet days. If the through fall of rain (Ry) is greater
than or equal to the potential evaporation (PEy) within a month, Ey is estimated as:
E,, =0.6x PE,, (A23)

Oilierwise. inie Ey s esitmaied as the proporiion of poienitai evaporaiion:
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Ey =Epgx PEy (A24)
Where Evg is a function of the number of days since rain, and is calculated as:

0.3

— A235
DSR*® (A23)

Ep

where DSR is days since rain. which is estimated as 10 in this study.

Snow melt and sublimation from ground snow layer

If there is snow on the ground and the surface temperature is above -1° C.
maximum monthly snow melt (MSy,) driven by incident radiation on the snow surface
(Rq. see calculation of R, above) is calculated based on Coughlan [1991] as:
MSy = MpxaxR, K (A26)
where MSy, is in units mm month™. « is snow albedo (see Table 3). and K is the latent
heat tusion (see Table 3). If the MSy, is less than the amount of snow on the ground. then
snow melt (Ms) is equal to MSy, otherwise Ms is equal to the amount of snow on the
ground. If air temperature is less than -1° C. Ms is 0. and potential sublimation (PGSs)
from snow on the ground is calculated as:
PGSy = Mp xRy Lg (A27)
where PGSs is the potential sublimation of snow (mm month™); L is latent heat of
sublimation (KJ kg™'. see Table 3). and Rgyg is a radiation-based variable that drives

sublimation. Rgyp is calculated as:

Rsyp=R, xS, (A28)
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where parameter S is radiation absorptivity of snow (KJkg™). If the amount of snow on
the ground is greater than PGSs, then snow sublimation (GSs) is equal to PGSs, otherwise

GSs is equal to the amount of snow on the ground.

Available Water Capacity, Percolation, and Drainage
The available water capacity of each soil layer is an important parameter for
calculating percolation and drainage. Available water capacity of each layer depends on

field capacity and wilting point:

AWC,,, = FC,,, -WP,, (A29)
AWC,,. = FCpy WP, (A30)
AWC,, =FC,, -WP,, (A31)

where AWCyo. AWCqp. and AWCy are parameters tor available water capacity (mm).
FCyo. FChu. and FCyy are parameters for field capacity (mm). and WPy, WPyy. and
WP\ are parameters for wilting point (mm) of the moss plus fibric. humic organic. and

mineral soil layers. respectively.

FCuo. FCHU, FCML meo. WP}[[_!. and WP_\[[ are calculated as:

FC,, =D, x PFC,, x10 (A32)

FC,y =Dy x PFC; x 10 (A33)
FC,, =D,, x PFC, x10 (A34)
WR10= Dinas< PW Biox10 (A35)
WPy = Dyyp-x PR x10 (A36)
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WP, =D,, x PWP; x10 (A37)

where Dmoss. Duu, and Dy are depths (m) of the moss plus fibric. humic organic. and
mineral soil layers. respectively. PFCyig and PWPyg are field capacity (%) and wilting
point (%) for moss plus fibric layer. and PFCs and PWPs are parameters for field
capacity (%) and wilting point (%) for the soil. Dpess 1S a either calculated dynamically
(see equation 1) or prescribed. while Dyy and Dy are prescribed. The parameters PFCs
and PWPs are calculated based on soil texture as in version 4.0 and 4.1 of TEM
[McGuire et al.. 1995. 1997: Tian et al.. 1999]:

PFC; =(PF,x P, )+ PF, (A38)

PWP, =(PW , x P, .)+ PW, (A39)
where PF 5. PFga. PW 4. and PWp are parameters. Ps.c is the proportion of'silt plus clay in
the mineral soil calculated a function of soil texture calculated based on the percent of silt
(PCTsin) and percent of clay (PCT.yqy) from input data sets of soil texture:

Ps.. =(PCT, + PCT,,)x0.01 (A40)
where parameters PCT,;; and PCT,y, are the percentages of silt and clay in the soil.
respectively.

Percolation and drainage are calculated. in part. based on an empirical equation

described by Neilson [1993. 1993: see also Haxeltine, 1996. Pan et al.. in review] that is
expressed as:

AW

Lyt eu,
AWQ) xMp (A41)

P = pex(
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where Py is the monthly percolation from the upper (L) to lower soil layer (L-1); Pc is
the empirical percolation coefficient that depends on soil texture: AWy is the available
soil water in the upper soil layer (L), AWC is the available water holding capacity for
the upper layer (L) that depends on the soil texture, and Mp is the number of days in the
month. When soil temperature of a soil layer is lower than 0° C. there is no percolation
into the layer from the layer above and there is no percolation to the layer below:
otherwise there is percolation based on equation A41. While the above formulation is
used to calculate percolation from the moss layer to the humic organic layer (P,). the
formulation is used to make an initial estimate of percolation from the humic organic
layer to the mineral soil layer (IP). and the initial estimate of drainage from the mineral
soil layer to ground water (IDg). Percolation from the humic organic and mineral soil
layers is calculated based on the initial estimates of percolation and excess percolation
determined after available water is updated (see below).

Available water of the moss plus fibric layer (AWyo) is updated monthly as:
AW, =AW ), + Sy, + Ry - P - E,, (A42)
[f the available water content of the moss plus tibric layer exceeds available water
capacity. then runoff from the moss plus fibric layer is (ROyo. mm month™) is calculated
as:

ROwo = AW, ,, — AWC,, if AW, > AWC,y, (A43)

ROy is partitioned to runoff derived from rainfall (RORyo, mm month") and from snow

melt (ROSy0. mm month™) as:
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Sy X RO,y

ROR\p =——7— (Ad4)
CH

ROS,,, = M (A43)
. R('H

where Rcy is recharge (mm month™) is calculated as:

Rew =Sy + Ry (A46)

[f the humic organic layer is within the active layer. then available water of the
humic organic layer (AW\y0) is updated monthly as:

AWy = AWy + P, =T, = [P, (A47)
otherwise AWy is equal to AWyy.;. [f the available water content of the humic
organic layer exceeds available water capacity. the excess water is forced to percolate to
the mineral soil layer if the mineral soil layer is also within the active layer:

EPy. = AWy, - AWC,,. if AWy > AWCy:  (A48)
and percolation from the humic organic layer (P») is calculated as the sum of [P> and
EPyy.

[f the mineral soil layer is within the active layer, then available water of the
mineral soil layer (AWyy) is updated monthly as:

AW,y =AWy + P, =T, —ID, (A49)
otherwise AWy it equal to AWyy,.;. If the available water content of the mineral soil
layer exceeds available water capacity. the excess water is forced to drain to ground

water:

EPLg =4 W\.g -4 WCLQ if 4 W\J[ >4 pVC.UI (ASO)
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and drainage from the mineral soil layer (Dg) is calculated as the sum of [Dg and EPy.

Partitioning of transpiration between the humic organic and mineral soil layers
Canopy transpiration (Tc) is split into two components. Tc; and Tca, based on the
extraction rates of transpired water from the humic organic layer (§,) and mineral soil
(B») layer (i.e.. By + B2=1.0). respectively:
Ty =B xT¢ (A51)

Tey = fax I (A52)

The extraction rates represent fractions of available water distributed in the two soil

layers and are calculated as:

_ AWy <
A we AWy (A33)
AW,

AWy + AWy

where AWy and AWy describe available soil water in the humic organic and mineral
soil layers. respectively. Active layer depth influences available soil water in the humic

organic and mineral soil layers through the effects of equations A47 and A49.

Runoff
Similar to the water balance model of Vorosmarty et al. [1989]. whenever field

capacity of the moss plus fibric layer is attained. the excess water is transferred to
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subsurface runoff pools for rainfall and snow melt derived runoff as described above in
equations A43. A44. and A45. Runoff from the rainfall and snowmelt detention pools to
surface water networks is also calculated similar to the water balance model of
Vorosmarty et al. [1989]. Runoff from the rainfall detention storage pool (RORps. mm

month™) is calculated as:

RORpys =0.5x(Rpyy +Cpx(Rpyy + Sy, - PETY) when M = FC,,, . Ry +Sy 2 PET  (AS))

¢ ‘)

RORyys = 0.5x Ry when W, <FC,,, or Ry+S,<PET  (A56)

o
where Rps is rainfall-derived retention in mm (see equation A5). Cp is the proportion of
surplus water attributable to rain (Rp/[Rru+Sas]). Mo is the moisture (mm) of moss
plus fibric layer. and FCyo is field capacity (mm) of moss plus fibric layer (see equation
A32). and PET is potential evapotranspiration (mm month™).

PET is calculated based on the Jensen-Haise formulation [Jensen and Haise.

1963]. which depends on air temperature and radiation:
PET =[0.04X((%x T)+32.0)-0.37]x VIRRx 0.016742x M, (AST)
5.

where T is mean monthly air temperature (°C). NIRR is short-wave radiation at the top
of the canopy. and Mp is the number of days in the month. If PET is calculated to be less
than 0.0. then PET is set up to equal to 0. Estimated actual evapotranspiration (EET.
mm month™) is calculated based on the estimates of evaporation. sublimation. and
transpiration as:

EET =S¢ +GSy + E- + Eyy + Tpqy + T (A3B)
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Runoff from the snow melt detention storage pool (ROSps. mm month™) depends
on elevation. For sites at elevations of 500 m or below. ROSps is equal to 10% of Spg
pool in the first month of snowmelt. In subsequent months, these sites will lose 50% of
Sps per month. At higher elevations. sites will lose 10% of Sps in the first month.

followed by 25% in the second month and 50% thereafter.

Volumetric soil moisture and water filled-pore space
Some of the formulations in TEM require the use of either percent volumetric soil
moisture (VSM) or percent water-filled pore space (WFPS). Estimates of VSM for each

of the soil layers are calculated from the state variables Mumo. Myy. My as:

FSMy = Myo 0. (A59)
MMOSY
VSM gy = Mut .1 (A60)
Dy
i
ISMyy = D’-‘” x0.1 (A61)
pY/g

where VSMuo. VSMyuu, and VSMyy are volumetric soil moisture (%) for three soil
layers. respectively. In equations A59 - A61. the factor 0.1 is used to convert to percent
as Myio. Myy. and My are in mm and Dyyoss. Dyy. and Dy are in m.

Estimates of WFPS for each of the soil layers are calculated from the state

variables MMO. MHU~ MM[ as:

M MO
POR,y,

WEPS,, = (A62)
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My

WEPS, . = —oit_ A63
“ " POR,,. (A63)
y
WFPS,, = L (A64)
POR,,

where WFPSyi0. WFPSyy. and WFPSy; are percent of pore space. and PORyo. PORyu.

and PORyy are pore space (mm) for moss plus fibric organic. humic organic. and mineral
soil layers. respectively.

POR\y o is estimated as:
PORy g = Dy 55 x MOpg x 10 (A65)

where parameter MOpo is the porosity of moss plus fibric layer (%).

PORyi; and PORyy are calculated as:
POR”L' = DHL' X PCTPO x10 (A66)

POR“” = D"” X PCTPO X 10 (A67)

where PCTpo is a function of the proportion of silt plus clay (Ps.c).

PCTpo is calculated as:
PCT,y = PCTyy, x Py + PCT (A68)

where PCTpga and PCTppg are parameters.
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Table 3.1, Location, Site Characteristics, and History of Burning for Stands of the Fire Chronosequence in Interior Alaska',

Yeur of most  Stand Year of Location Soil series Moss thickness Percentage  Depth of
recent burn  age previous (cm) in 1997 of ground organic soil
(1997 as  burn (Feathermoss, fiber, covered by  layer
base year) or dead moss) bryophytes
1996 ] 1825 (Approx.) Tetlin Jct, Not classified 5.9+1.6 No Measurement  19.8+£ 2.0
1994 (Severe) 3 1855 (Approx.) Hajdukovich Volkmar silt loam 2.1+£2.9 65.116.7 8.7+ 4.2
1994 (Moderate) 3 1855 (Approx.) Hajdukovich Volkmar silt loam 2.2+1.9 65.1+6.7 5.7+£3.5
1960 7 1915 Tok Jet, Not classified 5.842.3 27.016.3 10.6x 3.0
1987 10 1825 (Approx.) Delta Jct. Nenana silt loam 3.7 £3.2 39.4+5.7 4,7+ 2,1
1915 80 Unknown Tok Jet. Not classified 14.916.6 66.8+9.0 223+ 4.1
1855 140 Unknown Gerstle River Saulich silt loam  23.1 72.5£7.6 33.5

lReporled values represent the mean + standard deviation of 20 measurements per plot.
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Table 3.2, Comparison of Monthly Climate among Tok Junction from 1954 to 1999, Big Delta from 1937 to 1999, and Tok
Junction in 1997, Reported Values Represent the Mean +/- Standard Deviation. Data from National Weather Service, Alaska
Region (http://www.wrce.dri.edu/summary/climsmak.html)

Jan, Feb. Mar. Apr. May Jun,

Precipitation (mm)
Tok Jet,
Big Delta

1997 (‘Tok Jct)

Snow fall (mm)
Tok Jet,
Big Delta

1997 (Tok lJct.)

Airr Temperature ("C)

20.6£1.8 18.8%21.3 104122 10.4+12.2 35.6136.1 129.5+63.5

21.8%19.8 2134264 17.5£16.8 1634239 5744445 151.6£75.4

44.5 2.5 16.8 6.40 23.90 114.8

113.5£86.6 89.9499.6 54.4+57.7 49.0+66.5 16.8454.6 0.00+0.00

141.71£118.1 132.8+139.1 110.0£107.2 71.4+89.7 16.5t47.0 0.0010.00

210.8 111.8 96.5 83.8 0.0 0.0

¥91


http://www.wrcc.dri.edu/summary/climsmak.html

‘uoissiwgad 1noypum pauqiyosd uononpolidas Jayung “Jaumo 1ybuAdoo ayy Jo uoissiwiad yum pasonpoldey

Tok Jet, -27.0416.09 -20.71+5.01 -12.49+3.98 -1.3122.48 7.07£1.71 12.68+1.51
Blig Delta -20.0416.01 -16.27+£5.29  -10.7444.33 -0.82+2.82 8.3+1.87 13.90+1.43
1997 (Tok Jet.) -29.62 -14.03 -15.60 -0.76 8.07 13.97

Jul, Aug. Sept. Oct, Nov. Dec. Annual

Il
i

Precipitation (mm)

Tak Jet. 127.0469.1 80.0+65.5 42.7+36.1 36.1£37.3 32.3+35.6 20.6£23.1 594.9+191.0
Big Delta 170.9£85.1 126.5+53.6 70.4x38.1 41.91£26.4 31.5+31.0 24.6+25.9 752.1£176.8
1997 (Tok Jct.) 275.6 87.1 39.9 18.8 25.1 343 689.6

Snow fall (cm)

Tok Jet. 0.00£0.00 7.41+26.4 34.8469.9 181.9£158.0162.1£126.7 116.8+124.2 933.2+£309.4

€91
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Bigz Delta 0.00+£0.00 0.00£0.00 41.7+69.1 235+£147.1 215.6+£186.2 148.1£131.1 1129.0£484.1

1997 (Tok Jet) 0.00 0.00 0.00 243.8 149.9 165.1 1061.7

Air Temperature (°C)
Tok Jet, 14.46£1.69 11.90£1.68 5.29£1.59 -5,77+2.49 -184114.14 -25.2115.19 -4.66+t1.43
Big Delta 15.58£1.06 12.89+1.57 6.72+1.68 -3.8812.98 -14.06£4.49 -19.11+5.64 -2.32%1.34

1997 (Tok Jet.) 17.21 11.92 6.44 -10.58 -13.21 -21.27 -3.96

991
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Table 3.3, Values and Sources of Parameters for the Hydrologic Model Used in This Study

Parameter Definition Value Source and comments

Cp Specific heat of air, J Kg ' °C”! 1010.0 See Running and Coughlan {1988]

PA Density of air, kgm™ 1.292 See Montieth [1973]

Ra Canopy acrodynamic resistance, sm™ 5 See Landsberg [1986] and Jarvis [1976]

Gmax  Maximum canopy conductance, ms™ 0.0016 See Running and Coughlan | 1988

Y Psychometric constant, mbar °C 0.662 See Monteith [1990]

Aw Latent heat of vaporization of water, Jkg’ ! 2.442 The value for 25° C, see Monteith [1990)

Eg Dimensionless extinction coefficient 0.5 Values range from 0.3 to 1.5, see Landsberg [1986]
of radiation through the canopy

LWPMiy Minimum leaf water potential inducing 0.5 See Running and Coughlan | 1988
stomatal closure, Mpa

Inmax  The maximum daily canopy interception 0.26 Based on Helvey [1971] and Helvey and Patric

L91
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of rain, mm mm"'

K Latent heat fusion, MJ mm®' M2 3.5 x 10°
Ismax  Snow interception rate, mm LAI"duy" 0.5
Gy The soil surface boundary layer 10

Conductance, mm s™

G, The gas constant for water vapor, m~ kPa kg" K' 0462
o snow albedo, KJ kg™ 0.80
Ls Latent heat of sublimation, KJ kg" 2845.0
Sa Radiation absorptivity of snow, KJ kg™ 0.6
PFCpo Field capacity of moss plus fibric (%) 51.6

PWPMmo Field wilting point of moss plus fibric layer (%) 32.1

PF,  Coefficient A for relationship describing 24.75
dependence of field capacity on mineral soil texture

Pl Cocfticient B for relationship describing 16.025

dependence of field capacity on mineral soil texture



[1965]

See Coughlan [1991]

See Coughlan and Running (1997
Assumed as same as the value of 0.05 m tall
vegetation Sce Grace | 1981

See Monteith [1973]

See Aguado [1985) and Running and Coughlan
[1988]

See Coughlan [1991]

See Coughlan 1991

Estimated

Estimated

See McGuire et al. [1995, 1997) and Tian et ul.

[1999]
See McGuire et al. [19935, 1997} and Tian et al.

[1999]
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PW,  Cocflicient A for relationship describing 24,75 Scee McGuire et al. (1995, 1997] and Tian et al.
dependence of wilting point on mineral soil texture [1999]
PWy Cocfficient B of relationship describing 3.025 See McGuire et al. [1995, 1997] and Tian et al,
dependence of wilting point on mineral soil texture [1999]
PC'T,, Percentage of silt in mineral soil (%) 30.0 See MceGuire et al. 1995, 1997 and Tian et al,
[1999]
PCTgy Percentage of clay in mineral soil (%) 45.0 Sce McGuire er al. 1995, 1997 and Tian et al.,
[1999]
SOILcap Soil water capacity (m?) 2350,0 See Running and Coughlan | 1988)
Pe Percolation coetficients for three layers 5.0 (Moss plus libric) — See Neilson et al. [1993, 1995] and Haxeltine

4.5 (Humic organic layer) [ 1996]

4.0 (Mineral soil layer)

MOQypo Porosity of moss plus fibric layer (%) 80.0 Estimated
PCTpoa Coetticient A of relationship describing 28.0 See McGuire et al. 1995, 1997] and Tian et al.
dependence of porosity on mineral soil texture [ 1999]

PCTpon Coefficient B of relationship describing 33.0 See MeGuire et al. 1995, 1997] and Tian et al.
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dependence of porosity on mineral soil texture | 1999]

DSR Days since rain 10 Eistimated

0L1



‘uolssiwiad Inoyum payqiyosd uononpoidas Jeyung Jaumo JybuAdoo ayy jo uoissiwiad yum paonpoiday

Table 3.4, Values and Sources for Estimated Pools and Fluxes Used to Parameterize the Model for a Black Spruce Forest at
Bonanza Creek, Alaska.

Variable Value' Source and Comments

Cy 3250 Based on Table 2 by Van Cleve et al. | 1983b), Oechel and Van
Cleve [1986), and Gower et al. [1997] and Ryan et al. [1997)

Ny 15 Based on Table 2 by Van Cleve et al. |1983b)]

Cy 15000 Based on ()'Neill [2000] and O'Neill et al. |in review|

Ng 505 Based on Tables 10 and 13 in Van Cleve et al. [1983b|

Nav 0.5 Based on Weber and Van Cleve | 1984]

Gpp 811.9 Based on procedures described in Clein et al. |in press]

NPP 152 Based on Table 3 by Van Cleve er al. [1983b]

NPPSA'T 228 Assume a maximum NPP increase of 50% to nitrogen fertilization

NUPTAKE 1.8 Based on Qechel and Van Cleve [1986] and their application of

recycling estimates from Tables 3 and 7 by Van Cleve et al. | 1983b]

'Units for annual gross primary production (GPP), net primary production (NPP), and NPPSA'T are

are g C m? yr’'. Units for annual N uptake by vegetation are g N m™ yr”'. Units for vegetation carbon (Cy)
and soil ca;'bon (Cy)areg C m2, Units for vegetation nitrogen (Ny), soil N (Ng), and inorganic N (Nay)
are g Nm™,
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Table 3.5, Comparison Between Simulated and Field-based Growing Scason (May - September) Estimates in 1997 for Soil
Temperature at 10 cm, Soil Temperature at 20 cm, Soil Respiration, and Soil Carbon for Stands of the Fire Chronosequence in
Interior Alaska, Values for Field-based Estimates Represent Monthly Means + Standard Deviation among Sampling Sites
[Sce O'Neill, 2000; O'Neill et al., in review)] and Values for Simulated Estimates Represent Monthly Means,

Yeur  "Soil Temperature(®C) "Soil Temperature ("C)  “Soil Respiration “Soil Carbon

of most at 10 ecm at 20 cm (gC m month™") (g C m yr")

burn Field Model Field Model Field Model Field Model
1946 6,81+2.30 555 230x1.86 4.33 59.9136.1 48.1 No Measurement 10117.3
1994 11,30£2.37 11.80 9.68+2.53 10.50 80.0+40.6 77.7 8920.0+3468.9 9580.2
1960 9.97+2.95 9.15 9.01+245 8.05 92.3154.8 84.9 7789.0+£3635.5 9160.3
1987 9.491+2.64 9.13 7.36£2.40 8.38 94.5144.6 85.2 8228.0+3413.2 8288.4
1915 5.57+2.68 7.20  3.07x1.77 5.00 108.4+50.7 99.9 11401.0+£2014.2 11950.6
1855 9.52+3.18 590 3.97+2,53 3.60 173.4£75.1 1604 15772,0+£2710.5 11637.9

®, b "2
’

Soil temperature at 10 cm and 20 cm are relative to the surface of the soil,

[#A
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¢ Soil respiration includes below-ground autotrophic respiration and decomposition.

“ Field-based estimates represent the sum of carbon in the moss plus fibric and the humic organic layers. Standard deviation of
- . . . v g vy . . - 2 2
field-based soil carbon estimates were based on the variance of differences equation in Mosteller et al. [1961]: 6°x.y =0 x +

Gly



Figure. 3.1. Flow diagram for the research design in this study.
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Model Modification

1. Modifications to TEM, STM, and HM

!

Model Parameterization

2. Parameterization of TEM, STM, and HM

Model Verification

3. Verify the simulation of water and carbon fluxes
with tower-based estimates from BOREAS

4. Verify the simulation of vegetation carbon with
forest inventory data from interior Alaska

|

Model Application to Fire Chronosequence in Interior Alaska

5. Simulate soil thermal, hydrological, and biogeochemical dynamics for burned and
control stands in the fire chronosequence

6. Compare soil thermal, soil respiration, and soil carbon dynamics between simulations
and measurements for burned and control stands in the fire chronosequence

|

Model Sensitivity Analyses

7. Evaluate the effects of different scenarios of moss growth after fire, soil moisture
conditions, and fire severity on post-fire ecosystem dynamics
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Figure. 3.2. (a) Overview of the model used in this study, which required coupling a
hydrological model (HM) with a soil thermal model (STM) and a terrestrial ecosystem model
(TEM). The HM receives information on active layer depth from the STM and information on
leaf area index from TEM. The STM receives information on moss thickness from TEM and
information on soil moisture and snow pack from the HM. The TEM receives information on soil
temperature from STM and information on soil moisture and evapotranspiration from HM. (b)
The HM considers the dynamics of eight state variables for water including (1) rain intercepted
by the canopy (R). (2) snow intercepted by the canopy (Sy). (3) snow layer on the ground (Gs),
(4) moisture content of the moss plus fibric organic layer (Muo). (5) rainfall detention storage
(Rps). (6) snowfall detention storage (Sps). (7) moisture content of the humic organic layer
(Muy). and (8) moisture content of the mineral soil layer (Myy). The HM simulates changes in
these state variables at monthly temporal resolution from the fluxes of water identified in Figure
2b. which include (1) Rainfall (Rg). (2) Snowfall (Sg). (3) canopy transpiration (T¢ = T¢; + Te2).
(4) canopy evaporation (Ec). (5) through fall of rain (Ryy). (6) canopy snow sublimation (Ss). (7)
through fall of snow (Sty). (8) ground snow sublimation (GSs), (9) soil surface evaporation (Eyy).
(10) snow melt (Sy). (11) percolation from moss plus fibric organic layer to humic organic layer
(Py). (12) percolation from humic organic layer to mineral soil layer (P,), (13) runoff from the
moss plus fibric layer to the rainfall detention storage pool (RORg), (14) runoff from the moss
plus fibric layer to the snow melt detention storage pool (ROSyo), (15) runoff from the rainfall
detention storage pool to surface water networks (RORps), (16) runoff from the snow meit
detention storage pool to surface water networks (ROSps), and (17) drainage from mineral soil

layer to ground water (Dg).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Figure. 3.3. Dependence of the scalar function f(FOLIAGE) in the GPP formulation of
TEM on vegetation carbon (Cy) simulated by TEM. (a) f(FOLIAGE) ranges from 0 to 1
following a logistic function of an independent variable defined as the square root of
f(Cv), which (b) is represented as a hyperbolic function of Cy. See text for

parameterization of these functions.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



176

1.0

0.8

0.4

f(FOLIAGE)

0.2 1

0.0 —— T T — T T T T T
o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Square root of f(C,)

16

14 A

12

10 -

Square root of f(C,)

0 T T T T T T T

500 1000 1500 2000 2500 3000 3500
. (aCmyr’)

o

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure. 3.4. Comparison of monthly carbon fluxes between simulated and field-based
estimates for an old black spruce forest in the northemn study area of the boreal
ecosystem atmosphere study (BOREAS). Linear regression between simulated and
field-based estimates are compared with the 1:1 line. (a) Monthly estimates of gross
primary production from 1994 to 1997; the linear regression was significant (P < 0.001.
N = 42) with R = 0.97. slope = 0.98. and intercept = 8.3 g C m™ month™. (b) Monthly
estimates of ecosystem respiration from 1994 to 1997: the linear regression was
significant (P < 0.001. N = 42) with R = 0.98, slope = 0.96. and intercept=9.9g C m>
month™. Monthly field-based estimates were derived from eddy covariance data
[Goulden et al., 1998, as updated by Dunn et al. (personal communication. http://www-

eosdis.ornl.gov/BOREAS/boreas_home_page.html); see also Clein et al.. in press|.
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Figure. 3.5. Comparison of monthly evapotranspiration and monthly volumetric soil moisture between simulated and field-
based estimates for two old black spruce forests of the boreal ecosystem atmosphere study (BOREAS), one in the northern
study arca (NSA-OBS) and one in the southern study arca (SSA-OBS). (a) and (b) Monthly estimates of evapotranspiration
for NSA-OBS and SSA-OBS, respectively, (¢) and (d) Monthly estimates of volumetric soil moisture of the humic organic
soil layer for NSA-OBS and SSA-OBS, respectively. (¢) and () Monthly estimates of volumetric soil moisture of the mineral
soil layer for NSA-OBS and SSA-OBS, respectively. For comparison to simulations for NSA-OBS and SSA-OBS, we
agpregated the tower-based estimates of evapotranspiration at half-hour resolution to monthly resolution. The half-hour
resolution estimates of evapotranspiration were developed from eddy covariance measurements at the NSA-OBS site
[Goulden et al., 1997, 1998, as updated by Dunn et al. (personal communication)} and the SSA-OBS site |Jarvis et al., 2000;
Newcomer et al., 2000). Similarly, we aggregated daily or hourly measurements of volumetric soil moisture for the humic
organic and mincral soil layers to monthly resolution for both the NSA-OBS and the SSA-OBS BOREAS sites. The humic
organic soil moisture was estimated as the mean of all soil moisture measurements shallower than 45 cm, while the mineral

soil moisture was estimated as the mean of all soil moisture measurements deeper than 45 cm and shallower than 105 em.



‘uolssiwiad noyum paugiyosd uononpoidal Jayun 1aumo ybuAdoo ayj Jo uoissiwiad ypm paonpoiday

ET {(mm/month)

Volumetric Soil Mositure (%)

Volumetric Soil Moisture (%)

LD}
a0
1o
L1
60
40
3o
20
10

Mar

mmmmObreived

"..I

.
Jun Sep
1904

o -Bimuisiey

|
|

‘-/: \ III
H ‘a .

-

A, ,A,a.n 201802,

Dec

Jun
IRes

Sep

-

.-.-.—.-.l.l.

Dec

-

.o

L Y]
a0
1o
e0
to
40
10
20
to

8L1



"uoissiwiad noyum paugiyosd uononpoidas Joyung “1sumo JybuAdoos ay) Jo uoissiuiad yum psonpoidoay

Figure. 3.6, Comparison of simulated above-ground vegetation carbon with forest inventory estimates for black spruce forests
in interior Alaska. The forest inventory estimates were derived from estimates of above-ground biomass in metric tons per
hevtare by Yarie and Billings |in press] for 10-year age intervals until age 100 and for 20-ycar age intervals between age 100

and 200, Lincar regression between simulated and inventory-based estimates are compared with the 1:1 line in the inset.
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Figure. 3.7. Overview of the simulation of net carbon exchange (NCE) between boreal forest ecosystems and the atmosphere
by the Terrestrial Ecosystem Model (TEM) to investigate the effects of fire disturbance on carbon dynamics in boreal forest
ecosystems, At any point in time, NCE = NPP - Ry, — fire emissions, where NPP is net primary production and Ry is
hererotrophic respiration (decomposition). Fire timing and severity affect ecosystem carbon pools to influence fire emissions

and post-fire NPP and Ry;. Driving data sets of CO; concentration and climate also influence NPP and Ry
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Fipure. 3.8. Flow diagram for the derivation of carbon and nitrogen pools in simulating ecosystem dynamics of the control
and recently burned stands of the fire chronosequence in interior Alaska. All simulations start from equilibrium conditions in
1819. The control stands for the stands that recently burned in 1996 and 1987 are estimated to have last burned in
approximately 1825. The control stands for the stands that recently burned in 1994 and 1990 are estimated to have burned in
1855 and 1915, respectively, Simulated estimates of soil temperature, soil respiration, and soil carbon in 1997 are compared

to 2stimates based on ficld measurements made in 1997.
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Figure. 3.9. Comparison of monthly soil temperature estimates at 10 cm depth during
the growing season in 1997 between simulated and field-based estimates during the
growing season for control and burned stands of the fire chronosequence in interior
Alaska. Comparison of simulated and field-based estimates for control sites
corresponding to recently burned sites in (a) 1996, (c) 1994. (e) 1990, and (g) 1987.
Comparison of simulated and field-based estimates for recently burned sites in (b) 1996.
(d) 1994, (f) 1990. and (h) 1987. Field-based estimates (mean and standard deviation)

were developed from data reported by O'Neill [2000] and O'Neill et al. {in review].
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Figure. 3.10. Comparison of regressions of monthly soil temperature estimates at 10 cm
depth during the growing season in 1997 between simulated and field-based estimates
with the 1:1 lines. The linear regressions were conducted using field-based estimates as
the independent variable and simulated estimates as the dependent variable. (a) For
control sites. the linear regression was significant (P <0.001. N = 14) with R =0.93.
slope = 0.82. and intercept = 1.23 °C. (b) For burned sites. the linear regression was
significant (P < 0.001. N = 14) with R = 0.93. slope = 0.91. and intercept = 0.83 °C.
Field-based estimates (mean and standard deviation) were developed from data reported

by O'Neill [2000] and O'Neill et al. [in review].
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Figure. 3.11. Comparison of monthly soil respiration during the growing season in 1997
between simulated and field-based estimates for control and burned stands of the fire
chronosequence in interior Alaska. Comparison of simulated and field-based estimates
for control sites corresponding to recently burned sites in (a) 1996. (c) 1994. (e) 1990.
and (g) 1987. Comparison of simulated and field-based estimates for recently burned
sites in (b) 1996, (d) 1994. (f) 1990. and (h) 1987. Field-based estimates (mean and
standard deviation) were developed from data reported by O'Neill [2000] and O'Neill et

al. [in review].
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Figure. 3.12. Comparison of regressions of monthly soil respiration estimates during the
growing season in 1997 between simulated and field-based estimates with the 1:1 lines.
The linear regressions were conducted using field-based estimates as the independent
variable and simulated estimates as the dependent variable. (a) For control sites. the
linear regression was significant (P < 0.001. N = 17) with R = 0.84, slope = 0.64. and
intercept = 39.6 g C m™ month™. (b) For burned sites, the linear regression was
significant (P < 0.001. N = 17) with R =0.75. slope = 0.78. and intercept = 10.2 g C m™
month™. Field-based estimates (mean and standard deviation) were developed from data

reported by O'Neill [2000] and O'Neill et al. [in review].
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Figure. 3.13. Simulated soil carbon dynamics for control stands (last bumned in 1825.
1855. and 1915) and recently burned stands (burned in 1987. 1990, 1994. and 1996) of
the fire chronosequence in interior Alaska. (a) Simulations driven with transient climate.
transient atmospheric CO,, and no nitrogen inputs. (b) Simulations driven with constant
climate data, transient atmospheric CO,, and no nitrogen inputs. (¢) Simulations driven
with constant climate. transient atmospheric CO, and the addition during stand

development of nitrogen that was lost during fire.
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Figure. 3.14. The dynamics of soil temperature. soil moisture, nitrogen cycling, carbon
fluxes, and carbon stocks in the sensitivity analysis for moss growth. Scenarios include
a stand with moss cover that was not burned (unburned), a stand that was burned and
moss was allowed to grow during stand development (burned - moss growth; also known
as the "standard" scenario), and a stand that was burned and moss was not allowed to
grow during stand development (burned - no moss growth). (a) soil temperature
integrated over 20 cm of soil relative to the soil surface, (b) mean volumetric soil
moisture of the humic organic layer from May to September, (c) annual net nitrogen
mineralization. (d) annual net primary production (NPP), (e) annual heterotrophic
respiration/decomposition (Ry). (f) annual net ecosystem production (NEP). (g)

vegetation carbon, and (h) soil carbon.
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Figure. 3.15. The dynamics of soil moisture, soil temperature. nitrogen cycling, carbon
fluxes. and carbon stocks in the sensitivity analysis for soil moisture. Scenarios include
the standard scenario. which is the same as the scenario for the burned stand with moss
growth in Figure 14. and scenarios in which volumetric soil moisture of the standard
scenario was prescribed to be 50% higher (high moisture) and 50% lower (low
moisture). (2) mean volumetric soil moisture of the humic organic layer from May to
September, (b) soil temperature integrated over 20 cm of soil relative to the soil surface.
(c) annual net nitrogen mineralization. (d) annual net primary production (NPP), (e)
annual heterotrophic respiration/decomposition (Ry), (f) annual net ecosystem

production (NEP), (g) vegetation carbon. and (h) soil carbon.
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Figure. 3.16. The dynamics of soil temperature. soil moisture, nitrogen cycling. carbon
fluxes, and carbon stocks in the sensitivity analysis for fire severity. Scenarios include
stands that experienced light burn severity (12% vegetation and 18% soil carbon and
nitrogen released in fire emissions). moderate burn severity (23% vegetation and 36%
soil carbon and nitrogen released in fire emissions), and severe burn severity (46%
vegetation and 54% soil carbon and nitrogen released in fire emissions). The thickness of
the organic layer was decreased by 18%. 36%. and 54% of 30 cm for the light burn.
moderate burn. and severe burn scenarios. respectively. (a) soil temperature integrated
over 20 cm of soil relative to the soil surface. (b) mean volumetric soil moisture of the
humic organic layer from May to September. (c) annual net nitrogen mineralization. (d)
annual net primary production (NPP). (e) annual heterotrophic respiration/decomposition
(Rpu). (f) annual net ecosystem production (NEP). (g) vegetation carbon. and (h) soil

carbon.
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CHAPTER FOUR

FUTURE OPPORTUNITIES

1. Implications of Freeze-Thaw Dynamics for the Global Carbon Cycle

There are two prevailing hypotheses about how climate warming will influence
carbon balance in boreal forests. One is that climate warming will significantly release
carbon (C) through increases in soil decomposition that are greater than increases in net
primary production (NPP). a response that may act as a positive feedback to climate
through increasing the growth of atmospheric CO, [Houghton and Woodwell, 1989:
Oechel et al.. 1993]. Another hypothesis is the response of C dynamics associated with
the response of nitrogen (N) dynamics to warming [Shaver et al., 1992]. This hypothesis
is based on the interence that soil organic N would be released as inorganic N in
association with increased decomposition rates caused by elevated temperature [e.g.. see
Nadelhoffer et al.. 1991)]. and predicts that the increased availability of N will lead to
increased NPP in high latitude ecosystems. which are generally limited by N availability.
This hypothesis predicts that high latitude ecosystems should be a net sink for
atmospheric CO; as increases in NPP should be larger than releases from decomposition
because the vegetation has a much higher C:N ratio than the soil [Shaver et al.. 1992].
Van Cleve et al. [1990] found that experimentally warming the forest floor of a black
spruce stand for three summers increased decomposition. foliar N concentration. and
photosynthesis. which suggests that tree production increased in association with greater
N availability. Bonan and Van Cleve [1992] used a forest dynamics model [Bonan 1990a.

1990b] to simulate how soil temperature, N mineralization and tree growth affect C
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fluxes in boreal forest stands. Over a 25-year period, the simulations indicated that soil
warming increases decomposition. N mineralization, and C uptake by trees, resulting in a
net increase in C storage in the vegetation. Oechel et al. [2000] argue that although there
may be acclimation of ecosystem CO- exchange in the Alaskan Arctic in response to
decadal climate warming. that further climate change may still exacerbate CO- emissions
from Arctic ecosystems because winter releases in COa [see Winston et al.. 1997; Oechel
et al.. 1997] may be greater than uptake in summer.

[n addition to aforementioned hypotheses of carbon cycle responses to climate
warming. some studies have shown that the growing season advances and lengthens in
high latitude ecosystems as the climate of the Northern Hemisphere warms. For example.
Keeling et al. [1996] argued that the 40% increase in the amplitude of the seasonal cycle
and the seven day advance in zero-crossing point for the atmospheric CO- concentration
measured at Mauna Loa since the 1960s have been caused by climate warming in the
northern hemisphere. Also Myneni et al. [1997] estimated that the growing season of
northern hemisphere terrestrial ecosystems may have increased by 12 days during the
period of 1981-1991 as inferred from trends of the seasonal normalized difference
vegetation index (NDVT) record from the advanced very high resolution radiometer
(AVHRR). Similarly. analysis of local weather records across Alaska suggests that the
growing season has been extended by over 14 days in the last 50 years by increasing
spring temperatures [Running et al.. 1999]. It appears that the timing of spring thaw and
the duration of the growing season are strongly linked to the carbon balance of boreal and

arctic systems [Running et al.. 1999; Frolking et al.. 1996; Goulden et al, 1998]. In
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contrast, Barber et al. [2000] showed that the growth of Alaskan white spruce has been
reduced in the twentieth century because of temperature-induced drought stress. These
studies suggest that climate warming may have nonlinear impacts on plant production
and carbon balance of high latitude ecosystems. Running et al. [1999] stated that the
freeze-thaw transition represents the closest analog to a biospheric and hydrologic on/off
switch existing in nature, profoundly affecting surface meteorological conditions.
ecological trace gas dynamics. and hydrological activity. This transition period initiates
snowmelt. which immediately accelerates runoff and stream discharge. Ecosystem
responses are equally rapid. as rates of soil heterotrophic respiration and photosynthetic
activity of evergreen trees increase with the new presence of liquid water.

[n Chapter 2 of this dissertation. [ described the development of the STM-TEM.
which represents the integration of a soil thermal model (STM) into a large-scale
ecosystem model (TEM). My analyses demonstrated that the STM-TEM is capable of
simulating soil thermal dynamics of high latitude ecosystems over substantial spatial and
temporal domains. A logical next step is to apply the model to evaluate whether
interactions among climate change, freeze-thaw dynamics. and growing season length in
the Northern Hemisphere can explain trends that have been observed in the atmospheric
concentrations of CO, at monitoring stations. Currently, [ am parameterizing the STM-
TEM with soil thermal measurements from Long Term Ecological Research (LTER) sites
in the United States for major biomes of the globe. [ will evaluate the performance of
these parameterizations with measurements at different sites. and then apply the model to

evaluate how changes in freeze-thaw dynamics may be influencing global carbon

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



193
dynamics in recent decades. The exchange of carbon with the atmosphere simulated by
the STM-TEM will be coupled to the Model of Atmospheric Transport and Chemistry
[MATCH; Rasch et al., 1997, Mahowald et al., 1997: Dargaville et al.. in review], which
can then simulate atmospheric concentrations of CO, at monitoring stations. By
comparing simulated atmospheric concentrations of CO, with observed atmospheric
concentrations at monitoring stations. [ will be able to evaluate if changes in freeze-thaw
dynamics in response to climate. as represented by the STM-TEM. can explain observed
patterns of trends in the growth of the seasonal amplitude and zero-crossing point of

atmospheric CO; that have been observed at some monitoring stations.

2. Issues to Address in Future Model Development and Application

[ developed the version of the STM-TEM in Chapter 3 by restructuring the
hydrologic model of the STM-TEM described in Chapter 2. and verified the new version
with measurements of soil thermal dynamics. water fluxes and soil moisture. carbon
fluxes. and age-dependent dynamics of vegetation carbon. [ applied the model to a fire
chronosequence in Interior Alaska and evaluated model performance in simulating soil
temperature, soil respiration. and soil carbon storage. [ also conducted sensitivity
analyses to gain insights on how moss growth, soil drainage. and fire severity affect
ecosystem processes during stand development after fire disturbance. These analyses and
consideration of other process studies have revealed a number of issues that should be

addressed in future model development and application: (1) moss and organic layer

dynamics during succession; (2) soil drainage and other issues associated with soil
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moisture; (3) allocation of vegetation tissue to leaves, wood, and roots; (4) variability of
below-ground carbon dynamics with depth in the soil profile; (3) nitrogen cycle issues;
and (6) spatial data set development. Future development of the STM-TEM to address
these issues will enhance the ability of the model to be used as a tool for gaining
additional insight into how interactions among climate change, permafrost dynamics, and
fire disturbance influence processes in high latitude ecosystems. Below. [ discuss how
these issues might be considered in future development and application of the STM-

TEM.

2.1. Moss and Organic Layer Dynamics During Succession

The results of the sensitivity analyses that [ conducted in Chapter 3 indicate that
the growth of moss and changes in the depth of the organic layer during succession
should be represented in models that simulate the effects of fire disturbance in boreal
forests. Currently. the dynamics of the thickness of moss is represented by an empirical
function and the depth of the organic layer is defined as a static parameter. Future model
development should represent how successional dynamics of moss species and changes
in the thickness of humic organic matter influence ecosystem processes during stand
development after fire through effects on soil thermal and hydrologic conductivity. Also,
moss biogeochemistry is currently considered only during parameterization of the model.
Future model development should also include explicit representation of moss

biogeochemistry so that the seasonal responses of moss biogeochemistry are segregated

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



195
from vascular biogeochemistry as moss may be more active at the beginning and end of

summer while vascular species may be more active in mid-summer.

2.2. Soil Drainage and Other Issues Associated with Soil Moisture

The sensitivity analyses with soil moisture in Chapter 3 revealed that soil drainage
should be considered in spatial applications of the model. Soil drainage in boreal forests
depends on the spatial and temporal dynamics of permafrost. and influences species
composition [Rapalee et al.. 1998] and carbon storage [Trumbore and Harden. 1997 see
also Lynch and Wu. 1999]. Soil drainage also likely influences aspects of the fire regime
at fine spatial scales. such as fire frequency and fire severity [see Harden et al.. 2000].
Thus. future development of the STM-TEM should focus on more tully considering the
effects of soil drainage on carbon dynamics of high latitude ecosystems.

While the current version of the STM-TEM considers the interactions between the
active layer dynamics and soil moisture. it is not currently equipped to represent the
influences of soil drainage as soil water is routed to runoff or drainage so that soil
moisture does not exceed field capacity. Thus. model development should be
implemented to allow field capacity to be exceeded for soil drainage conditions that
impede runoff or drainage. This model development is particularly important for
representing anaerobic decomposition of wetland ecosystems in high latitudes. For
example, several studies indicate that there is a strong "hysteresis” between anaerobic
decomposition (i.e., methane flux) and the rise and fall of the water table associated with

active layer dynamics in ecosystems affected by permafrost [see Moore and Roulet,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



196
1993: Frolking, 1993; Frolking et al., in review; Hilbert et al., 2000; Vardy et al., 2000].
Therefore, it is important to modify the STM-TEM so that it can consider how
interactions among soil drainage and permafrost dynamics influence the water table to
affect ecosystem processes.

Two important soil moisture issues that are not currently represented in the STM-
TEM include the effect of soil moisture on soil thermal conductivity and the effects of
unfrozen water on below-ground physical and biological processes. Soil thermal
properties. such as soil thermal conductivity. are currently prescribed in the STM-TEM
for each of the soil layers. and these properties are currently not affected by dynamics of
soil moisture. While it has been appreciated for some time that soil thermal conductivity
strongly depends on soil moisture [Hinzman et al.. 1991}, evidence is now emerging that
is elucidating how soil thermal conductivity depends on soil moisture [Yoshikawa et al..
in press: Abu-Hamdeh and Reeder. 2000]. These relationships should be implemented
into the STM-TEM so that the model can more fully consider how soil thermal dynamics
depend on soil moisture.

The representation of unfrozen water in numerical soil thermal models is
important because unfrozen water has effects on physical and biological processes in
ecosystems of high latitudes. A number of studies have identified that unfrozen water
strongly influences heat and mass transport processes [e.g. Smith and Riseborough, 1985:
Nixon. 1986: Osterkamp. 1987: Williams and Smith. 1989; Riseborough, 1990: Osteramp
and Gosink. 1991; Burn. 1992; Osterkamp and Fei, 1993; Romanovsky and Osterkamp.

2000]. The physical and chemical properties of frozen ground and permaftrost are quite
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sensitive to temperature when unfrozen water is present [William and Smith, 1989;
Romanovsky and Osterkamp. 2000; Kudryavtsev. 1981]. Also, because frozen soil
moisture reduces hydraulic conductivity. hydrological dynamics of permafrost dominated
ecosystems depend on the amount of unfrozen water in the frozen layer as well as the
presence or absence of a talik layer below the seasonally frozen layer [Burt and Williams.
1976]. For example, conditions that lead to decreased infiltration that restricts drainage
can cause high soil moisture and more runoff [see also Waelbroeck et al., 1997; Kane and
Stein. 1983; Fox. 1992]. A number of studies have also identified that unfrozen water
influences soil biological activity when soil temperatures are less than 0° C [Coxson and
Parkinson. 1987. Malhi et al.. 1990. Sommerfeld et al.. 1991. 1993; Brooks et al.. 1995.
1996. Clein and Schimel. 1995: Gilichinsky and Wagener. 1995: Schimel et al., 1996].

While the STM-TEM does not currently represent unfrozen water in the frozen
soil. the effects of unfrozen water on soil thermal dynamics has been evaluated with
Goodrich model. which was the basis for the development of STM-TEM [see
Romanovsky et al.. 1997. Romanovsky and Osterkamp. 1997; Osterkamp and
Romanovsky. 1997]. The dependence of gravimetric or volumetric unfrozen water
content of a frozen soil on temperature can be represented with a power function [Lovell.
1957] or other empirical relationships [see Osterkamp and Romanovsky. 1997: Anderson
and Morgenstern. 1973] so that the effects of unfrozen water can be incorporated into the
equations of heat conduction models [see Romanovsky et al.. 1997; Romanovsky and
Osterkamp. 2000]. The incorporation of unfrozen water into the STM-TEM should allow

the model to simulate talik formation and dynamics after disturbance, which is important
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to consider so that soil drainage can be properly represented during stand development
after disturbance. Furthermore. the representation of unfrozen water into the STM-TEM
will allow the model to consider the effects of unfrozen water on soil biological processes

as those effects become better elucidated.

2.3. Allocation of Vegetation Tissue to Leaves, Wood, and Roots

The STM-TEM currently represents vegetation as one compartment for structural
carbon. one compartment for structural nitrogen. and one compartment for labile nitrogen
storage. Fora given leaf area index. the model allocates additional effort towards either
carbon or nitrogen uptake depending on the degree to which nitrogen uptake and nitrogen
mobilized from storage can meet the nitrogen requirement of new production. While the
model implicitly represents allocation towards carbon and nitrogen uptake. it does not
explicitly represent allocation to leaves. wood. and roots as leaf area index is empirically
calculated based on the structural carbon pool and effective fine root surface area for
uptake of nitrogen is assumed to be correlated to leaf area index. In the study [ conducted
with the STM-TEM. [ therefore made assumptions about the amount of above-ground
biomass and below-ground autotrophic respiration for purposes of parameterizing,
verifying, and validating the model. Below [ provide additional information on these
assumptions so that the sensitivity of model dynamics to these assumptions may be
assessed in future studies.

Based on Gower et al. [1997], I assumed that 80% of total vegetation carbon is

allocated to above-ground vegetation carbon. This assumption was made so that the age-
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dependent dynamics of vegetation carbon of black spruce forest ecosystems simulated by
the STM-TEM could be parameterized based on analyses of inventory survey data by
Yarie and Billings [in press]. This parameterization influences the age-dependent
simulation of leaf area index. gross primary production, the distribution of radiation
through the canopy, and evapotranspiration. Based on Ryan et al. [1997]. [ assumed that
root respiration was 45% of total autotrophic respiration simulated by the STM-TEM.
This assumption was made so that [ could develop model-based estimates of soil
respiration for comparison with field-based estimates. If allocation to root biomass varies
during stand development or across the landscape. then this assumption may produce
biased estimates of soil respiration. While there are some data available on partitioning of
vegetation carbon and autotrophic respiration in forested ecosystems [e.g.. Flanagan and
Van Cleve. 1977: Law et al.. 1999: Gaudinski et al.. 2000; Ruess et al.. in preparation], it
is completely clear how partitioning of vegetation carbon and autotrophic respiration
should vary during succession or across the landscape for a single vegetation type. or
how this partitioning should vary among different vegetation types. Thus. it is important
to ascertain the sensitivity of dynamics simulated by the model to these assumptions with
respect to stand development. topographic position. geographic location. and vegetation
heterogeneity. In this way the model can be used as a tool to help focus field studies of
allocation on issues that will reduce model-based uncertainty. The understanding of
model-based uncertainty should also assist in the development of a version of the STM-

TEM that explicitly considers the dynamics multiple vegetation pools.
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2.4. Variability of Below-Ground Carbon Dynamics with Depth in the Soil Profile
The current version of STM-TEM treats soil organic matter as a compartment for

soil organic carbon. a compartment for soil organic nitrogen, and a compartment for
available soil nitrogen. and uses soil temperature and soil moisture of the organic soil
layer to drive the processes (e.g.. decomposition. nitrogen uptake, and nitrogen
mineralization) that influence the fluxes into and out of these pools. Several studies have
documented that soil carbon quantity and quality vary with depth in the soil profile of
ecosystems [see Trumbore and Harden, 1997; Harden et al.. 2000; Rapalee. in press:
Rapalee et al.. 1998: Billings et al.. 1998: Gaudinski et al.. 2000; Neff and Asner. 2001].
As the physical properties of soils also vary with depth. its seems useful to link variability
in soil carbon quantity. soil carbon quality, soil temperature. and soil moisture to simulate
the depth-based variability in ecosystem processes that occur in the soil. This linkage
may be particularly important for high latitude ecosystems. in which the soil physical and
chemical environment depends substantially on the presence or absence of permafrost.
For example. Waelbroeck et al. [1997] indicated that the active layer depth substantially
influences the carbon dynamics of tundra ecosystems. Goulden et al. [1998] also showed
that most of the old CO; (i.e.. from carbon fixed more than 50 years ago) released in soil
respiration from a black spruce forest came from a zone 40 to 80 cm deep. which was
well beneath the zone containing moss and tree roots. Development of the STM-TEM to
consider this variability will require tracking organic carbon and nitrogen pools by depth
and driving the processes atfecting these pools with soil temperature and soil moisture by

depth. A version of the STM-TEM that considers this variability would be useful as a
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tool for examining how the dynamics of these pools are influenced by interactions among

soil physics, climate change. and disturbance.

2.5. Nitrogen Cycle Issues

[ssues for consideration in future model development of STM-TEM is how the
model deals with nitrogen cycling, i.e.. nitrogen uptake. allocation to structural tissue.
nitrogen returned to the soil in senesced tissue. and the processing of nitrogen in the soil
in both organic and inorganic forms. Several studies have suggested that the dynamics of
nitrogen in the forest floor and mineral soil of boreal forests should be intimately linked
with that of carbon because most nitrogen exists in organic compounds and because
heterotrophic microbes. which utilize organic carbon for energy. should play an
important role in processing nitrogen to available nitrogen forms in boreal forests [e.g.
Flanagan and Van Cleve. 1983; Van Cleve et al.. 1986: Paul and Clark. 1989]. Studies
of nitrogen dynamics in ecosystems influenced by permafrost have shown that rates of
decomposition and net nitrogen mineralization are very slow. and that the availability of
inorganic nitrogen is very low in comparison to temperate and tropical ecosystems
(Chapin and Bledsoe. 1992: Van Cleve et al.. 1983].

Vegetation has the potential to overcome the low availability of inorganic
nitrogen in the soil through substantial nitrogen recycling within the vegetation and
through the uptake of organic nitrogen in the soil solution. Nitrogen recycling by
vegetation in Arctic and subarctic ecosystems is substantial [Chapin et al., 1980; Chapin

and Kedrowski, 1983; Jonasson and Chapin, 1985; Shaver et al.. 1990; Chapin and
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Moilanen, 1991; Shaver and Chapin, 1991, and represents a substantial proportion of
nitrogen requirement. The uptake of organic nitrogen as amino acids by the vegetation
also represents a substantial proportion of nitrogen requirement in high latitude
ecosystems [McFarland et al.. in review: Kielland, 1994, 1997, 2001].

The current version of the STM-TEM explicitly considers the importance of
nitrogen recycled by the vegetation [see McGuire et al., 1992], but only implicitly
considers the uptake of organic nitrogen uptake by the vegetation. The uptake of organic
nitrogen is represented in the model by parameterizing the rate limiting parameters for
uptake of nitrogen from the available nitrogen pool until nitrogen requirement is met
through both recycling and uptake. This procedure also influences the parameterization
of the rate limiting parameter for nitrogen immoblization. Nitrogen input into the
available nitrogen pool is calculated as the difference between gross mineralization.
which is highly correlated with decomposition. and nitrogen immobilization. The
algorithm in the STM-TEM do not distinguish explicitly among available inorganic and
organic nitrogen species in the calculation of gross mineralization or immobilization, and
it is not entirely clear if the model accurately represents the dynamics of organic nitrogen
uptake in high latitude ecosystems. As processed-based studies further elucidate the
dynamics of the nitrogen cycle in high latitude ecosystems, this understanding should be
considered for incorporation into the STM-TEM.

The results of the sensitivity analyses that [ conducted in Chapter 3 indicate that
nitrogen fixation should be represented in models that simulate the effects of fire

disturbance in boreal forests. Several studies have identified the importance of the
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dynamics of nitrogen fixation. organic nitrogen, and available nitrogen in successional
ecosystems [see Van Cleve et al., 1993; Klingensmith and Van Cleve. 1993a,b; Smith et
al.. 2000: Uliassi et al., 2000; Schimel et al.. 1998: Rastetter et al.. 2001]. After fire
disturbance. the initial nitrogen pools in vegetation and soil are dramatically changed
[Dyrness et al.. 1989. Levine et al.. 1991] and the nitrogen dynamics continue to change
during stand development [Pietkainen and Fritze. 1996; Lynham et al., 1998; Smith et al..
2000: O'Neill. 2000]. Thus. tuture model development with the STM-TEM should
explicitly consider nitrogen inputs and losses. Also. as vegetation and moss regenerate.
mosses play an important role in the nitrogen economy of the forest floor [Weber and
Van Cleve. 1983: Bowden. 1991]. as nitrogen is quickly immobilized and retained by
moss. and is subsequently released very slowly in the organic soil layer where the most
roots of vascular plants located. Therefore. similar to my earlier recommendation. it is
important to explicitly represent the biogeochemistry of moss in future development of
the STM-TEM to more fully consider the effects of moss on the nitrogen cycle during

stand development.

2.6. Development of Spatial Data Sets
The sensitivity analyses with soil moisture and fire severity in Chapter 3 revealed
that soil drainage should be considered in spatial applications of the model. Spatially and
temporally explicit data sets on soil drainage and fire severity are also required in
modeling the effects of soil drainage on carbon dynamics at landscape to regional scales.

The currently available maps of permafrost and soil drainage for Alaska and other high
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latitude regions are not adequate for accurately representing the role of soil drainage in
simulating carbon dynamics at landscape to regional scales. While substantial advances
have been made in developing data sets for the timing and spatial extent of fire in Alaska
[Murphy et al.. 1999] and Canada [Stocks er al.. unpublished], data sets on severity of
fires are also not vet available for broad regions of the boreal forest. Thus. the ability to
apply future versions of the STM-TEM to simulate carbon dynamics of boreal forests at
landscape to regional scales would be enhanced by advances in the development of

spatial data sets for soil drainage and fire severity.
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