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Abstract 

 
 

Vehicular communication has been receiving a lot of attention to enhance the 

road safety and traffic management systems and is one of the leading approach for many 

organizations and industries. Similarly, Named Data Networking (NDN) is one of the 

proposed new internet architecture in which network use named data for content 

distribution rather than host to host communication.  In this paper, we have proposed 

vehicle to vehicle communication using Named Data Networking (V2VNDN) which is 

mainly designed to share road traffic information, information about emergency 

vehicles and safety messages on road condition between two or more vehicles. In 

V2VNDN, we have used unique naming strategy for each content and assigned the 

routable prefix which can be broadcasted to all nearby connected nodes where each of 

the vehicles acts as a node. Since the number of contents is fixed, so it’s necessary to 

broadcast all three contents by each of the nodes. We have compared our proposal with 

vehicular communication based on TCP/IP protocol stack and regular NDN; and shown 

the scalability, strong security and feasibility of V2VNDN.To make our proposal 

effective, we have shown the simulation results and verified the experimental results of 

V2VNDN for vehicular communication. 

 

Key words:  Vehicular communication, Named Data Networking (NDN), Unique 
naming strategy, Broadcast, Routable prefix, NDN contents.  
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Chapter 1 

Introduction 

1.1 Background  
 
Vehicular communication system is the information exchange between vehicles 

including road side access points to enhance the road safety and traffic management system. 

According to World Health Organization (WHO) [1], road accidents annually cause 

approximately 1.2 million deaths worldwide, one-fourth of all deaths caused by injury. Also, 

about 50 million persons are injured in traffic accidents. If preventing measure are not taken, 

the number of deaths and accidents keep on increasing in the future. So, the vehicular 

communication is the leading approach to make the transportation system safe and intelligent. 

Similarly, Named Data Networking (NDN) [2] is the networking scenario which deals with 

the content retrieval instead of point to point communication. So, we proposed V2VNDN [3] 

for the vehicular communication with the new internet architecture i.e. NDN. Named Data 

Networking (NDN) is mainly divided into three parts [2] [4] i.e. Pending Interest Table (PIT), 

Forwarding Information Base (FIB) and Content Store (CS). Each protocol has a different 

function based on the interest from the consumer side to the producer. 

TABLE 1.1 
 

Parts of Named Data Networking (NDN) 
 

Content Store (CS) It caches and stores received data packets at the router 

and If the content ID is matched in the content store 

(CS); data will be forwarded by CS otherwise it will 

look up at pending interest table (PIT). 

 

Pending Interest Table (PTI) It will update an existing PIT entry if matching found 

otherwise it will look up at FIB. 

Forwarding Information Base 

(FIB) 

It will create a new PIT entry if matching found 

otherwise it will discard the interest. 
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1.2 Issues in existing network 
 

Although TCP/IP is one of the widely accepted networking scenarios, it still has many 

issues of latency, security, and mobility. An IP address is based on location and provides 

identity of the user or publisher which is the main cause of security risk. Similarly, user want 

fixed IP for many systems to keep the session stable which may also cause the security risk 

and scalability problems. Also packet loss occurs due to high latency and long delay time 

during the movement of source and destination on wireless environment. Fake source address 

and spam are the major problems in TCP/IP which are causing many problems to the internet 

users. 

To overcome these issues, NDN is one of the best networking architecture which depends on 

“what” are the contents instead of “where” are the contents. So, we have shown the 

comparison of both the networking scenario (i.e. TCP/IP and NDN) and analyze the best 

networking option for vehicular communication. 

 

1.3 Architecture of V2VNDN 
 

For the vehicular communication, we prepared the three important contents which are 

necessary to reduce the road accident and to prevent from the emergency. The first is road 

traffic system, it will provide all the traffic information as well as the required time information 

for the requested user; and the second is safety message on the road condition like construction 

or damage on the road; and the last is information about emergency vehicles like ambulance, 

police car, fire truck, and disaster management vehicles. 
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Fig. 1.1 Architecture of V2VNDN [3] 
 

 

Figure 1 shows the architecture of V2VNDN [3] which shows the communication between 

vehicles with the necessary contents ID. To get the contents from a producer, the consumer can 

request with a content ID i.e. with repository, area name, and vehicle number followed by a 

content name. If the content ID is matched in the content store (CS) [5]; data will be forwarded 

by CS otherwise it will look up at pending interest table (PIT); it will update an existing PIT 

entry if matching found otherwise it will look up at FIB; it will create a new PIT entry if 

matching found otherwise it will discard the interest. This is the actual procedure to exchange 

the contents and interests between producer and consumer. In V2VNDN, the communication 

takes place between two or more vehicles where the vehicle which sends an interest is a 

consumer and another which provides the content is a producer. 
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TABLE 1.2 
 

Interests requested by different consumers 
 

Consumers Interests 

Consumer1 ndn:/ndncontents/areaname/vehiclenumber_trafficinfromation.txt 

Consumer2 ndn:/ndncontents/areaname/vehiclenumber_safetymessages.txt 

Consumer3 ndn:/ndncontents/areaname/vehiclenumber_emergencyvehicles.txt 

 

In the above table, All the interests are requested by the different consumers to the producers 

based on their location. In figure 1.1, we have shown that the consumer 1 and consumer 2 are 

requesting the content to the producer while consumer 3 is requesting to consumer 2. In case 

of consumer 2 and consumer 3, consumer 2 becomes the producer of consumer 3 based on the 

area where they are present.  

 

1.4 Organization of thesis 
 
The thesis is organized as follows: 

Chapter 1 

In this chapter, the background, issues in existing network (i.e. TCP/IP), and architecture of 

V2VNDN are discussed. 

Chapter 2 

This chapter summarizes the Literature review including the introduction, vehicle to vehicle 

communication, Named Data Network (NDN), and related work to V2VNDN. 

Chapter 3 

Chapter 3 summarizes the vehicular communication on NDN environment. 

Chapter 4 

Chapter 4 discusses the simulation results and discussion. 

Chapter 5 

Chapter 5 describes the experimental results of the propose system. 

Chapter 6 

Chapter 6 summarizes the conclusion of the propose system and the future work. 
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Chapter 2 

Literature Review 

2.1 Introduction 
 
 At the beginning of this chapter, vehicle to vehicle communication and Named Data 

Networking (NDN) has been described. Each part is described with their architecture, 

functions, and classifications. This chapter also include the two important explanations: “why 

vehicular communication is important?” and “how NDN is better option for V2V 

communication?”   Finally, the related work and comparison of V2VNDN with other modules 

are discussed. 

 
 

2.2 Vehicle to vehicle communication 
 
The communication of two or more vehicles by establishing the wireless links between them 

is called vehicle to vehicle communication. Vehicle to vehicle (V2V) [6] is also defined as the 

wireless network where automobiles send messages to each other with necessary information. 

The main motivation of this communication is to reduce the number of accidents and to make 

the vehicles intelligent. In this system, road side access points and vehicles act as the 

communication nodes in which one vehicle shares the information of safety messages and 

traffic information to the another. 

 

 
 

Fig 2.1 vehicle to vehicle communication 
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Figure 2.1 shows the communication between vehicle 1 and vehicle 2 using networking 

environment. Vehicle1 and vehicle 2 are the source and destination respectively where 

destination will request the data or content to the source and source will provide the content 

based on the request type. This shows the normal communication between vehicles.  

2.3 Named Data Network (NDN) 
 
Named Data Network is the new internet architecture which can reduce the weakness of the 

existing host to host communication architecture and based on the name of data instead of 

location. NDN is based on the content Centric Networking (CCN) [7] which was presented by 

Van Jacobson in 2006. In NDN, the contents provider is a producer and the contents receiver 

is a consumer. At first, all the contents are assigned with unique content ID to each and 

published by the producer. Then the routable prefix is broadcasted to the different NDN 

intermediate nodes and edge nodes. Finally, the contents ID table is provided to the consumers 

and consumers request the content to the nearest edge node. At the initial request, the response 

time is more for the specific content but if the user request the same content again then the 

response time is very less. This means NDN is the in-network caching system which stores 

content in the CS.  

 
 

Fig.2.2 NDN node and its forwarding strategy  
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Fig2.3 Interest and data packets of NDN  
 

2.4 Related work to V2VNDN 
 

When we go through the past research papers [8][9], a lot of research has been done for 

vehicular communication based on existing networking system called TCP/IP but none of them 

are implemented practically and holds many issues of security, latency, and mobility. Most of 

the vehicular communication is based on host centric designed IP stacks [10] where the node 

mobility is complex and mobility issues in vehicular communication and it is hard to predict 

the movement of producer and consumer. In [11], researcher have proposed peer to peer 

cooperative caching scheme using Markov chain model and focused more on caching system. 

They have also discussed about the congestion control and network management using caching 

scheme. They have evaluated the proposed scheme based on the network congestion, delay and 

hit ratio but the overall performance is slightly better than the existing schemes and focused 

more on only caching scheme rather than overall vehicular communication. Similarly, in [12] 

the author has discussed the security system to secure the vehicular communications and 

proposed a hybrid security framework. However, the overall discussion and proposed scheme 

is based on an idea to secure the vehicular communications that occur in vehicular ad-hoc 

network. To solve this kind of issues, NDN plays an important role since it is location 

independent network scenario and provides the in-network caching system. 

Similarly, emergency application for vehicle to vehicle has been proposed in [13] where 

the authors have adapted eVNDN for vehicle to vehicle communications which enables vehicles 

to communicate based on the autonomously distributed contents. The main goal was to provide 

the emergency applications for communication and they have also changed the PIT and CS to 

support their system. But the naming strategy, overall network scenario, and interest based on 

required information has not been shown clearly. In [14] [15], the authors have focused both 
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on NDN and SDN (Software Defined network) and present the use cases for vehicular NDN 

scenarios and SDN. SDN has been used to solve the problems in VANETs (Vehicular Ad Hoc 

Networks). They have considered the VANETs that use the NDN architecture and presented 

the existing problems. To solve the existing issues, they have proposed the SDN and based on 

the assumptions that the SDN controller having knowledge of the network and vehicular traffic 

information like density of the networks, location, number of vehicles and their direction and 

location of contents producer, they have proposed the forwarding strategy at the road side 

access points. They have proposed this scenario for both vehicle to vehicle and vehicle to 

infrastructure communications. All the proposed schemes and idea are based mostly on 

theoretical assumptions rather than simulation and experimental results. So, the implementation 

of the proposed system is difficult and the system is complex. In [16], authors have presented 

VANET scenario using NDN architecture and shown the simulation result of throughput, delay 

and routing overhead. They have used geo-based location strategy for packet forwarding and 

highlighted the limitations but they have not proposed any specific forwarding strategy to 

replace the existing issues. 

So far, the research community focused mostly on forwarding strategy, pending 

contents on NDN and host centric networking. In this paper, we have focused towards the 

overall network scenario of NDN and new naming strategy. We found that interest packets and 

data packets can travel from each of the vehicles with the content ID which consist of vehicle 

number to identify the prefix name. Also, we proposed the possible solution of broadcasting 

the routable prefix of one vehicle to the nearby vehicles. So, our proposal will clearly show the 

overall network scenario for vehicular communication using NDN.  
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Chapter 3 

Vehicular Communication on NDN Environment 

 

3.1 Introduction 
 

In V2VNDN, we have assumed that each vehicle acts as a NDN node and the vehicular 
communication takes place between any two vehicles based on their location and position. 
Following operations take place to transfer interests and receive data: 

 
• The receiving node or the consumer will send an interest to the specific vehicle from 

which it wants the information. Since each content ID is assigned with the vehicle 

number, area name, and fixed contents name. so, it’s easy to find out the content ID 

of a producer by the consumer. 

 

• Once the interest is received by a producer, it will upload and publish the current 

information about traffic or safety messages immediately for the first user and first 

time. 

 

• After publishing the data by producer and send to the consumer, the data is cached 

into the edge node of that area. In that area, the other vehicle can request the same 

data with the same content ID and get response immediately. So, the time taken to 

receive the published content is very less than the initial request.  

 

• If the contents are not found in the CS, the PIT table will be updated based the 

received interest with the face ID.  

 

3.2 Naming process 
 
 In V2VNDN, we are mainly focusing on three important contents of different location. 

The naming of contents is divided into several parts. Each part is important to receive the data 

from producer (i.e. vehicle). Suppose the vehicle ‘A’ is waiting at some area due to the passing 

of emergency vehicles and vehicle ‘B’ want to know about the situation which is about 500m 
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far away from ‘A’; ‘B’ will send a request based on the broadcasted routable prefix and receive 

the data about that area. The structure of naming process is shown below: 

 

 

TABLE 3.1 

Naming strategy in V2VNDN 
 

 
 

 
 

 

 

Table 3.1 shows the naming strategy in V2VNDN and description of each part. Publishing the 

contents and the format of contents ID are listed below: 

• The published contents are saved into the repository. 

• The producer will publish the content using “ndnpublish” command and consumer 

will receive the content using” ndnget”. 

• After publishing the contents by the producer, the contents ID are distributed to NDN 

environment and assigned timer to each content. Since the structure of contents ID 

look same but the contents vary from one area to another based on the condition of 

that area. 

• Since the code base is written in java script, so the user terminal can access the 

contents easily from one of the browser or browser like environment which is 

installed in the vehicle. 

• According to area or location, the consumer will update the PIT table and receive 

 
ndn:/ndncontents/areaname/vehiclenumber_emergencyvehicles.txt 

 

Contents 
ID 

always 
start 
from 
ndn 

Place 
where the 
published 

contents are 
stored 

Area name 
from where 
they want 
the 
contents  
 

 Unique vehicle  
    number  

Content name Extension 
i.e. text 

file 
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data immediately once the data is published by producer.  

The below table shows the status of producer and consumer after publishing and 

receiving the contents: 

 

TABLE 3.2 
 

CONTENTS ID [3] 
 

Producer Consumer 

 
ndn:/ndncontents/Waseda/24**_trafficinfo.

txt var/www/traffic.txt 

 
ndn:/ndncontents/Waseda/24**_trafficinfo.

txt received.txt 

Status: Inserted file Status: Retrieved file 

Time: published time (in ms) Time: Received time (in ms) 
File size: In bytes 

 

In the above table 3.2, the consumer first requests the content of traffic information of Waseda 

(i.e. area name) and then the producer publishes the file. After publishing the file, the consumer 

receives the content immediately with the status of retrieved file and producer receives the 

status of inserted file and time taken to publish the file. The total file size is shown in bytes to 

the consumer side. 

 

 

3.3 Publishing content in NDN 
 

At first the original content is divide in several segments and then further divided into 

several chunks. The size of each chunk is about 4096 bytes which is default size. Time to divide 

the file into segment and chunks vary with the size. While publishing the file in NDN, the 

segment is automatically divided into several chunks and named in order. In the experiment 

scenario, when we publish the content for the first time, we can see all the segments and chunk 

division but if the same content is published by the same publisher, then the content is inserted 

very fast and shown the notifications of “replacing the file”.  
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Fig. 3.1 Publishing the content in NDN 
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Chapter 4 

Simulation Results and Discussion 

 
4.1 Introduction 
 
In this chapter, we discuss about the simulation results of proposed system and compare the 

TCP/IP, regular NDN, and V2VNDN. we have shown the simulation results of V2VNDN by 

using ndnsim1.0 [17] and ns-3 [18]. ndnSIM is the network simulator used to carry out the 

simulations of Named Data Network and other network related simulation. ndnSIM is the free 

software available under the GNU license for research and development. The simulated 

vehicular network consists of 4 vehicles where node 0 is a producer and other nodes are the 

consumer. For the experimental scenario, we used NDNx [19]   which was developed by NDN 

project team. 

 
 

4.2 Simulation environment  
 
In this section, simulation parameters, simulation environment, and discussion of simulation 

parameters are shown. For the V2VNDN simulation, we have used ndnsim and the codebase 

is written in C++.  We tested the simulation of V2VNDN by using different forwarding strategy 

like BestRoute, Flooding, and SmartFlooding. By comparing the different forwarding strategy, 

we choose BestRoute where the interest will be sent to the highest ranked face. We also varied 

the communication between nodes ranging from one to one communication and one to three 

communications. The results were obtained from the 6 simulation runs. Rest of the parameters 

are same as the table 4.1. 

For simulation, we introduced the following nodes with description: 

• Node 0:  producer node which publishes the contents based on the user interest. Upload 

all three contents: traffic information, safety messages, and emergency vehicle of some 

locations. And broadcast all the important information to the nearby vehicles as well as 

distant vehicles of that area. 

• Node 1,2, & 3: consumer nodes which request the necessary information of some area 

to the producer. 
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TABLE 4.1 
 

SIMULATION PARAMETERS [3] 
 

 
 

4.3 Results and discussion 
 
 

 
 

Fig.4.1 Simulation using python visualizer  
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Fig.4.2 Time (sec) vs. data rate (kbps) 
 

Figure 41. shows the simulation of V2VNDN nodes where node 0 is the producer node and the 

other nodes are consumer nodes. The data rate of interest and content is clearly shown in the 

graph. Similarly, the time vs. data rate graph is shown in figure 4.2 where we have shown all 

the possible interests and data from producer to consumer. The above graph is numbered based 

on the producer and consumer nodes. In the above graph the incoming data (i.e. “InData”) in 

node 0 is null and “InInterest” in node 1, 2, and 3 is null. The interest requested by the 

consumers and the total interest received by the producer is denoted by “OutInterest”. 

Similarly, the data published and provided by the producer (i.e. node 0) and received by the 

consumers is denoted by “OutData”. 
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Fig.4.3 Time (sec) vs. data rate (kbps) 

Figure 4.3 is the simplest form of figure 4.2, in this graph we have shown only the interest 

requested by the consumers and the data packets provided by the producer. 

 

 
 

Fig.4.4 Time (sec) vs. packet drop rate (kbps) 
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Figure 4.4 shows the packet drop rates in the different time interval. Since the packet drop rate 

in V2VNDN is null. To be specific, V2VNDN can reduces the drop rate (i.e. almost null) in 

both the case of interest forwarding and data retrieval.   

 

4.3.1 Evaluations of two nodes communication 
 

In this section, we have shown the one to one communication between a producer and a 

consumer. From these results, we can also analyze the difference between many to one and one 

to one communication between nodes. 

 

 
 

Fig.4.5 Simulation to show the communication between two nodes  
 

 

Figure 4.5 shows that the communication between node 0 and node 1 but receiving interests 

from all the nodes. This simulation was done to evaluate the performance between two nodes. 

This simulation also shows that the interest request by the node 1 is available in node 0 but for 
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other two interests, the contents need to be published within some time interval. So, the node 

1 receives the data immediately but the node 2 and 3 will receive after some delay. The average 

throughput of the data packets and interest packets are 472 kbps and 20 kbps respectively. 

 

 
 

Fig.4.6 Elapsed time (sec) vs. Rate (Kbps) 

 

Figure 4.6 shows the simulation results of V2VNDN when the communication takes place 

between any two nodes. From figure 4.3 and 4.6, we can analyze that the data packet rate 

doesn’t vary more between one to one and many to one communications between nodes. This 

proves that many vehicles can request the data packets at the same time to one node (i.e. 

Vehicle as a producer). 
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4.3.2 Average data rate and delay of V2VNDN 
 
 

 
 

Fig.4.7 Simulation time vs. Data rate [3] 
 

 
 

Fig.4.8 Time vs. Delay in seconds [3] 
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Figure 4.7 and 4.8 shows the average data rate and delay in V2VNDN respectively. Similarly, 

figure 4.7 shows the average incoming interest and outgoing data in V2VNDN environment. 

When we analyze the figure 4.8, the initial delay and final delay of V2VNDN is very less. The 

above simulation results were also verified by using NDNx. 

 

4.4 Performance evaluations of V2VNDN 
 
For performance evaluation of the proposed V2VNDN, we have shown the comparison results 

of V2VNDN, regular NDN and TCP/IP. For TCP/IP, we have considered the IEEE 802.11p 

[20] [21]. The simulation shows the delay and average data rate (kbps) off all three scenarios. 

 

 

 
 

 
 

Fig.4.9 Simulation time vs. Throughput (Kbps) 
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Fig.4.10 Elapsed time interval (sec) vs. Delay (sec) 
 
 

Figure 4.9 and 4.10 show the average throughput and delay graph between V2VNDN, 

IEEE802.11p and regular NDN. In both the simulation, the V2VNDN shows the better 

performance than the other networking scenario. Since the average speed during the obstacles 

or emergency conditions is very low. So, the mobility and handover for vehicular 

communication will be almost same as the normal communication between nodes using NDN 

environment. From this scenario, we can conclude that there will be no mobility and handover 

problem in V2VNDN. So, it is worth to mention that, the V2VNDN can become one of the 

best proposals for vehicular communication and is easy to conclude that NDN is the best 

networking scenario for vehicular communication. 
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Chapter 5 

Experimental Results 

5.1 Introduction 
  
In this chapter, we discuss about the experimental results of a proposed system using NDNx 

with some modifications. Since we built and configured NDNx for vehicle to vehicle 

communication with some modifications, we have named it as V2VNDN. We also used 

openstack [22] and Ubuntu 14.04 LTS operating system for the configuration of the total 

system. At first, we configured and built two Linux servers; one as a producer and the other as 

a consumer of V2VNDN and uploaded both the images in the openstack system in VDI (Virtual 

Disk Image) format and finally, assigned global IP address to each. This experimental result 

shows the communication between two nodes i.e. two vehicles. 

 

5.2 Openstack instances 
 

Openstack [22] is the open source software for cloud computing that controls the storage, 

computing, and networking resources through a datacenter. In our case, we used openstack to 

manage and control V2VNDN producer and consumer. It also helps to control the instances 

remotely and makes the total process to control the V2VNDN system easier. 

 

For the openstack management: We created two nodes; controller node and compute node. 

We then successfully installed openstack components and service to these two nodes using 

Ocata. For V2VNDN transmission, we have successfully transmitted the real video file (about 

130 MB), text files, and image files between two machines (one as the producer and one as the 

consumer).  
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Fig.5.1. Openstack instances of V2VNDN 
 

 
 

Fig.5.2 Openstack configuration for V2VNDN nodes.  
 
 

Figure 5.1 shows the openstack instances of V2VNDN where we use NDNgatewayserver and 

NDNconsumer for communication between two nodes. In this figure we can see, both the 

images are in active state and has a large flavor size. Similarly, figure 5.2 shows the openstack 

configuration for V2VNDN nodes. 
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5.3 V2VNDN producer 
 
In this section, we discuss about the experimental result of a producer side in V2VNDN. In the 

producer side, first we start NDN and then the repository where the published files are uploaded 

and broadcasted in the NDN network. After completing the initial process, we accept the client 

request (i.e. consumer request) by initializing the face ID. Then we publish and send the 

requested file to the user. In V2VNDN, we have used the area name and vehicles number as a 

routable prefix. So, it’s easier for consumer to send an interest to the nearby producer.  

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 

Fig.5.3 Producer side of V2VNDN 
 

Figure 5.3 shows the producer of V2VNDN which includes all the necessary commands to 

start, upload, and published the file in NDN repository. The highlighted part shows the 

uploaded and published “trafficinfo.jpeg” file of “Waseda area” into NDN environment based 

on the user request. We have used the “raw” format to publish the file after getting the request 
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from consumer side. In the above highlighted sections, first part shows the necessary command 

to upload and publish the file of traffic information and the second part shows the inserted 

message in the NDN environment.  

5.4 V2VNDN consumer 
 
In this section, we discuss about the experimental result of a consumer side in V2VNDN. In 

the consumer side, first we start NDN and the repository. After completing the initial process, 

we establish the link between producer and consumer through link layer. Since a producer and 

a consumer are the openstack instances assigned with the global IP, a consumer can add the 

global IP address of a producer to establish the link. Finally, a consumer can request the data 

by sending the necessary interest to the producer. 

 

 

 

 

 
 
 

 
 

 
 
 

 
 
 

 
 
 
 
 
 
 
 

Fig.5.4 Consumer side of V2VNDN 
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Figure 5.4 shows the consumer of V2VNDN which shows all the necessary commands to 

communicate between a producer and a consumer. After starting the link, a consumer gets the 

accepted acknowledgment form a producer. Then, a consumer requests the necessary contents 

to the producer with the suitable content ID. If the ID is matched in the content table 

broadcasted by a producer, a producer will upload and publish the requested contents and sent 

to the consumer. In the above figure, highlighted parts show the step by step procedure on a 

consumer side to request and get the contents from a producer side. We have also shown the 

repeated request (i.e. repetition of the same request) and time take by each to receive and 

download the contents. The first request to receive the traffic information took 2385ms but the 

second and third request took 389ms and 384ms respectively. The above results also verify that 

the time taken to receive the same contents is very less after a first request. This also proves 

the NDN as an in-network caching network scenario.  

 

 
 

Fig. 5.5 Throughput graph of V2VNDN 
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Fig. 5.6 Delay time graph of V2VNDN 

 

Figure 5.5 and 5.6 show the experimental results of throughput and delay time of V2VNDN 

respectively. We can conclude from both the simulation and experimental results of V2VNDN 

that, the throughput is higher and delay is very less than the other networking scenarios. 
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Chapter 6 

Conclusion and Future Work 

6.1 Conclusion 
 

In this paper, we proposed the vehicular communication using named node networking 

(V2VNDN) and shown the naming, publishing and retrieving strategy of NDN environment. 

Through the simulation, we found that the delay of V2VNDN is less and throughput is higher 

than the regular NDN and the TCP/IP. Since the number of contents is fixed and each contents 

ID is assigned with vehicle number and area name, it’s very easy to know the content ID of 

nearby vehicles and received the required information. The main goal we achieve via 

V2VNDN is to share the important information between two vehicles with high throughput 

and less delay. It is also worth to say from the data-drop graph that the data drop rate is null. 

We can conclude by stating that the V2VNDN is easy, accurate, highly efficient, cost-effective, 

and strong security networking system which can be implemented soon to make the 

transportation system intelligent and accident-free. 

When we analyze the experimental results, the time take to publish the file in the repository is 

very less. Also, the consumer side clearly shows the V2VNDN as an in-network caching 

system. It also describes the evaluations of performance and naming strategy.  

 

The conclusion of each chapter is listed below: 

 

Chapter 1: 

This chapter introduces the background of vehicular communication and Named Data 

Networking. It also answers about “why the vehicular communication is important” and how 

NDN is the suitable networking scenario for V2V. We have also discussed in brief about the 

issues in existing network. At last, we have introduced our main proposal (i.e. V2VNDN) and 

shown the architecture of V2VNDN. 

 

Chapter 2: 

In this chapter, we have described the introduction of vehicle to vehicle communication and 

Named Data Networking. This chapter mainly focuses on the related works with V2VNDN 
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and issues in the past research papers as well as the discussion about similar research papers 

and how our proposal is different from other. 

 

Chapter 3: 

In this chapter, we have described about the vehicular communication in NDN environment. It 

focuses mainly on naming process, contents ID, and the procedure to publish the contents in 

NDN. It also describes the step by step procedures to publish and retrieved the files in our 

proposed system. 

 

Chapter 4: 

This chapter shows the simulation results and discussion on each simulation results. We have 

carried out the number of simulation to show the functionality and performance of the propose 

system. The simulation results are divided into two types; one is pure simulation for V2VNDN 

and the other is comparison of V2VNDN with the TCP/IP and regular NDN. The simulation 

results mainly focus on throughput, delay and drop rate of the propose system. In all the 

simulation, the performance of V2VNDN is better than the other networking scenario. 

 

Chapter 5: 

This chapter shows the experimental results and discussion on the producer and the consumer 

side. It shows the necessary steps to upload and publish the contents in the repository and time 

to insert the file in the producer side. Similarly, it also describes the necessary steps in the 

consumer side and shows the time taken to retrieve the data and size of the data. 

 

Chapter 6: 

This chapter describes the conclusion of the propose system and the future work that are 

necessary to improve and implement the vehicular communication system. 
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6.2 Future work 
 
For future work, we will improve the existing difficulties in Named Data Networking. Since 

the NDN is a new internet architecture and holds many challenge to implement in the real 

environment. So, we will overcome the challenges and difficulties in the future. Also, we will 

consider the energy consumption of the propose system. We will also try to implement the 

system in the real environment and note down the performance evaluations.  

In V2VNDN, we discussed only about the fixed contents and low speed vehicular environment. 

In the future, we will evaluate the mobility and handover for high speed vehicles and we’ll also 

increase the number of contents by managing the routing table and routable prefix. 
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