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## Chapter 1

## Introduction

The Thue-Morse sequence $(t(n))_{n=0}^{\infty}$ (or Prouhet-Thue-Morse sequence) is the following well-known binary sequence

$$
(t(n))_{n=0}^{\infty}=011010011001011010010110011010011001011001101001011 \cdots
$$

The origin of this sequence is Prouhet's investigation on the following problem, known as Prouhet-Tarry-Escott problem [AlS2, BoPL, P]: For any integer $k>0$, find two distinct sets of integers $A$ and $B$ satisfying the equations,

$$
\sum_{x \in A} x^{j}=\sum_{y \in B} y^{j}
$$

for $j \in\{0,1, \cdots, k\}$. Prouhet $[\mathrm{P}]$ discovered the solutions to the above problem by using the following identity,

Prouhet's identity Set $f_{1}(x):=x-(x+1)-(x+2)+(x+3)=0$. We define the polynomial $f_{k}(x)$ recursively as

$$
f_{k}(x):=\sum_{n=0}^{2^{k}-1} \epsilon(n)(x+n)^{k}-\sum_{n=0}^{2^{k}-1} \epsilon(n)\left(x+2^{k}+n\right)^{k}=0
$$

where $f_{k-1}(x)=\sum_{n=0}^{2^{k}-1} \epsilon(n)(x+n)^{k-1}, \epsilon(n) \in\{1,-1\}$.
Letting $k$ tend to infinity, we can define the sequence $(\epsilon(n))_{n=1}^{\infty}$. This sequence is the origin of the Thue-Morse sequence. Fifty years later, Thue [Th], independently of Prouhet, introduced the Thue-Morse sequence as the infinite binary sequence that contains no cube, i.e, no three consecutive identical blocks. This property of the Thue-Morse sequence made change the rule for infinite play in chess. Moreover, independently of them, Morse [Mors] (famous for Morse theory) rediscovered this sequence in 1921. Morse studied geodesics on a surface of negative curvature by using this sequence. After pioneering works on this sequence, the Thue-Morse sequence and its several generalizations have
been investigated in the following areas [AlS2]; combinatorial number theory, transcendental number theory, differential geometry, dynamical system, finite automata, etc.

In this thesis, we study the Thue-Morse sequence and its generalizations which is deeply related with number theory. This thesis consists of two chapters as follows.

In Chapter 2, we investigate transcendental numbers related to the ThueMorse sequence and its generalizations. In 1929, Mahler [Ma] proved the transcendence of the series $\sum_{n=0}^{\infty} t(n) \beta^{-n-1}$, where $\beta$ is an integer greater than 1 . Let per be the permutation $0 \rightarrow 1,1 \rightarrow-1$ and $\bar{t}(n):=\operatorname{per}(t(n))$. For the proof of the transcendence of the series, Mahler used the following functional equation of this sequence's $(\bar{t}(n))_{n=0}^{\infty}$ generating function $f(z):=\sum_{n=0}^{\infty} \bar{t}(n) z^{n}$,

$$
f(z)=(1-z) f\left(z^{2}\right)
$$

Recently, this method is known as Mahler functions theory [ N ], which is extensively investigated by many researchers. On the other hand, Morton and Mourant [MortM], Adamczewski, Bugeaud and Luca [AdBL] and Adamczewski and Bugeaud $[\mathrm{AdB}]$ proved the transcendence of the series by the combinatorial study on transcendental numbers: Let $k$ be an integer greater than 1 . We define the $k$-adic expansion of non-negative integer $n$ as follows

$$
n=\sum_{q=1}^{\text {finite }} s_{n, q} k^{w_{n}(q)},
$$

where $1 \leq s_{n, q} \leq k-1,0 \leq w_{n}(q)<w_{n}(q+1)$. For any integer $s$ in $\{1, \ldots, k-1\}$, let $e_{s}(n)$ denote the number of occurrences of $s$ in the base $k$ representation of $n$. For an integer $L$ greater than 1, we define a sequence $\left(e_{s}^{L}(n)\right)_{n=0}^{\infty}$ by

$$
e_{s}^{L}(n) \equiv e_{s}(n) \quad(\bmod L)
$$

where $0 \leq e_{s}^{L}(n) \leq L-1, e_{s}(0)=0$. Then $\left(e_{1}^{2}(n)\right)_{n=0}^{\infty}$, where $k=2$, is the Thue-Morse sequence.

Morton and Mourant [MortM] introduced a new sequence as follows; Let $K$ be a map,

$$
K:\{1, \ldots, k-1\} \longrightarrow\{0,1, \ldots, L-1\}
$$

We define $(a(n))_{n=0}^{\infty}$ as

$$
\begin{equation*}
a(n) \equiv \sum_{s=1}^{k-1} K(s) e_{s}^{L}(n) \quad(\bmod L) \tag{1.1}
\end{equation*}
$$

where $0 \leq a(n) \leq L-1$. Now we introduce a class of sequences as follows.
Definition 6 The sequence $(a(n))_{n=0}^{\infty}$ is called a $k$-automatic sequence if the set of sequences $\left\{\left(a\left(k^{e} n+j\right)\right)_{n=0}^{\infty} \mid\right.$ where $e \geq 0$ and $\left.0 \leq j \leq k^{e}-1\right\}$ is the finite set.

Morton and Mourant proved that these sequences are $k$-automatic sequences. Furthermore, the necessary-sufficient condition for the non-periodicity of these sequences is given in [MortM]. Later, Adamczewski-Bugeaud-Luca [AdBL] discovered the combinatorial transcendence criterion in 2004; Adamczewski, Bugeaud, and Luca $[\mathrm{AdBL}]$ introduced a new class of sequences stammering sequence, as follows. For any positive number $y,\lfloor y\rfloor$ and $\lceil y\rceil$ are the floor and ceiling functions. Let $W$ be a finite word on $\left\{a_{0}, a_{1}, \ldots, a_{L-1}\right\}$ and let $|W|$ be the length of $W$. For any positive number $x$, we let $W^{x}$ defined the word $W^{\lfloor x\rfloor} W^{\star}$, where $W^{*}$ is a prefix of $W$ of length $\lceil(x-\lfloor x\rfloor)|W|\rceil$.

Definition $3(a(n))_{n=0}^{\infty}$ is called a stammering sequence if $(a(n))_{n=0}^{\infty}$ satisfies the following conditions:
(1) The sequence $(a(n))_{n=0}^{\infty}$ is a non-periodic sequence.
(2) There exist two sequences of finite words, $\left(U_{m}\right)_{m \geq 1}$ and $\left(V_{m}\right)_{m \geq 1}$, such that,
(A) there exists a real number $w>1$ independent of $n$ such that the word $U_{m} V_{m}{ }^{w}$ is a prefix of the word $(a(n))_{n=0}^{\infty}$,
(B) $\lim _{m \rightarrow \infty}\left|U_{m}\right| /\left|V_{m}\right|<+\infty$, and
(C) $\lim _{m \rightarrow \infty}\left|V_{m}\right|=+\infty$.

Adamczewski, Bugeaud, Luca [AdBL] proved the following combinatorial transcendence criterion that follows by the Schmidt subspace theorem.

Combinatorial transcendence criterion ([AdBL]) If $\beta$ is an integer greater than 1 and $(a(n))_{n=0}^{\infty}$ is a stammering sequence on $\{0,1, \ldots, \beta-1\}$, then $\sum_{n=0}^{\infty} \frac{a(n)}{\beta^{n+1}}$ is a transcendental number.

By using this criterion, Adamczewski and Bugeaud [AdB] gives the following affirmative answer to the Cobham conjecture [Co, W]

The Cobham conjecture (AdB) If $\beta$ is an integer greater than 1 and $(a(n))_{n=0}^{\infty}$ is a non-periodic $k$-automatic sequence on $\{0,1, \ldots, \beta-1\}$, then $\sum_{n=0}^{\infty} \frac{a(n)}{\beta^{n+1}}$ is a transcendental number.

Morton and Mourant [MortM] and Adamczewski and Bugeaud [AdB] have proved the following result.

Theorem 1 ( $\left[\right.$ MortM, AdB]) Let $\beta \geq L$ be an integer. Then $\sum_{n=0}^{\infty} \frac{a(n)}{\beta^{n+1}}$ is a transcendental number unless

$$
s K(1) \equiv K(s) \quad(\bmod L) \text { for all } 1 \leq s \leq k-1 \text { and } K(k-1) \equiv 0 \quad(\bmod L)
$$

The investigations [AdBL, AdB, MortM] can suggest the combinatorial study on transcendental numbers. In this way, Mahler functions theory and combinatorial transcendental number theory often give the analogous results of these arguments.

In Chapter 2, we give a generalization of Morton and Mourant' investigation. Specifically, we generalize the Thue-Morse sequence by more detailed digit counting; For any integer $s$ in $\{1, \ldots, k-1\}$ and any non-negative integer $y$, letting $d\left(n ; s k^{y}\right)$ be 1 or 0 , and $d\left(n ; s k^{y}\right)$ satisfies that $d\left(n ; s k^{y}\right)=1$ if and only if there exists an integer $q$ such that $s_{n, q} k^{w_{n}(q)}=s k^{y}$. Let $\mu$ be a map,

$$
\mu:\{1, \ldots, k-1\} \times \mathbb{N} \longrightarrow\{0,1, \ldots, L-1\}
$$

where $\mathbb{N}$ denotes the set of non-negative integers. We define $(a(n))_{n=0}^{\infty}$ as

$$
\begin{equation*}
a(n) \equiv \sum_{y=0}^{\infty} \sum_{s=1}^{k-1} \mu(s, y) d\left(n ; s k^{y}\right) \quad(\bmod L) \tag{1.2}
\end{equation*}
$$

where $0 \leq a(n) \leq L-1$ and $a(0)=0$. We call $(a(n))_{n=0}^{\infty}$ a generalized ThueMorse sequence of type $(L, k, \mu)$, abbreviated as the $(L, k, \mu)$-TM sequence. Thus the Thue-Morse sequence is the generalized Thue-Morse sequence of type $(2,2, \mu)$ with $\mu(1, y)=1$ for all $y \in \mathbb{N}$. Moreover, if a generalized Thue-Morse sequence $(a(n))_{n=0}^{\infty}$ is of type $(L, k, \mu)$ with

$$
\mu(s, y)=\mu(s, y+1)
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$, then $(a(n))_{n=0}^{\infty}$ coincides with the sequence defined by (1.1), which satisfies the conditions $K(s)=\mu(s, y)$ for all $s$ with $1 \leq s \leq k-1$. In Chapter 2, we generalize Theorem 1 as follows.

Theorem 2 Let $(a(n))_{n=0}^{\infty}$ be an $(L, k, \mu)$-TM sequence. Let $\beta \geq L$ be an integer. If there is not an integer $A$ such that

$$
\mu(s, A+y) \equiv \mu(1, A) s k^{y} \quad(\bmod L)
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$, then $\sum_{n=0}^{\infty} \frac{a(N+n l)}{\beta^{n+1}}$ ( for all $N \geq 0$ and for all $l>0$ ) is a transcendental number.

We can find an uncountable quantity of new transcendental numbers in the series generated by $(L, k, \mu)$-TM sequences. Moreover, we show that any arithmetical subsequence of a non-periodic $(L, k, \mu)$-TM sequence gives a transcendental number. This theorem can be regarded as a combinatorial analogy of Tachiya's investigation [Ta] in Mahler functions.

Now we explain the outline of proof of Theorem 2. This proof consists of the two parts, the irrationality of the series and the transcendence of the series. For the analysis of the irrationality, we give the following key lemma about the $k$-adic expansion of non-negative integers.

Lemma 4 If $k>1$ and $l>0$ be integers and $t$ be a non-negative integer, then there exists an integer $x$ such that

$$
x l=\sum_{q=1}^{\text {finite }} s_{x l, q} k^{w_{x l}(q)}
$$

where $s_{x l, 1}=1, w_{x l}(2)-w_{x l}(1)>t, w_{x l}(q+1)>w_{x l}(q) \geq 0$.
Furthermore, if $t^{\prime}$ be other non-negative integer, then there exists an integer $X$ such that

$$
X l=\sum_{q=1}^{\text {finite }} s_{X l, q} k^{w_{X} l(q)},
$$

where $s_{X l, 1}=1, w_{X l}(2)-w_{X l}(1)>t^{\prime}, w_{X l}(q+1)>w_{X l}(q) \geq 0, w_{x l}(1)=$ $w_{X l}(1)$.

We prove the following theorem by using this lemma.
Theorem 3 Let $A_{\infty}=(a(n))_{n=0}^{\infty}$ be an $(L, k, \mu)$-TM sequence. The sequence $A_{\infty}=(a(n))_{n=0}^{\infty}$ is ultimately periodic if and only if there exists an integer $A$ such that

$$
\mu(s, A+y) \equiv \mu(1, A) s k^{y} \quad(\bmod L)
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$.
Moreover, if the $(L, k, \mu)$-TM sequence is not ultimately periodic, then no arithmetical subsequence of $(L, k, \mu)$-TM sequence is ultimately periodic.

On the other hands, for the analysis of the transcendence, we give the recursively word definition of ( $L, k, \mu$ )-TM sequences as follows.

Definition 2 Let $L$ be an integer greater than 1, and let $a_{0}, a_{1}, \ldots, a_{L-1}$ be $L$ distinct complex numbers. We let $\left\{a_{0}, a_{1} \ldots a_{L-1}\right\}^{*}$ denote the free monoid generated by $\left\{a_{0}, a_{1} \ldots a_{L-1}\right\}$. We define a morphism $f$ from $\left\{a_{0}, a_{1} \ldots a_{L-1}\right\}^{*}$ to $\left\{a_{0}, a_{1} \ldots a_{L-1}\right\}^{*}$ as follows:

$$
f\left(a_{i}\right)=a_{i+1},
$$

where the index $i$ is defined to be $\bmod L$. Let $f^{j}$ be the $j$ times composed mapping of $f$, and let $f^{0}$ be an identity mapping. Let $A$ and $B$ be two finite words on $\left\{a_{0}, a_{1}, \ldots, a_{L-1}\right\}$, and let $A B$ denote the concatenation of $A$ and $B$.

Let $A_{0}=a_{0}, k$ be an integer greater than 1 , and let $\mu$ be a map $\mu:\{1, \ldots, k-$ $1\} \times \mathbb{N} \rightarrow\{0, \ldots, L-1\}$. For a non-negative integer $m$, we define a space of words $W_{m}$ by

$$
W_{m}:=\left\{a_{i_{1}} a_{i_{2}} \ldots a_{i_{m}} \mid a_{i_{1}}, a_{i_{2}}, \cdots, a_{i_{m}} \in\left\{a_{0}, a_{1}, \ldots, a_{L-1}\right\}\right\}
$$

We define $A_{n+1} \in W_{k^{n+1}}$ recursively as

$$
A_{n+1}:=A_{n} f^{\mu(1, n)}\left(A_{n}\right) \cdots \cdots f^{\mu(k-1, n)}\left(A_{n}\right)
$$

and we let

$$
A_{\infty}:=\lim _{n \rightarrow \infty} A_{n}
$$

denote the limit of $A_{n}$. The sequence (or infinite word) $A_{\infty}$ is called the generalized Thue-Morse sequence of type $(L, k, \mu)$, abbreviated as the $(L, k, \mu)$ TM sequence.

The following lemma shows that the $(L, k, \mu)$-TM sequence defined by digit counting corresponds to the $(L, k, \mu)$-TM sequence defined by the recursively word.

Lemma 3 Let $A_{\infty}=(b(n))_{n=0}^{\infty}$ be a $(L, k, \mu)-T M$ sequence with $a_{j}=\exp \frac{2 \pi \sqrt{-1} j}{L}$ ( for all $j$ with $0 \leq j \leq L-1$ ). Let $G_{A_{\infty}}(z)$ be the generating function of $(b(n))_{n=0}^{\infty}$,

$$
G_{A_{\infty}}(z):=\sum_{n=0}^{\infty} b(n) z^{n}
$$

The generating function $G_{A_{\infty}}(z)$ will have the infinite product on $|z|<1$,

$$
G_{A_{\infty}}(z)=\prod_{y=0}^{\infty}\left(1+\sum_{s=1}^{k-1} \exp \frac{2 \pi \sqrt{-1} \mu(s, y)}{L} z^{s k^{y}}\right)
$$

From the recursively word definition of $(L, k, \mu)$-TM sequence $(a(n))_{n=0}^{\infty}$, we deduce that any arithmetical subsequence $(a(N+l n))_{n=0}^{\infty}$ of a non-periodic $(L, k, \mu)$-TM sequence is a stammering sequence. Therefore, we complete the proof by combing this fact with Theorem 3.

We also give the following necessary-sufficient condition that an $(L, k, \mu)$-TM sequence is a $k$-automatic sequence.

Proposition 3 An $(L, k, \mu)$-TM sequence is a $k$-automatic sequence if and only if there exist integers $N$ and $t$ such that

$$
\mu(s, y)=\mu(s, y+t)
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \geq N$.
From this proposition, almost no $(L, k, \mu)$-TM sequence is a $k$-automatic sequence.

In Chapter 3, we investigate the additive representation of integers related to the Thue-Morse sequence (This representation of integers is not unique). The results in Chapter 3 is the application of the special class of $(L, k, \mu)$-TM sequences. Erdös-Surányi [ErS] and Prielipp [Bl] independently prove the following result; For any integers $n$, there are an integer $N$ and a map $\epsilon:\{1, \ldots, N\} \rightarrow$ $\{-1,1\}$ such that

$$
n=\sum_{j=1}^{N} \epsilon(j) j^{2}
$$

They deduce the above result from the identity

$$
\begin{aligned}
x^{2}-(x+1)^{2}- & (x+2)^{2}+(x+3)^{2}=4 \\
& -10-
\end{aligned}
$$

where $x$ is a real variable. Erdös-Surányi and Prielipp suggested to study the following problem: For any integers $k>0$ and $n$, are there an integer $N$ and a map $\epsilon:\{1, \ldots, N\} \rightarrow\{-1,1\}$ such that

$$
n=\sum_{j=1}^{N} \epsilon(j) j^{k} ?
$$

Mitek [Mi], Kaja [K] and Bleicher [Bl] independently give the positive answer to this problem. The key point of this problem is the identity generated by the $2^{k}$ length prefix of the Thue-Morse sequence. The identity is related to Prouhet-Tarry-Escott problem.

In Chapter 3, we give a generalization of the Erdös-Surányi problem Mitek [Mi], Kaja $[\mathrm{K}]$ and Bleicher [Bl]. We study the case that the values of $\epsilon$ are $L$-th roots of unity, where $L$ is a positive integer. Since, by Mitek [Mi], Kaja [K] and Bleicher [Bl], we already know that the answer is positive if $L$ is even, we restrict our attention to odd $L$. Let $U$ be the set of $L$-th roots of unity. Then we consider the following problem. For any integers $k>0$ and $n$, are there an integer $N$ and a map $\epsilon:\{1, \ldots, N\} \rightarrow U$ such that

$$
n=\sum_{j=1}^{N} \epsilon(j) j^{k} ?
$$

We prove the following three results.
Theorem 10 Let $L$ be a positive odd integer with $L \geq 2$ which is not a prime power and let $U$ be the set of $L$-th roots of unity.
Then for any integers $k>0$ and $n$, there are an integer $N$ and a map $\epsilon$ : $\{1, \ldots, N\} \rightarrow U$ such that

$$
n=\sum_{j=1}^{N} \epsilon(j) j^{k}
$$

The following result shows that the statement of Theorem 10 is valid if $L$ is an odd prime power $p^{m}$ and $k$ is a multiple of $p-1$.

Theorem 11 Let $p$ be an odd prime number, $m$ be a positive integer and let $U$ be the set of $p^{m}$-th roots of unity. Then for any integers $k>0$ with $p-1 \mid k$ and $n$, there are an integer $N$ and a map $\epsilon:\{1, \ldots, N\} \rightarrow U$ such that

$$
n=\sum_{j=1}^{N} \epsilon(j) j^{k} .
$$

Moreover, the following result shows that the statement of Theorem 10 is not valid if $L$ is an odd prime power $p^{m}$ and $k$ is not a multiple of $p-1$.

Theorem 12 Let $p$ be an odd prime number, $m$ be a positive integer and let $U$ be the set of $p^{m}-t h$ roots of unity. Then for any integer $k>0$ with $p-1 \nmid k$, there are infinitely many integers $n$ such that $n$ cannot be represented as

$$
\begin{equation*}
n=\sum_{j=1}^{N} \epsilon(j) j^{k} \tag{1.3}
\end{equation*}
$$

where $N$ is a positive integer and $\epsilon:\{1, \ldots, N\} \rightarrow U$.
Now we explain the outlines of proofs. For the proofs of Theorem 10 and 11, we give the following identity as follows.

Lemma 5 Let $L \geq 2$ be an integer and let $U$ be the set of $L$-th roots of unity. Let $x$ be a real variable. Then for any integer $k>0$ there exist an integer $M, a$ map $\epsilon:\{0, \ldots, M-1\} \rightarrow U$ and a non-zero integer $P$ such that

$$
\sum_{j=0}^{M-1} \epsilon(j)(x+j)^{k}=P
$$

Moreover for $P, M$ as above and any integer $m$, there exist a multiple $N$ of $M$ and a map $\epsilon_{m}:\{0, \ldots, M-1\} \rightarrow U$ such that

$$
\sum_{j=0}^{N-1} \epsilon_{m(j)}(x+j)^{k}=m P
$$

We prove this lemma by induction on $k$. The key point of the proof is the facts $\sum_{j=0}^{L-1} \zeta_{L}^{j}=0$ and $\sum_{j=1}^{L-1} \zeta_{L}^{j}=-1$, where $\zeta_{L}:=\exp \frac{2 \pi \sqrt{-1}}{L}$. Letting $k$ tend to infinity, we can define the sequence $(\epsilon(j))_{j=1}^{\infty}$. The sequence $(\epsilon(j))_{j=1}^{\infty}$ can be regarded as the $(L, L(L-1), \mu)$-TM sequence where some $\mu$. By the second statement of Lemma 5 , we prove that, for each $l$ with $0 \leq l \leq P-1$, there exist an integer $N$ and a map $\epsilon:\{1, \ldots, N\} \rightarrow U$ such that

$$
l \equiv \sum_{j=1}^{N} \epsilon(j) j^{k} \quad(\bmod P)
$$

This proves Theorem 10 and 11. For the proof of Theorem 12, we show the following lemma.

Lemma 6 Let $p$ be an odd prime number, $m$ be a positive integer and $k$ be a positive integer with $p-1 \nmid k$. Let $U$ be the set of $p^{m}$-th roots of unity. Put $S_{k}(M):=\sum_{j=1}^{M} j^{k}$. Assume an integer $n$ is represented by

$$
n=\sum_{j=1}^{N} \epsilon(j) j^{k}
$$

where $N$ is an integer and $\epsilon:\{1, \ldots, N\} \rightarrow U$. Then

$$
S_{k}(N) \equiv n \quad(\bmod p)
$$

By Lemma 6, we prove that there is at least one residue class modulo $p$ of numbers $n$ which cannot be represented as (1.3) for any positive integer $N$ and any map. This proves Theorem 12.

## Chapter 2

## Transcendence of digital expansions generated by a generalized Thue-Morse sequence

### 2.1 Introduction

First we introduce the Thue-Morse sequence, defined by digit counting. Let $k$ be an integer greater than 1 . We define the $k$-adic expansion of non-negative integer $n$ as follows:

$$
\begin{equation*}
n=\sum_{q=1}^{\text {finite }} s_{n, q} k^{w_{n}(q)}, \tag{2.1}
\end{equation*}
$$

where $1 \leq s_{n, q} \leq k-1,0 \leq w_{n}(q)<w_{n}(q+1)$. For any integer $s$ in $\{1, \ldots, k-1\}$, let $e_{s}(n)$ denote the number of occurrences of $s$ in the base $k$ representation of $n$. For an integer $L$ greater than 1 , we define a sequence $\left(e_{s}^{L}(n)\right)_{n=0}^{\infty}$ by

$$
\begin{equation*}
e_{s}^{L}(n) \equiv e_{s}(n) \quad(\bmod L) \tag{2.2}
\end{equation*}
$$

where $0 \leq e_{s}^{L}(n) \leq L-1, e_{s}(0)=0$. Then $\left(e_{1}^{2}(n)\right)_{n=0}^{\infty}$, where $k=2$, is known as the Thue-Morse sequence. The Thue-Morse sequence has several definitions. See [AlS2, Em, BerR, Fo].

Now we introduce a new sequence. Let $K$ be a map,

$$
K:\{1, \ldots, k-1\} \longrightarrow\{0,1, \ldots, L-1\}
$$

We define $(a(n))_{n=0}^{\infty}$ as

$$
\begin{equation*}
a(n) \equiv \sum_{s=1}^{k-1} K(s) e_{s}^{L}(n) \quad(\bmod L) \tag{2.3}
\end{equation*}
$$

where $0 \leq a(n) \leq L-1$. Morton and Mourant [MortM] and Adamczewski and Bugeaud $[\mathrm{AdB}]$ have proved the following result.

Theorem 1 ( [MortM, AdB]) Let $\beta \geq L$ be an integer. Then $\sum_{n=0}^{\infty} \frac{a(n)}{\beta^{n+1}}$ is a transcendental number unless

$$
\begin{equation*}
s K(1) \equiv K(s) \quad(\bmod L) \text { for all } 1 \leq s \leq k-1 \text { and } K(k-1) \equiv 0 \quad(\bmod L) \tag{2.4}
\end{equation*}
$$

The proof of Theorem 1 rests on the periodicity of $(a(n))_{n=0}^{\infty}[\operatorname{MortM}]$ and the Cobham conjecture [Co, W] that was settled by Adamczewski and Bugeaud [AdB]. More precisely, Morton and Mourant [MortM] proved that $(a(n))_{n=0}^{\infty}$ is a $k$-automatic sequence for any map $K$ (see Definition 6 in Section 2.5 for the full definition). Furthermore, they proved that $(a(n))_{n=0}^{\infty}$ is periodic if and only if $(a(n))_{n=0}^{\infty}$ is purely periodic which enabled them to prove that $(a(n))_{n=0}^{\infty}$ is periodic if and only if the map $K$ satisfies (2.4). Later, Adamczewski and Bugeaud $[\mathrm{AdB}]$ proved the Cobham conjecture by using the Schmidt subspace theorem. Thus they deduced Theorem 1 by combining the results of Morton and Mourant with the Cobham conjecture.

Let us define a generalized Thue-Morse sequence as follows: For any integer $s$ in $\{1, \ldots, k-1\}$ and any non-negative integer $y$, letting $d\left(n ; s k^{y}\right)$ be 1 or 0 , and $d\left(n ; s k^{y}\right)$ satisfies that $d\left(n ; s k^{y}\right)=1$ if and only if there exists an integer $q$ such that $s_{n, q} k^{w_{n}(q)}=s k^{y}$. Let $\mu$ be a map,

$$
\mu:\{1, \ldots, k-1\} \times \mathbb{N} \longrightarrow\{0,1, \ldots, L-1\}
$$

where $\mathbb{N}$ denotes the set of non-negative integers. We define $(a(n))_{n=0}^{\infty}$ as

$$
\begin{equation*}
a(n) \equiv \sum_{y=0}^{\infty} \sum_{s=1}^{k-1} \mu(s, y) d\left(n ; s k^{y}\right) \quad(\bmod L) \tag{2.5}
\end{equation*}
$$

where $0 \leq a(n) \leq L-1$ and $a(0)=0$. We call $(a(n))_{n=0}^{\infty}$ a generalized ThueMorse sequence of type $(L, k, \mu)$. Thus the Thue-Morse sequence is the generalized Thue-Morse sequence of type $(2,2, \mu)$ with $\mu(1, y)=1$ for all $y \in \mathbb{N}$. Moreover, if a generalized Thue-Morse sequence $(a(n))_{n=0}^{\infty}$ is of type $(L, k, \mu)$ with

$$
\begin{equation*}
\mu(s, y)=\mu(s, y+1) \tag{2.6}
\end{equation*}
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$, then $(a(n))_{n=0}^{\infty}$ coincides with the sequence defined by (2.3), which satisfies the conditions $K(s)=\mu(s, y)$ for all $s$ with $1 \leq s \leq k-1$. In Chapter 2, we generalize Theorem 1 as follows.

Theorem 2 Let $(a(n))_{n=0}^{\infty}$ be a generalized Thue-Morse sequence of type $(L, k, \mu)$. Let $\beta \geq L$ be an integer. If there is not an integer $A$ such that

$$
\begin{equation*}
\mu(s, A+y) \equiv \mu(1, A) s k^{y} \quad(\bmod L) \tag{2.7}
\end{equation*}
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$, then $\sum_{n=0}^{\infty} \frac{a(N+n l)}{\beta^{n+1}}$ ( for all $N \geq 0$ and for all $l>0$ ) is a transcendental number.

By Theorem 2, one can find an uncountable quantity of transcendental numbers. Moreover, if $\sum_{n=0}^{\infty} \frac{a(n)}{\beta^{n+1}}$ is a transcendental number, then $\sum_{n=0}^{\infty} \frac{a(N+n l)}{\beta^{n+1}}$ ( for all $N \geq 0$ and for all $l>0$ ) is also a transcendental number. The proof of Theorem 2 does not rest on pure periodicity of the periodic generalized ThueMorse sequence $(a(n))_{n=0}^{\infty}$ and the Cobham conjecture. Here we study nonperiodicity of the subsequence $(a(N+n l))_{n=0}^{\infty}$ ( for all $N \geq 0$ and for all $\left.l>0\right)$ of a generalized Thue-Morse sequence $(a(n))_{n=0}^{\infty}$. See also Morgenbesser, Shallit, and Stoll [MorgSS]. Almost no generalized Thue-Morse sequence $(a(n))_{n=0}^{\infty}$ is $k$-automatic (see Proposition 3 in Section 2.5). Therefore, the proof of Theorem 2 is different from the proof of Theorem 1 . We prove Theorem 2 by combining Theorem 3 in Section 3 with the combinatorial transcendence criterion established by Adamczewski, Bugeaud, and Luca [AdBL].

This part is organized as follows. In Section 2.2, we review the basic concepts of the periodicity of sequences, and give the formal definition of the generalized Thue-Morse sequences. For a sequence $(a(n))_{n=0}^{\infty}$, we set its generating function $g(z) \in \mathbb{C}[[z]]$ to be

$$
g(z):=\sum_{n=0}^{\infty} a(n) z^{n} .
$$

For a generalized Thue-Morse sequence, one can prove that the generating function is convergent on the open unit disk and that it has an infinite product expansion. In Section 2.3, first we prove the key lemma on the $k$-adic expansion of non-negative integers. Next, we use this lemma and the infinite product expansion of the generating function of a generalized Thue-Morse sequence to prove a necessary-sufficient condition for the non-periodicity of the generalized Thue-Morse sequence. Furthermore, we prove that if the generalized ThueMorse sequence is not periodic then no subsequence $(a(N+n l))_{n=0}^{\infty}$ ( for all $N \geq 0$ and for all $l>0$ ) of the generalized Thue-Morse sequences is periodic. In Section 2.4, we introduce the concept of the stammering sequence, introduced by Adamczewski, Bugeaud, and Luca [AdBL], and the combinatorial transcendence criterion, established by Adamczewski, Bugeaud, Luca [AdBL] and Bugeaud [Bu1]. By applying this combinatorial transcendence criterion to the generalized non-periodic Thue-Morse sequence $(a(n))_{n=0}^{\infty}$, which takes its values from $\{0,1, \ldots, \beta-1\}$, we show that $\sum_{n=0}^{\infty} a(N+n l) \beta^{-n-1}$ is a transcendental number. Furthermore by applying this combinatorial transcendence criterion to the generalized non-periodic Thue-Morse sequence $(a(n))_{n=0}^{\infty}$, which takes its values in bounded positive integers, we show that the continued fraction $[0: a(N), a(N+l), \ldots, a(N+n l), \ldots]$ is also transcendental number. This
result includes Theorem 2. In Section 2.5, we consider the necessary-sufficient condition that a generalized Thue-Morse sequence is a $k$-automatic sequence. Then we find many transcendental numbers whose irrationality exponent is finite in all arithmetical subsequences of the corresponding generalized Thue-Morse sequence by applying the Adamczewski and Cassaigne result on $k$-automatic irrational numbers $[\mathrm{AdC}]$. Furthermore, we consider the transcendence of the value at the algebraic point of the generating function $\sum_{n=0}^{\infty} a(N+n l) z^{-n-1}$ by applying Becker's result on $k$-automatic power series.

### 2.2 Generalized Thue-Morse sequences and their generating functions

Let $(a(n))_{n=0}^{\infty}$ be a sequence with values in $\mathbb{C} .(a(n))_{n=0}^{\infty}$ is called ultimately periodic if there exist non-negative integers $N$ and $l>0$ such that

$$
\begin{equation*}
a(n)=a(n+l) \quad(\forall n \geq N) \tag{2.8}
\end{equation*}
$$

An arithmetical subsequence of $(a(n))_{n=0}^{\infty}$ is defined to be a subsequence such as $(a(N+t l))_{t=0}^{\infty}$, where $N \geq 0$ and $l>0$.

Definition 1 Let $(a(n))_{n=0}^{\infty}$ be a sequence with values in $\mathbb{C}$. The sequence $(a(n))_{n=0}^{\infty}$ is called everywhere non-periodic if no arithmetical subsequence of $(a(n))_{n=0}^{\infty}$ takes on only one value.

Now we present some lemmas about the everywhere non-periodic sequences.
Lemma 1 If $(a(n))_{n=0}^{\infty}$ is everywhere non-periodic, then $(a(n))_{n=0}^{\infty}$ is not ultimately periodic.

Proof. We prove contraposition. Assume that $(a(n))_{n=0}^{\infty}$ is ultimately periodic. From the definition of everywhere non-periodic, there exist non-negative integers $N$ and $l>0$ such that

$$
\begin{equation*}
a(n)=a(n+l) \quad(\forall n \geq N) \tag{2.9}
\end{equation*}
$$

It follows from (2.9) that the arithmetical subsequence $(a(N+t l))_{t=0}^{\infty}$ takes on only one value.

Lemma 2 If $(a(n))_{n=0}^{\infty}$ is everywhere non-periodic, then all arithmetical subsequences of $(a(n))_{n=0}^{\infty}$ are everywhere non-periodic.

Proof. We prove contraposition. If $(a(N+t l))_{t=0}^{\infty}$ is not everywhere nonperiodic, then there exist non-negative integers $k$ and $J>0$ such that $(a(N+$ $k l+m J l))_{m=0}^{\infty}$ takes on only one value. The subsequence $(a(N+k l+m J l))_{m=0}^{\infty}$ is also an arithmetical subsequence of $(a(n))_{n=0}^{\infty}$. Therefore, $(a(n))_{n=0}^{\infty}$ is not everywhere non-periodic.

Corollary $1(a(n))_{n=0}^{\infty}$ is everywhere non-periodic if and only if no arithmetical subsequence of $(a(n))_{n=0}^{\infty}$ is ultimately periodic.

Proof. Assume $(a(n))_{n=0}^{\infty}$ is everywhere non-periodic. By Lemma 1 and Lemma 2, no arithmetical subsequence of the sequence $(a(n))_{n=0}^{\infty}$ is periodic.

We show the sufficient condition. Assume $(a(n))_{n=0}^{\infty}$ is not everywhere nonperiodic. Then there exist non-negative integers $N$ and $l>0$ such that ( $a(N+$ $t l))_{t=0}^{\infty}$ takes on only one value. This sequence is ultimately periodic.

Next, we generalize the Thue-Morse sequence of Emmanuel [Em].
Definition 2 Let $L$ be an integer greater than 1 , and let $a_{0}, a_{1}, \ldots, a_{L-1}$ be $L$ distinct complex numbers. We let $\left\{a_{0}, a_{1} \ldots a_{L-1}\right\}^{*}$ denote the free monoid generated by $\left\{a_{0}, a_{1} \ldots a_{L-1}\right\}$. We define a morphism $f$ from $\left\{a_{0}, a_{1} \ldots a_{L-1}\right\}^{*}$ to $\left\{a_{0}, a_{1} \ldots a_{L-1}\right\}^{*}$ as follows:

$$
\begin{equation*}
f\left(a_{i}\right)=a_{i+1}, \tag{2.10}
\end{equation*}
$$

where the index $i$ is defined to be $\bmod L$. Let $f^{j}$ be the $j$ times composed mapping of $f$, and let $f^{0}$ be an identity mapping. Let $A$ and $B$ be two finite words on $\left\{a_{0}, a_{1}, \ldots, a_{L-1}\right\}$, and let $A B$ denote the concatenation of $A$ and $B$.

Let $A_{0}=a_{0}, k$ be an integer greater than 1 , and let $\mu$ be a map $\mu:\{1, \ldots, k-$ $1\} \times \mathbb{N} \rightarrow\{0, \ldots, L-1\}$. For a non-negative integer $m$, we define a space of words $W_{m}$ by

$$
\begin{equation*}
W_{m}:=\left\{a_{i_{1}} a_{i_{2}} \ldots a_{i_{m}} \mid a_{i_{1}}, a_{i_{2}}, \cdots, a_{i_{m}} \in\left\{a_{0}, a_{1}, \ldots, a_{L-1}\right\}\right\} . \tag{2.11}
\end{equation*}
$$

We define $A_{n+1} \in W_{k^{n+1}}$ recursively as

$$
\begin{equation*}
A_{n+1}:=A_{n} f^{\mu(1, n)}\left(A_{n}\right) \cdots \cdots f^{\mu(k-1, n)}\left(A_{n}\right) \tag{2.12}
\end{equation*}
$$

and we let

$$
\begin{equation*}
A_{\infty}:=\lim _{n \rightarrow \infty} A_{n} \tag{2.13}
\end{equation*}
$$

denote the limit of $A_{n}$. The sequence (or infinite word) $A_{\infty}$ is called the generalized Thue-Morse sequence of type $(L, k, \mu)$, abbreviated as the $(L, k, \mu)$ TM sequence.

Example 1 ( [Em]) Let $L=2, a_{0}=0, a_{1}=1$ and $\mu(1, y)=1$ for all $y \in \mathbb{N}$. The ( $2,2,1$ )-TM sequence will be as follows:

$$
\begin{gathered}
A_{0}=0, A_{1}=01, A_{2}=0110, A_{3}=01101001 \\
A_{\infty}=0110100110010110100101100110100110010110011010010110100110 \cdots
\end{gathered}
$$

This example is the Thue-Morse sequence of Emmanuel [Em].

Example 2 Let $L=2, a_{0}=0, a_{1}=1$ and

$$
\mu(1, y)= \begin{cases}1, & y \text { is a prime number } \\ 0, & \text { otherwise }\end{cases}
$$

The $(2,2, \mu)$-TM sequence will be

$$
\begin{aligned}
& A_{0}=0, A_{1}=00, A_{2}=0000, A_{3}=00001111 \\
& A_{\infty}=00001111000011111111000011110000 \cdots
\end{aligned}
$$

Example 3 Let $L=2, a_{0}=0, a_{1}=1$ and

$$
\mu(1, y)= \begin{cases}1, & y \text { is a square number and } s=2 \\ 0, & \text { otherwise }\end{cases}
$$

The $(2,3, \mu)$-TM sequence will be

$$
A_{0}=0, A_{1}=001, A_{2}=001001001
$$

$A_{\infty}=001001001001001001001001001001001001001001001001001001110110 \cdots$.
Let $(a(n))_{n=0}^{\infty}$ be a sequence with values in $\mathbb{C}$. The generating function of $(a(n))_{n=0}^{\infty}$ is the formal power series $g(z) \in \mathbb{C}[[z]]$, defined as

$$
g(z):=\sum_{n=0}^{\infty} a(n) z^{n} .
$$

The following lemma clarifies the meaning of an $(L, k, \mu)$-TM sequence.
Lemma 3 Let $A_{\infty}=(b(n))_{n=0}^{\infty}$ be $a(L, k, \mu)$-TM sequence with $a_{j}=\exp \frac{2 \pi \sqrt{-1} j}{L}$ ( for all $j$ with $0 \leq j \leq L-1$ ). Let $G_{A_{\infty}}(z)$ be the generating function of $(b(n))_{n=0}^{\infty}$,

$$
G_{A_{\infty}}(z):=\sum_{n=0}^{\infty} b(n) z^{n}
$$

The generating function $G_{A_{\infty}}(z)$ will have the infinite product on $|z|<1$,

$$
\begin{equation*}
G_{A_{\infty}}(z)=\prod_{y=0}^{\infty}\left(1+\sum_{s=1}^{k-1} \exp \frac{2 \pi \sqrt{-1} \mu(s, y)}{L} z^{s k^{y}}\right) \tag{2.14}
\end{equation*}
$$

Proof. From the assumption $a_{j}=\exp \frac{2 \pi \sqrt{-1} j}{L}$ for all $j$ with $0 \leq j \leq L-1$, we have

$$
\begin{equation*}
f\left(a_{j}\right)=\exp \frac{2 \pi \sqrt{-1}}{L} a_{j} \tag{2.15}
\end{equation*}
$$

for all $j$ with $0 \leq j \leq L-1$. The $(L, k, \mu)$-TM sequence takes on only finite values and the Cauchy-Hadamard theorem, $G_{A_{\infty}}(z)$ and $\prod_{y=0}^{\infty}\left(1+\sum_{s=1}^{k-1} \exp \frac{2 \pi \sqrt{-1} \mu(s, y)}{L} z^{s k^{y}}\right)$
converge absolutely on the unit disk. Let $G_{A_{n}}(z)$ be the generating function of $A_{n}$; We identify the infinite word $A_{n} 0 \cdots 0 \cdots=: A_{n} 0^{\infty}$ with $A_{n}$.

We will show by induction that the following equality holds on $n$,

$$
\begin{equation*}
G_{A_{n}}(z)=\prod_{y=0}^{n-1}\left(1+\sum_{s=1}^{k-1} \exp \frac{2 \pi \sqrt{-1} \mu(s, y)}{L} z^{s k^{y}}\right) \tag{2.16}
\end{equation*}
$$

First, we check the case $n=1$. From the definition of $A_{1}$, we have

$$
\begin{equation*}
G_{A_{1}}(z)=1+\sum_{s=1}^{k-1} \exp \frac{2 \pi \sqrt{-1} \mu(s, 0)}{L} z^{s} \tag{2.17}
\end{equation*}
$$

Thus, the $n=1$ case is true. By the induction hypothesis we may assume that

$$
\begin{equation*}
G_{A_{j}}(z)=\prod_{y=0}^{j-1}\left(1+\sum_{s=1}^{k-1} \exp \frac{2 \pi \sqrt{-1} \mu(s, y)}{L} z^{s k^{y}}\right) \tag{2.18}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
G_{A_{j+1}}(z)=G_{A_{j}}(z)+\sum_{s=1}^{k-1} G_{f^{\mu(s, j)}\left(A_{j}\right)}(z) z^{s k^{j}} \tag{2.19}
\end{equation*}
$$

Alternatively,

$$
\begin{equation*}
G_{f^{\mu(s, j)}\left(A_{j}\right)}(z)=\exp \frac{2 \pi \sqrt{-1} \mu(s, j)}{L} G_{A_{j}}(z) . \tag{2.20}
\end{equation*}
$$

From (2.18)-(2.20), we get

$$
\begin{align*}
G_{A_{j+1}}(z) & =G_{A_{j}}(z)\left(1+\sum_{s=1}^{k-1} \exp \frac{2 \pi \sqrt{-1} \mu(s, y)}{L} z^{s k^{j}}\right) \\
& =\prod_{y=0}^{j}\left(1+\sum_{s=1}^{k-1} \exp \frac{2 \pi \sqrt{-1} \mu(s, y)}{L} z^{s k^{y}}\right) \tag{2.21}
\end{align*}
$$

Therefore (2.14) is true. Finally, we will compare the coefficients of $z^{j}$ on both sides of (2.14). On the right-hand side of (2.14), the coefficient of $z^{j}$ are determined by $G_{A_{N}}(z)$ for sufficiently large $N$. From the definition of $A_{\infty}$, the prefix word, $p^{N}$, of $A_{\infty}$ is $A_{N}$. From the above argument and (2.16), the coefficients of $z^{j}$ on both sides of (2.14) must coincide.

Proposition 1 Let $A_{\infty}=(b(n))_{n=0}^{\infty}$ be $a(L, k, \mu)-T M$ sequence with $a_{j}=$ $\exp \frac{2 \pi \sqrt{-1} j}{L}$ (for all $j$ with $0 \leq j \leq L-1$ ). Let $(a(n))_{n=0}^{\infty}$ be a sequence defined by (2.5). Then

$$
\begin{equation*}
\frac{L}{2 \pi \sqrt{-1}} \log b(n) \equiv a(n) \quad(\bmod L) . \tag{2.22}
\end{equation*}
$$

Proof. Let the $k$-adic expansion of $n$ be as follows:

$$
\begin{equation*}
n=\sum_{q=1}^{n(k)} s_{n, q} k^{w_{n}(q)}, \tag{2.23}
\end{equation*}
$$

where $1 \leq s_{n, q} \leq k-1,0 \leq w_{n}(q)<w_{n}(q+1)$. By uniqueness of the $k$-adic expansion and Lemma 3, we have

$$
\begin{align*}
b(n) & =\prod_{q=1}^{n(k)} \exp \frac{2 \pi \sqrt{-1} \mu\left(s_{n, q}, w_{n}(q)\right)}{L} \\
& =\exp \frac{2 \pi \sqrt{-1}\left(\sum_{q=1}^{n(k)} \mu\left(s_{n, q}, w_{n}(q)\right)\right)}{L} \\
& =\exp \frac{2 \pi \sqrt{-1}\left(\sum_{q=1}^{n(k)} \mu\left(s_{n, q}, w_{n}(q)\right) \quad(\bmod L)\right)}{L} . \tag{2.24}
\end{align*}
$$

By (2.23), (2.24) and the definition of $a(n)$, the equality (2.22) is obtained.
Now we give other representations of Example 2 and Example 3 by using Proposition 1.

We begin Example 2. Let the 2-adic expansion of non-negative integer $n$ be

$$
\begin{equation*}
n=\sum_{q=1}^{\text {finite }} 2^{w_{n}(q)} \tag{2.25}
\end{equation*}
$$

where $0 \leq w_{n}(q)<w_{n}(q+1)$. We define the number $A(n)$ to be

$$
A(n)=\#\left\{w_{n}(q) \mid w_{n}(q) \text { is a prime number }\right\}
$$

and we define $(a(n))_{n=0}^{\infty}$ as

$$
a(n)=\left\{\begin{array}{ll}
1, & A(n) \equiv 1  \tag{2.26}\\
0, & (\bmod 2) \\
& A(n) \equiv 0
\end{array}(\bmod 2) ;\right.
$$

e.g., $\left.a(44)=a\left(2^{2}+2^{3}+2^{5}\right)=1, a(12)=a\left(2^{2}+2^{3}\right)=0\right)$. The sequence $(a(n))_{n=0}^{\infty}$ is the generalized Thue-Morse sequence of type $(2,2, \mu)$ with

$$
\mu(1, y)= \begin{cases}1, & y \text { is a prime number } \\ 0, & \text { otherwise }\end{cases}
$$

Next, we give another representation of Example 3. Let the 3-adic expansion of non-negative integer $n$ be

$$
\begin{equation*}
n=\sum_{q=1}^{\text {finite }} s_{n, q} 3^{w_{n}(q)}, \tag{2.27}
\end{equation*}
$$

where $1 \leq s_{n, q} \leq 2,0 \leq w_{n}(q)<w_{n}(q+1)$. We define the number $B(n)$ as

$$
B(n)=\#\left\{w_{n}(q) \mid w_{n}(q) \text { is a square number and } s_{n, q}=2\right\}
$$

and we define $(a(n))_{n=0}^{\infty}$ as

$$
a(n)=\left\{\begin{array}{ll}
1, & B(n) \equiv 1 \tag{2.28}
\end{array}(\bmod 2),\right.
$$

e.g., $\left.a(169)=a\left(1+2 \times 3+2 \times 3^{4}\right)=0, a(7)=a(1+2 \times 3)=1\right)$. The sequence $(a(n))_{n=0}^{\infty}$ is the generalized Thue-Morse sequence of type $(2,3, \mu)$ with

$$
\mu(s, y)= \begin{cases}1 & y \text { is a square number and } s=2 \\ 0 & \text { otherwise }\end{cases}
$$

### 2.3 Necessary-sufficient condition for the nonperiodicity of a generalized Thue-Morse sequence

We begin by presenting the following key lemma about the $k$-adic expansion of non-negative integers.

Lemma 4 If $k>1$ and $l>0$ be integers and $t$ be a non-negative integer, then there exists an integer $x$ such that

$$
\begin{equation*}
x l=\sum_{q=1}^{\text {finite }} s_{x l, q} k^{w_{x l}(q)} \tag{2.29}
\end{equation*}
$$

where $s_{x l, 1}=1, w_{x l}(2)-w_{x l}(1)>t, w_{x l}(q+1)>w_{x l}(q) \geq 0$.
Furthermore, if $t^{\prime}$ be other non-negative integer, then there exists an integer $X$ such that

$$
\begin{equation*}
X l=\sum_{q=1}^{\text {finite }} s_{X l, q} k^{w_{X} l(q)} \tag{2.30}
\end{equation*}
$$

where $s_{X l, 1}=1, w_{X l}(2)-w_{X l}(1)>t^{\prime}, w_{X l}(q+1)>w_{X l}(q) \geq 0, w_{x l}(1)=$ $w_{X l}(1)$.

Proof. Let us assume the factorization of $k$ into prime factors is

$$
\begin{equation*}
k=\prod_{t=1}^{N} p_{t}^{y_{t}} \tag{2.31}
\end{equation*}
$$

where $p_{1}, p_{2}, \cdots p_{N}$ are $N$ distinct prime numbers and $y_{t}$ for $p_{t} \quad(1 \leq t \leq N)$ are $N$ positive integers. Let $l$ be represented as

$$
\begin{equation*}
l=G \prod_{u=1}^{n} p_{t_{u}}^{x_{u}} \tag{2.32}
\end{equation*}
$$

where $G$ and $k$ are coprime, $p_{t_{u}} \in\left\{p_{t} \mid 1 \leq t \leq N\right\}$ and $x_{u}$ are $n$ positive integers. As $G$ and $k$ are coprime, there exist integers $D$ and $E$ such that

$$
\begin{equation*}
D G=1-k^{t+1} E \tag{2.33}
\end{equation*}
$$

We set

$$
F=\max \left\{A \mid x_{u}=y_{t_{u}} A+H, 0 \leq H<y_{t_{u}}, 1 \leq u \leq n\right\} .
$$

From the definition of $F, k^{F+1} \prod_{u=1}^{n} p_{t_{u}}{ }^{-x_{u}}$ is a non-negative integer. Thus we have

$$
\begin{equation*}
l D^{2} G k^{F+1} \prod_{u=1}^{n}{p_{t_{u}}}^{-x_{u}}=k^{F+1} D^{2} G^{2} \tag{2.34}
\end{equation*}
$$

On the other hand, by (2.33) we have

$$
\begin{equation*}
D^{2} G^{2}=1+k^{t+1} E\left(k^{t+1} E-2\right) \tag{2.35}
\end{equation*}
$$

Thus $E\left(k^{t+1} E-2\right)$ is a non-negative integer. If $E\left(k^{t+1} E-2\right)>0$, it follows from the $k$-adic expansion of $E\left(k^{t+1} E-2\right)$ that $k^{F+1} D^{2} G^{2}$ satisfies the Lemma. If $E\left(k^{t+1} E-2\right)=0$, then $G=1$. The integer $k^{F+1}\left(1+k^{t+1}\right)$ also satisfies the Lemma. As $F+1$ is independent of $t$, the second claim is trivial.

Now we will show the everywhere non-periodic result by the previous lemma.
Proposition 2 Let $A_{\infty}=(a(n))_{n=0}^{\infty}$ be a sequence with values in $\mathbb{C}$, and let $G_{A_{\infty}}(z)$ denote the generating function of $(a(n))_{n=0}^{\infty}$. Assume that $G_{A_{\infty}}(z)$ has the following infinite product expansion for an integer $k$ greater than 1 and $t_{s, y} \neq 0$ for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$,

$$
\begin{equation*}
G_{A_{\infty}}(z)=\prod_{y=0}^{\infty}\left(1+\sum_{s=1}^{k-1} t_{s, y} z^{s k^{y}}\right) \tag{2.36}
\end{equation*}
$$

If there exists a periodic arithmetical subsequence of $(a(n))_{n=0}^{\infty}$, then $G_{A_{\infty}}(z)$ has the following infinite product expansion

$$
\begin{equation*}
G_{A_{\infty}}(z)=\left(\sum_{n=0}^{k^{A}-1} a(n) z^{n}\right) \prod_{y=0}^{\infty}\left(1+\sum_{s=1}^{k-1} h^{s k^{y}} z^{s k^{A+y}}\right) \tag{2.37}
\end{equation*}
$$

where $A$ is a non-negative integer and $h$ is a complex number.
Proof. Let $n$ and $m$ be two non-negative integers and their respective $k$-adic expansions are as follows:

$$
\begin{equation*}
n=\sum_{q}^{\text {finite }} s_{n, q} k^{w_{n}(q)}, \quad m=\sum_{p}^{\text {finite }} s_{m, p} k^{w_{m}(p)} \tag{2.38}
\end{equation*}
$$

where $1 \leq s_{n, q}, s_{m, p} \leq k-1,0 \leq w_{n}(q)<w_{n}(q+1)$, and $0 \leq w_{m}(p)<w_{m}(p+1)$. If $w_{n}(q) \neq w_{n}(p)$ for all pairs $(q, p)$, then

$$
\begin{equation*}
a(n+m)=a(n) a(m) \tag{2.39}
\end{equation*}
$$

by the assumption of $G_{A_{\infty}}(z)$ and the uniqueness of the $k$-adic expansion of non-negative integers. If $(a(n))_{n=0}^{\infty}$ has a periodic arithmetical subsequence, then by Corollary $1(a(n))_{n=0}^{\infty}$ is not everywhere non-periodic. Thus there exist two non-negative integers, $N$ and $l>0$, such that

$$
\begin{equation*}
a(N)=a(N+t l) \quad(\forall t \in \mathbb{N}) \tag{2.40}
\end{equation*}
$$

Let the $k$-adic expansion of $N$ be

$$
\begin{equation*}
N=\sum_{q=1}^{N(k)} s_{N, q} k^{w_{N}(q)} \quad \text { where } 1 \leq s_{N, q} \leq k-1,0 \leq w_{N}(q)<w_{N}(q+1) \tag{2.41}
\end{equation*}
$$

By the assumption of $G_{A_{\infty}}(z)$ and (2.39), we have

$$
\begin{gather*}
a(N)=a\left(N+k^{r} t l\right)=a(N) a\left(k^{r} t l\right) \quad\left(\forall r>w_{N}(N(k))\right) .  \tag{2.42}\\
a(N) \neq 0 . \tag{2.43}
\end{gather*}
$$

From (2.42) and (2.43), we get

$$
\begin{equation*}
a\left(k^{r} t l\right)=1 \quad\left(\forall r>w_{N}(N(k))\right) . \tag{2.44}
\end{equation*}
$$

By Lemma 4, there exists an integer $x$ greater than zero such that

$$
\begin{equation*}
x l=\sum_{q=1}^{x l(k)} s_{x l, q} k^{w_{x l}(q)} \tag{2.45}
\end{equation*}
$$

where $s_{x l, 1}=1$ and $w_{x l}(2)-w_{x l}(1)>1$.
Moreover, there exists an integer $X$ greater than zero such that

$$
\begin{equation*}
X l=\sum_{q=1}^{X l(k)} s_{X l_{q}} k^{w_{X l}(q)}, \tag{2.46}
\end{equation*}
$$

where $s_{X l, 1}=1, w_{X l}(2)-w_{X l}(1)>w_{x l}(x l(k))$ and $w_{X l}(1)=w_{x l}(1)$.
Let $x l k^{-w_{x l}(1)}$ and $X l k^{-w_{x l}(1)}$ be replaced by $x l$ and $X l$, respectively. Let $r$ be an integer greater than $w(N(k))+w_{x l}(1)$ and $s$ be an integer in $\{1, \ldots, k-1\}$.

By the definition of $X l$ and (2.39), we have

$$
\begin{equation*}
a\left(k^{r} s X l\right)=a\left(s k^{r}\right) a\left(k^{r} s X l-s k^{r}\right) . \tag{2.47}
\end{equation*}
$$

From (2.43), we get

$$
\begin{align*}
& 1=a\left(k^{r} x l\right)  \tag{2.48}\\
& 1=a\left(k^{r} s X l\right)  \tag{2.49}\\
& 1=a\left(k^{r} x l+k^{r} s X l\right) \tag{2.50}
\end{align*}
$$

By (2.39), (2.47)-(2.50) and the definitions of $x l$ and $X l$, we have

$$
\begin{align*}
& a\left(k^{r}\right) a\left(k^{r} x l-k^{r}\right)=1,  \tag{2.51}\\
& a\left(l s k^{r}\right) a\left(s X l k^{r}-s k^{r}\right)=1,  \tag{2.52}\\
& a\left(k^{r}(s+1)\right) a\left(x l k^{r}-k^{r}\right) a\left(s X l k^{r}-s k^{r}\right)=1 . \tag{2.53}
\end{align*}
$$

From (2.51)-(2.53), we get

$$
\begin{equation*}
a\left(k^{r}(s+1)\right)=a\left(k^{r}\right) a\left(k^{r} s\right) \tag{2.54}
\end{equation*}
$$

Put $h:=a\left(k^{w(N(k))+w_{x l}(1)+1}\right)$.
By (2.39), we have

$$
\begin{equation*}
a\left(s k^{y}\right)=t_{s, y}, \tag{2.55}
\end{equation*}
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$.
By (2.43), (2.54), (2.55) and inductive computation, we get the relations

$$
\begin{equation*}
t_{s, w(N(k))+w_{x l}(1)+1+y}=h^{s k^{y}} \tag{2.56}
\end{equation*}
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$. From the assumption of $G_{A_{\infty}}(z)$, the proof is complete.

Finally, we prove the main theorem in Section 3.
Theorem 3 Let $A_{\infty}=(a(n))_{n=0}^{\infty}$ be an $(L, k, \mu)$-TM sequence. The sequence $A_{\infty}=(a(n))_{n=0}^{\infty}$ is ultimately periodic if and only if there exists an integer $A$ such that

$$
\begin{equation*}
\mu(s, A+y) \equiv \mu(1, A) s k^{y} \quad(\bmod L) \tag{2.57}
\end{equation*}
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$.
Moreover, if the $(L, k, \mu)$-TM sequence is not ultimately periodic, then no arithmetical subsequence of $(L, k, \mu)$-TM sequence is ultimately periodic.

Proof. We assume, without loss of generality, that $A_{\infty}=(a(n))_{n=0}^{\infty}$ is an $(L, k, \mu)$-TM sequence with $a_{j}=\exp \frac{2 \pi \sqrt{-1} j}{L}$ (for all $0 \leq j \leq L-1$ ). From this assumption and Lemma $3,(a(n))_{n=0}^{\infty}$ satisfies the assumption of Proposition 2. Therefore, (2.57) is the necessary condition.

Now, we show the sufficient condition. Let $G_{A_{\infty}}(z)$ be the generating function of $(a(n))_{n=0}^{\infty}$. Notation is the same as for Proposition 2. If we assume that $(a(n))_{n=0}^{\infty}$ satisfies (2.57), then there exists a non-negative integer $A$ such that

$$
\begin{equation*}
t_{s, A+y}=h^{s k^{y}} \quad(\forall y \in \mathbb{N}) \tag{2.58}
\end{equation*}
$$

Thus $G_{A_{\infty}}(z)$ has the infinite product expansion

$$
\begin{equation*}
G_{A_{\infty}}(z)=\left(\sum_{n=0}^{k^{A}-1} b(n) z^{n}\right) \prod_{y=0}^{\infty}\left(1+\sum_{s=1}^{k-1}\left(h z^{k^{A}}\right)^{s k^{y}}\right) \tag{2.59}
\end{equation*}
$$

Let $Z=h z^{k^{A}}$. As $h$ is the $L$-th root of 1 and $\mu$ is a zero map in Lemma 3, we find

$$
\begin{equation*}
\prod_{y=0}^{\infty}\left(1+\sum_{s=1}^{k-1} Z^{s k^{y}}\right)=\sum_{n=0}^{\infty} Z^{n} \quad \text { on }|Z|<1 \tag{2.60}
\end{equation*}
$$

We put $G(z)=\sum_{n=0}^{k^{A}-1} a(n) z^{n}$. From (2.59) and (2.60),

$$
\begin{equation*}
G_{A_{\infty}}(z)=G(z)\left(\sum_{n=0}^{\infty}\left(h z^{k^{A}}\right)^{n}\right) \tag{2.61}
\end{equation*}
$$

As $h$ is the $L$-th root of 1 ,

$$
\begin{equation*}
G_{A_{\infty}}(z)=\left(G(z)\left(\sum_{n=0}^{L-1}\left(h z^{k^{A}}\right)^{n}\right)\right)\left(1+\sum_{s=1}^{\infty} z^{s L k^{A}}\right)=\frac{G(z)\left(\sum_{n=0}^{L-1}\left(h z^{k^{A}}\right)^{n}\right)}{1-z^{L k^{A}}} . \tag{2.62}
\end{equation*}
$$

As the degree of $G(z)$ is $k^{A}-1$, and using (2.62), we find that the sequence $(a(n))_{n=0}^{\infty}$ that satisfies (2.57) has a period $L k^{A}$. Moreover, if the $(L, k, \mu)-\mathrm{TM}$ sequence is not ultimately periodic, then no arithmetical sequence of $(L, k, \mu)$ TM sequence will be ultimately periodic by the above argument and by Proposition 2.

If an $(L, k, \mu)$-TM sequence satisfies

$$
\begin{equation*}
\mu(s, y)=\mu(s, y+1) \tag{2.63}
\end{equation*}
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$, then $(\mu(1), \mu(2), \ldots, \mu(k-1))-L$ will denote the $(L, k, \mu)$-TM sequence.

The weak version of the corollary that follows is given as Theorem 2 in Morton and Mourant [MortM]. See also Allouche and Shallit [AlS3], Frid [Fr].

Corollary 2 The sequence $(\mu(1), \mu(2), \ldots, \mu(k-1))-L$ is periodic if and only if $\mu(s)$ ( for all $s$ with $1 \leq s \leq k-1$ ) satisfies

$$
\begin{equation*}
s \mu(1) \equiv \mu(s), \mu(k-1) \equiv 0 \quad(\bmod L) . \tag{2.64}
\end{equation*}
$$

Moreover, if $(\mu(1), \mu(2), \ldots, \mu(k-1))-L$ is not periodic, then no arithmetical subsequence of $(\mu(1), \mu(2), \ldots, \mu(k-1))-L$ will be periodic.

Proof. By Theorem 3, the necessary-sufficient condition for the periodicity of $(\mu(1), \mu(2), \ldots, \mu(k-1))-L$ comprises the following relations:

$$
\begin{equation*}
\mu(1, A+1) \equiv \mu(1, A) k \quad(\bmod L), \mu(k-1) \equiv(k-1) \mu(1) \equiv 0 \quad(\bmod L) \tag{2.65}
\end{equation*}
$$

### 2.4 Transcendence results of the generalized ThueMorse sequences

Adamczewski, Bugeaud, and Luca [AdBL] introduced a new class of sequences, as follows. For any positive number $y,\lfloor y\rfloor$ and $\lceil y\rceil$ are the floor and ceiling functions. Let $W$ be a finite word on $\left\{a_{0}, a_{1}, \ldots, a_{L-1}\right\}$ and let $|W|$ be the length of $W$. For any positive number $x$, we let $W^{x}$ defined the word $W^{\lfloor x\rfloor} W^{\star}$, where $W^{\star}$ is a prefix of $W$ of length $\lceil(x-\lfloor x\rfloor)|W|\rceil$.

Definition $3(a(n))_{n=0}^{\infty}$ is called a stammering sequence if $(a(n))_{n=0}^{\infty}$ satisfies the following conditions:
(1) The sequence $(a(n))_{n=0}^{\infty}$ is a non-periodic sequence.
(2) There exist two sequences of finite words, $\left(U_{m}\right)_{m \geq 1}$ and $\left(V_{m}\right)_{m \geq 1}$, such that,
(A) there exists a real number $w>1$ independent of $n$ such that the word $U_{m} V_{m}{ }^{w}$ is a prefix of the word $(a(n))_{n=0}^{\infty}$,
(B) $\lim _{m \rightarrow \infty}\left|U_{m}\right| /\left|V_{m}\right|<+\infty$, and
(C) $\lim _{m \rightarrow \infty}\left|V_{m}\right|=+\infty$.

Let $(a(n))_{n=0}^{\infty}$ be a sequence of positive integers. We define the continued fraction of $(a(n))_{n=0}^{\infty}$ as

$$
\begin{equation*}
[0: a(0), a(1), \ldots, a(n), \ldots]:=0+\frac{1}{a(0)+\frac{1}{a(1)+\frac{1}{\cdots+\frac{1}{a(n)+\frac{1}{\cdots}}}}} . \tag{2.66}
\end{equation*}
$$

Adamczewski, Bugeaud, Luca [AdBL] and Bugeaud [Bu1] proved the result that follows by the Schmidt subspace theorem.

Theorem 4 ([AdBL, Bu1]) If $\beta$ is an integer greater than 1 and $(a(n))_{n=0}^{\infty}$ is a stammering sequence on $\{0,1, \ldots, \beta-1\}$, then $\sum_{n=0}^{\infty} \frac{a(n)}{\beta^{n+1}}$ is a transcendental number. Moreover, if $(a(n))_{n=0}^{\infty}$ is a stammering sequence on bounded positive integers, then the continued fraction $[0: a(0), a(1) \ldots, a(n) \ldots]$ is also a transcendental number.

We will prove the next theorem using Theorem 3 and 4.

Theorem 5 Let $A_{\infty}=(a(n))_{n=0}^{\infty}$ be an $(L, k, \mu)$-TM sequence and $\beta$ be an integer greater than 1. We assume that $(a(n))_{n=0}^{\infty}$ takes its input from $\{0,1, \ldots, \beta-$ $1\}$. If there is no integer A such that

$$
\begin{equation*}
\mu(s, A+y) \equiv \mu(1, A) s k^{y} \quad(\bmod L) \tag{2.67}
\end{equation*}
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$, then $\sum_{n=0}^{\infty} \frac{a(N+n l)}{\beta^{n+1}}$ ( for all $N \geq 0$ and for all $l>0$ ) is a transcendental number.

Moreover, if we assume that $(a(n))_{n=0}^{\infty}$ takes its input from the positive integers, and if there is no integer $A$ such that

$$
\begin{equation*}
\mu(s, A+y) \equiv \mu(1, A) s k^{y} \quad(\bmod L) \tag{2.68}
\end{equation*}
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$, then $[0: a(N), a(N+s), \ldots, a(N+$ $n l) \ldots$ ( for all $N \geq 0$ and for all $l>0$ ) is a transcendental number.

Proof. Let $N$ and $l>0$ be positive integers. By Theorem 3, $(a(N+n l))_{n=0}^{\infty}$ is non-periodic. Therefore, we only have to prove that $(L, k, \mu)$-TM satisfies the condition (2) of Definition 3.

We choose an integer $M$ such that $k^{M}>2(N+l)$, and assume that $m>M$. As $f$ is a cyclic permutation of order $L$ and by Definition 2 , the $(L l+1) k^{m}$ prefix word of $(a(n))_{n=0}^{\infty}$ is as follows

$$
\begin{equation*}
A_{\infty}=(a(n))_{n=0}^{\infty}=A_{m} f^{i_{1}}\left(A_{m}\right) \cdots f^{i_{L l}}\left(A_{m}\right) \cdots \tag{2.69}
\end{equation*}
$$

where $A_{m}$ is the $k^{m}$ prefix word of $(a(n))_{n=0}^{\infty}, i_{j}(1 \leq j \leq L l) \in\{0, \ldots, L-1\}$.
By (2.69), we have

$$
\begin{equation*}
f^{i_{t l}}(a(n))=a\left(n+k^{m} t l\right) \tag{2.70}
\end{equation*}
$$

for all $0 \leq n \leq k^{m}-1$ and for all $1 \leq t \leq L$.
As $f$ is a cyclic permutation of order $L$, by (2.69), (2.70) and the Dirichlet Schubfachprinzip, we have

$$
\begin{equation*}
(a(N+n l))_{n=0}^{\infty}=W_{1, m} W_{2, m} W_{3, m} W_{2, m} \cdots, \tag{2.71}
\end{equation*}
$$

where $W_{i, m}(i \in\{1,2,3\})$ are finite words such that

$$
\begin{align*}
& \left|W_{1, m}\right| \leq\left((L l+1) k^{m}-N\right) / l+1,  \tag{2.72}\\
& \left|W_{2, m}\right| \geq\left(k^{m}-N\right) / l-1,  \tag{2.73}\\
& \left|W_{2, m}\right|+\left|W_{3, m}\right| \leq\left((L l+1) k^{m}-N\right) / l+1 . \tag{2.74}
\end{align*}
$$

We put $U_{m}:=W_{1, m}, V_{m}:=W_{2, m} W_{3, m}$ and $w:=1+\frac{1}{2 L l+3}$.
By (2.72)-(2.74) and the assumption of $m$, we obtain

$$
\begin{align*}
& \left\lceil(w-1)\left|V_{m}\right|\right\rceil=\left\lceil\frac{1}{2 L l+3}\left(\left|W_{2, m}\right|+\left|W_{3, m}\right|\right)\right\rceil \leq \\
& \frac{1}{2 L l+3}\left((L l+1) k^{m}-N+l\right) / l \leq \frac{k^{m}}{2 l}<\left|W_{2, m}\right| . \tag{2.75}
\end{align*}
$$

From (2.75), $(a(n))_{n=0}^{\infty}$ satisfies Condition (A).
Furthermore,

$$
\begin{align*}
\left|U_{m}\right| /\left|V_{m}\right|=\left|W_{1, m}\right| /\left|W_{2, m} W_{3, m}\right| & \leq \\
\left((L l+1) k^{m}-N+l\right) / l \times l /\left(k^{m}-N-l\right) & \leq 2 L l+3 . \tag{2.76}
\end{align*}
$$

From (2.76), $(a(n))_{n=0}^{\infty}$ satisfies Condition (B).
It follows directly that $\left(V_{m}\right)_{m \geq 1}$ satisfies Condition ( $C$ ).

Corollary 3 Let $(a(n))_{n=0}^{\infty}$ be an $(L, k, \mu)-T M$ sequence and $\beta$ be an integer greater than 1. If $(a(n))_{n=0}^{\infty}$ takes its input from $\{0,1, \ldots, \beta-1\}$ and there is no integer $A$ such that

$$
\begin{equation*}
\mu(s, A+y) \equiv \mu(1, A) s k^{y} \quad(\bmod L) \tag{2.77}
\end{equation*}
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$, then the generating function $f(z):=\sum_{n=0}^{\infty} \frac{a(\bar{N}+n l)}{z^{n+1}}($ for all $N \geq 0$ and for all $l>0)$ is transcendental over $\mathbb{C}(z)$.

Proof. We assume $f(z)$ is algebraic over $\mathbb{C}(z)$. As $f(z)$ is algebraic over $\mathbb{Q}(z)$ if and only if $f(z)$ is algebraic over $\mathbb{C}(z)$ (see the Remark in Theorem 1.2 in Nishioka [ N$]$ ), then $f(z)$ satisfies the equation

$$
\begin{equation*}
c_{n}(z) f^{n}(z)+c_{n-1}(z) f^{n-1}(z)+\cdots+c_{0}(z)=0 \tag{2.78}
\end{equation*}
$$

where $c_{i}(z) \in \mathbb{Q}[z](0 \leq i \leq n), c_{n}(z) c_{0}(z) \neq 0$ and $c_{i}(z)(0 \leq i \leq n)$ are coprime. From Theorem $5, f\left(\frac{1}{\beta}\right)$ is a transcendental number. From the above argument and by (2.78), $c_{i}\left(\frac{1}{\beta}\right)=0$ ( for all $\left.0 \leq i \leq n\right)$. This contradicts the assumption that $c_{i}(z)(0 \leq i \leq n)$ are coprime.

## $2.5 \quad k$-Automatic generalized Thue-Morse sequences and some results

First, we introduce some definitions.

Definition 4 ([Bu2]) Let $\alpha$ be an irrational real number. The irrationality exponent $\mu(\alpha)$ of $\alpha$ is the supremum of the real numbers $\mu$ such that the inequality

$$
\begin{equation*}
\left|\alpha-\frac{p}{q}\right|<\frac{1}{q^{\mu}} \tag{2.79}
\end{equation*}
$$

has infinitely many solutions in non-zero integers $p$ and $q$.
Definition 5 ([A1S1], $[\mathbf{N}])$ The $k$-kernel of $(a(n))_{n=0}^{\infty}$ is the set of all subsequences of the form $\left(a\left(k^{e} n+j\right)\right)_{n=0}^{\infty}$, where $e \geq 0$ and $0 \leq j \leq k^{e}-1$.

Definition 6 ([AlS1]) The sequence $(a(n))_{n=0}^{\infty}$ is called a $k$-automatic sequence if the $k$-kernel of $(a(n))_{n=0}^{\infty}$ is the finite set.

Definition 7 ([Bec]) The power series $\sum_{n=0}^{\infty} a(n) z^{n} \in \mathbb{C}[[x]]$ is called a $k$ automatic power series if $(a(n))_{n=0}^{\infty}$ is a $k$-automatic sequence.

Definition 8 An $(L, k, \mu)$-TM sequence is called $y$-periodic if there exist nonnegative integers $N$ and $t(0<t)$ such that

$$
\begin{equation*}
\mu(s, y)=\mu(s, y+t) \tag{2.80}
\end{equation*}
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \geq N$.
Now we introduce two results.
Theorem 6 ([AdC]) If $\beta$ is an integer greater than 1 and $(a(n))_{n=0}^{\infty}$ is a nonperiodic $k$-automatic sequence on $\{0,1, \ldots, \beta-1\}$, then $\mu\left(\sum_{n=0}^{\infty} \frac{a(n)}{\beta^{n+1}}\right)$ is finite.

Theorem 7 ([Bec]) If $f(z) \in \mathbb{Q}[[z]] \backslash \mathbb{Q}(z)$ is a $k$-automatic power series and $0<R<1$, then $f(\alpha)$ is transcendental for all but finitely many algebraic numbers $\alpha$ with $|\alpha| \leq R$.

Now we consider the necessary-sufficient condition that an $(L, k, \mu)$-TM sequence is a $k$-automatic sequence.

Proposition 3 An $(L, k, \mu)$-TM sequence is $y$-periodic if and only if it is a $k$-automatic sequence.

Proof. We assume, without loss of generality, that $A_{\infty}=(a(n))_{n=0}^{\infty}$ is an $(L, k, \mu)$-TM sequence with $a_{j}=\exp \frac{2 \pi \sqrt{-1} j}{L}$ (for all $0 \leq j \leq L-1$ ).

Let us assume that $(a(n))_{n=0}^{\infty}$ is a $k$-automatic sequence. As the $k$-kernel of $(a(n))_{n=0}^{\infty}$ is a finite set, there exist integers $e$ for $0<t$ such that

$$
\begin{equation*}
a\left(k^{e} n\right)=a\left(k^{e+t} n\right) \quad(\forall n \geq 0) \tag{2.81}
\end{equation*}
$$

Let $s$ be any integer in $\{1,2, \ldots, k-1\}$, and let $y$ be any integer in $\mathbb{N}$. By Lemma 3 with (2.39) and (2.81), and substituting $s k^{y}$ for $n$, we have

$$
\begin{equation*}
\exp \frac{2 \pi \sqrt{-1} \mu(s, e+y)}{L}=a\left(k^{e} s k^{y}\right)=a\left(k^{e+t} s k^{y}\right)=\exp \frac{2 \pi \sqrt{-1} \mu(s, e+y+t)}{L} \tag{2.82}
\end{equation*}
$$

By the definition of the $(L, k, \mu)$-TM sequence and (2.82), (a(n) $)_{n=0}^{\infty}$ is $y$-periodic.
Now we show the converse. If an $(L, k, \mu)$-TM sequence $A_{\infty}^{\infty}=(a(n))_{n=0}^{\infty}$ is $y$-periodic, then there exist non-negative integers $e$ for $0<t$ such that

$$
\begin{equation*}
\mu(s, e+y)=\mu(s, e+y+t), \tag{2.83}
\end{equation*}
$$

for all $y$ being any integer in $\mathbb{N}$ and for all $s$ with $1 \leq s \leq k-1$. Let $l$ be any integer greater than $t-1$ and let $\left(a\left(k^{e+l} n+j\right)\right)_{n=0}^{\infty}\left(\right.$ where $\left.0 \leq j \leq k^{e+l}-1\right)$ be any sequence in the $k$-kernel of $(a(n))_{n=0}^{\infty}$.

Therefore, from Lemma 3 with (2.39), we get

$$
\begin{equation*}
a\left(k^{e+l} n+j\right)=a\left(k^{e+l} n\right) a(j) . \tag{2.84}
\end{equation*}
$$

As $(a(n))_{n=0}^{\infty}$ takes on only finitely many values, then $a(j)$ also takes on only finitely many values.

Let the $k$-adic expansion of $n$ be

$$
\begin{equation*}
n=\sum_{q=1}^{N(n)} s_{n, q} k^{w(j)} \quad \text { where } 1 \leq s_{n, q} \leq k-1, w(q+1)>w(q) \geq 0 \tag{2.85}
\end{equation*}
$$

Let $l(t) \equiv l(\bmod t)$, where $0 \leq l(t) \leq t-1$. By Lemma 3 with (2.39), we have

$$
\begin{equation*}
a\left(k^{e+l} n\right)=a\left(\sum_{q=1}^{N(n)} s_{q} k^{w(q)+e+l}\right)=\prod_{q=1}^{N(n)} a\left(s_{q} k^{w(q)+e+l}\right) \tag{2.86}
\end{equation*}
$$

From (2.85), (2.86), and Lemma 3 with (2.39), we get

$$
\begin{align*}
& a\left(k^{e+l} n\right)=\prod_{q=1}^{N(n)} a\left(s_{q} k^{w(q)+e+l}\right)=\prod_{q=1}^{N(n)} a\left(s_{q} k^{w(q)+e+l(t)}\right) \\
& =a\left(\sum_{q=1}^{N(n)} s_{q} k^{w(q)+e+l(t)}\right)=a\left(k^{e+l(t)} n\right) . \tag{2.87}
\end{align*}
$$

As $a(j)$ takes on only finitely many values, and by (2.84) and (2.87), it follows that the $k$-kernel of $(a(n))_{n=0}^{\infty}$ is a finite set.

Theorem 8 Let $(a(n))_{n=0}^{\infty}$ be an $(L, k, \mu)-T M$ and $\beta$ be an integer greater than 1. If $(a(n))_{n=0}^{\infty}$ takes on the values $\{0,1, \ldots, \beta-1\}$, is $y$-periodic and there is no integer $A$ such that

$$
\begin{equation*}
\mu(s, A+y) \equiv \mu(1, A) s k^{y} \quad(\bmod L) \tag{2.88}
\end{equation*}
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$, then $\mu\left(\sum_{n=0}^{\infty} \frac{a(N+n l)}{\beta^{n+1}}\right)$ ( for all $N \geq 0$ and for all $l>0$ ) is finite.

Proof. By the previous proposition, $(a(n))_{n=0}^{\infty}$ is a $k$-automatic sequence. As the arithmetical subsequence of a $k$-automatic sequence is $k$-automatic, see Theorem 2.3 and Theorem 2.6 in Allouche and Shallit [AlS1], and by Theorems 5 and $6, \mu\left(\sum_{n=0}^{\infty} \frac{a(N+n l)}{\beta^{n+1}}\right)$ is finite.

Theorem 9 Let $(a(n))_{n=0}^{\infty}$ be an $(L, k, \mu)-T M, \beta$ be an integer greater than 1 , $f(z):=\sum_{n=0}^{\infty} \frac{a(N+n l)}{z^{n+1}}($ for all $N \geq 0$ and for all $l>0)$, and $0<R<1$. If $(a(n))_{n=0}^{\infty}$ takes on the values $\{0,1, \ldots, \beta-1\}$, is $y$-periodic and there is no integer $A$ such that

$$
\begin{equation*}
\mu(s, A+y) \equiv \mu(1, A) s k^{y} \quad(\bmod L) \tag{2.89}
\end{equation*}
$$

for all $s$ with $1 \leq s \leq k-1$ and for all $y \in \mathbb{N}$, then $f(\alpha)$ is a transcendental number for all but finitely many algebraic numbers $\alpha$ with $|\alpha| \leq R$.

Proof. By Corollary $3, f(z)$ is transcendental over $\mathbb{Q}(z)$. From Proposition 3, $(a(N+n l))_{n=0}^{\infty}($ for all $N \geq 0$ and for all $l>0)$ is a $k$-automatic sequence. Therefore, $f(z)$ is a $k$-automatic power series. Theorem 7 implies that $f(\alpha)$ is transcendental for all but finitely many algebraic numbers $\alpha$ with $|\alpha| \leq R$.

## Chapter 3

## A generalization of the Erdös-Surányi problem

### 3.1 Introduction

Erdös-Surányi [ErS] and Prielipp [Bl] suggested to study the following problem: For any integers $k>0$ and $n$, are there an integer $N$ and a map $\epsilon$ : $\{1, \ldots, N\} \rightarrow\{-1,1\}$ such that

$$
\begin{equation*}
n=\sum_{j=1}^{N} \epsilon(j) j^{k} ? \tag{3.1}
\end{equation*}
$$

Mitek [Mi], Kaja[K] and Bleicher [Bl] independently solved this problem affirmatively. Later many people investigated analogies and generalizations of this problem (see [AnT, BaW, ChC1]). Some researchers replaced the function $\epsilon$ by another function ([BoC, ChC1]).

We study the case that the values of $\epsilon$ are $L$-th roots of unity, where $L$ is a positive integer. Since, by $[\mathrm{Bl}]$ and $[\mathrm{Mi}]$, we already know that the answer is positive if $L$ is even, we restrict our attention to odd $L$. Let $U$ be the set of $L$-th roots of unity. Then we consider the following problem (cf. [BoC]). For any integers $k>0$ and $n$, are there an integer $N$ and a map $\epsilon:\{1, \ldots, N\} \rightarrow U$ such that

$$
\begin{equation*}
n=\sum_{j=1}^{N} \epsilon(j) j^{k} ? \tag{3.2}
\end{equation*}
$$

We prove the following result.

Theorem 10 Let $L$ be a positive odd integer with $L \geq 2$ which is not a prime power and let $U$ be the set of $L$-th roots of unity.

Then for any integers $k>0$ and $n$, there are an integer $N$ and a map $\epsilon$ : $\{1, \ldots, N\} \rightarrow U$ such that

$$
\begin{equation*}
n=\sum_{j=1}^{N} \epsilon(j) j^{k} \tag{3.3}
\end{equation*}
$$

The following result shows that the statement of Theorem 10 is valid if $L$ is an odd prime power $p^{m}$ and $k$ is a multiple of $p-1$.

Theorem 11 Let $p$ be an odd prime number, $m$ be a positive integer and let $U$ be the set of $p^{m}$-th roots of unity. Then for any integers $k>0$ with $p-1 \mid k$ and $n$, there are an integer $N$ and a map $\epsilon:\{1, \ldots, N\} \rightarrow U$ such that

$$
\begin{equation*}
n=\sum_{j=1}^{N} \epsilon(j) j^{k} \tag{3.4}
\end{equation*}
$$

Moreover, the following result shows that the statement of Theorem 10 is not valid if $L$ is an odd prime power $p^{m}$ and $k$ is not a multiple of $p-1$.

Theorem 12 Let $p$ be an odd prime number, $m$ be a positive integer and let $U$ be the set of $p^{m}$-th roots of unity. Then for any integer $k>0$ with $p-1 \nmid k$, there are infinitely many integers $n$ such that $n$ cannot be represented as

$$
\begin{equation*}
n=\sum_{j=1}^{N} \epsilon(j) j^{k} \tag{3.5}
\end{equation*}
$$

where $N$ is a positive integer and $\epsilon:\{1, \ldots, N\} \rightarrow U$.

Remark 1 Theorem 12 contradicts Theorem 5.3 in [BoC]. The proof of Proposition 4.2 of $[\mathrm{BoC}]$ contains a serious error. Let $\mu_{K}, \mathcal{R}, \varepsilon D_{m}[f](l)$ and $\varepsilon \overline{D_{m}}[f](l)$ be defined as in $[\mathrm{BoC}]$. Since $\mu_{K}$ need not contain -1 , it may be that $\varepsilon D_{m}[f](l)$ and $\varepsilon \overline{D_{m}}[f](l)$ are not contained in $\mathcal{R}$.

This part is organized as follows. In Section 3.2, we discover the key identity generated by $(L, L(L-1), \mu)$-TM sequence. In Section 3.3, we give the proof of Theorem 10. In Section 3.4, we give the proof of Theorem 11. In Section 3.5, we give the proof of Theorem 12 .

### 3.2 The identity generated by $(L, L(L-1), \mu)$-TM sequence

In this section we generalize Lemma 3 in $[\mathrm{Bl}]$ as follows:

Lemma 5 Let $L \geq 2$ be an integer and let $U$ be the set of L-th roots of unity. Let $x$ be a real variable. Then for any integer $k>0$ there exist an integer $M, a$ map $\epsilon:\{0, \ldots, M-1\} \rightarrow U$ and a non-zero integer $P$ such that

$$
\begin{equation*}
\sum_{j=0}^{M-1} \epsilon(j)(x+j)^{k}=P \tag{3.6}
\end{equation*}
$$

Moreover for $P, M$ as above and any integer $m$, there exist a multiple $N$ of $M$ and a map $\epsilon_{m}:\{0, \ldots, M-1\} \rightarrow U$ such that

$$
\begin{equation*}
\sum_{j=0}^{N-1} \epsilon_{m(j)}(x+j)^{k}=m P \tag{3.7}
\end{equation*}
$$

Proof. We show the first statement of this lemma by induction on $k$. Set $\zeta_{L}:=\exp \frac{2 \pi \sqrt{-1}}{L}$. First, we check the case of $k=1$. From $\sum_{j=0}^{L-1} \zeta_{L}^{j}=0$, we have that

$$
\begin{align*}
& \sum_{j=0}^{L-1} \zeta_{L}^{j}(x+j)=C_{1}  \tag{3.8}\\
& x+\sum_{j=1}^{L-t} \zeta_{L}^{j+t-1}(x+j)+\sum_{j=L-t+1}^{L-1} \zeta_{L}^{j+t}(x+j)=C_{t}
\end{align*}
$$

where $C_{1}$ and $C_{t}(2 \leq t \leq L-1)$ are complex numbers. By (3.8) and $\sum_{j=1}^{L-1} \zeta_{L}^{j}=$ -1 , we get

$$
\begin{equation*}
\sum_{t=1}^{L-1} C_{t}=-\frac{(L-1) L}{2} \tag{3.9}
\end{equation*}
$$

By substituting $x+(t-1) L$ for $x$ in (3.8) and (3.9), we obtain

$$
\begin{align*}
& \sum_{j=0}^{L-1} \zeta_{L}^{j}(x+j)+\sum_{t=2}^{L-1}\left\{x+(t-1) L+\sum_{j=1}^{L-t} \zeta_{L}^{j+t-1}(x+(t-1) L+j)\right.  \tag{3.10}\\
& \left.\quad+\sum_{j=L-t+1}^{L-1} \zeta_{L}^{j+t}(x+(t-1) L+j)\right\}=-\frac{(L-1) L}{2}
\end{align*}
$$

Thus, the case of $k=1$ is true.
By the induction hypothesis, we may assume that

$$
\begin{equation*}
\sum_{j=0}^{M^{\prime}-1} \epsilon(j)(x+j)^{k-1}=P^{\prime} \tag{3.11}
\end{equation*}
$$

where $M^{\prime}$ is an integer, $P^{\prime}$ is a non-zero integer and $\epsilon:\left\{0, \ldots, M^{\prime}-1\right\} \rightarrow U$.
By integrating both sides of (3.11) in $x$ and substituting $x+t M^{\prime}$ for $x$ in (3.11), we obtain

$$
\begin{equation*}
\frac{1}{k}\left\{\sum_{j=0}^{M^{\prime}-1} \epsilon(j)\left(x+t M^{\prime}+j\right)^{k}\right\}=P^{\prime}\left(x+t M^{\prime}\right)+C_{0} \tag{3.12}
\end{equation*}
$$

where $C_{0}$ is an integration constant and $0 \leq t \leq L-1$.
From $\sum_{j=0}^{L-1} \zeta_{L}^{j}=0$, we get that for any integer $1 \leq t \leq L-1$ and for any $C$

$$
\begin{align*}
& \sum_{j=0}^{L-1} \zeta_{L}^{j} k\left\{P^{\prime}(x+j M)+C\right\}=D_{1}  \tag{3.13}\\
& k\left(P^{\prime} x+C\right)+\sum_{j=1}^{L-t} \zeta_{L}^{j+t-1} k\left\{P^{\prime}\left(x+j M^{\prime}\right)+C\right\}+\sum_{j=L-t+1}^{L-1} \zeta_{L}^{j+t} k\left\{P^{\prime}\left(x+j M^{\prime}\right)+C\right\}=D_{t}
\end{align*}
$$

where $D_{1}$ and $D_{t}(2 \leq t \leq L-1)$ are complex numbers.
By (3.13) and $\sum_{j=1}^{L-1} \zeta_{L}^{j}=-1$, we get

$$
\begin{equation*}
\sum_{t=1}^{L-1} D_{t}=-k P^{\prime} M^{\prime} \frac{(L-1) L}{2} \tag{3.14}
\end{equation*}
$$

By (3.13) and (3.14), we obtain

$$
\begin{align*}
& \sum_{j=0}^{L-1} \zeta_{L}^{j} k\left\{P^{\prime}(x+j M)+C\right\}+\sum_{t=2}^{L-1}\left\{k P^{\prime}\left(x+(t-1) L M^{\prime}\right)+\sum_{j=1}^{L-t} \zeta_{L}^{j+t-1} k P^{\prime}\left(x+(t-1) L M^{\prime}+j M^{\prime}\right)\right.  \tag{3.15}\\
& \left.\quad+\sum_{j=L-t+1}^{L-1} \zeta_{L}^{j+t} k P^{\prime}\left(x+(t-1) L M^{\prime}+j M^{\prime}\right)\right\}=-k P^{\prime} M^{\prime} \frac{(L-1) L}{2} \tag{0.10}
\end{align*}
$$

From (3.13)-(3.15), the proof of the first statement is completed.
Finally we prove the second statement of this lemma. By the first statement, for any integer $k>0$ there exist an integer $M$, a map $\epsilon:\{0, \ldots, M-1\} \rightarrow U$ and a non-zero integer $P$ such that for every $x$

$$
\begin{equation*}
\sum_{j=0}^{M-1} \epsilon(j)(x+j)^{k}=P \tag{3.16}
\end{equation*}
$$

By $\sum_{j=1}^{L-1} \zeta_{L}^{j}=-1$ and substituting $x+(t-1) M$ for $x$ in (3.16), we have

$$
\begin{equation*}
\sum_{t=1}^{L-1} \zeta_{L}^{t} \sum_{j=0}^{M-1} \epsilon(j)\{x+(t-1) M+j\}^{k}=-P \tag{3.17}
\end{equation*}
$$

Put $N=m M$ if $m \geq 0$ and $N=-m M$ if $m<0$. By substituting $x+s M$ for $x$ in (3.16) if $m \geq 0$ and in (3.17) if $m<0$, where $0 \leq s \leq|m|-1$ and adding the results, there exists a map $\epsilon_{m}\{0, \ldots, M-1\} \rightarrow U$ such that

$$
\begin{equation*}
\sum_{j=0}^{N-1} \epsilon_{m(j)}(x+j)^{k}=m P \tag{3.18}
\end{equation*}
$$

This proves the second statement of Lemma 5.

Remark 2 Letting $k$ tend to infinity, we can define the sequence $(\epsilon(j))_{j=1}^{\infty}$. The sequence $(\epsilon(j))_{j=1}^{\infty}$ can be regarded as the $(L, L(L-1), \mu)$-TM sequence where some $\mu$.

### 3.3 The case that $L$ is an odd composite number

In this section we deal with the case where $L$ is an odd composite number. Now we prove Theorem 10. By the second statement of Lemma 5, we only have to prove that, for each $l$ with $0 \leq l \leq P-1$, there exist an integer $N$ and a map $\epsilon:\{1, \ldots, N\} \rightarrow U$ such that

$$
\begin{equation*}
l \equiv \sum_{j=1}^{N} \epsilon(j) j^{k} \quad(\bmod P) \tag{3.19}
\end{equation*}
$$

First we prove that for any positive integer $c$ and each prime factor $q$ of $L$, there exist a multiple $N_{c, q}$ of $P$ and a map $\epsilon:\{1, \ldots, N\} \rightarrow U$ such that

$$
\begin{equation*}
q \equiv \sum_{j=1}^{N_{c, q}} \epsilon(j)(P c+j)^{k} \quad(\bmod P) \tag{3.20}
\end{equation*}
$$

Set $\zeta_{q}:=\exp \frac{2 \pi \sqrt{-1}}{q}$. (Note $\zeta_{q}^{t} \in U$ for any integer $t$.) From $\sum_{j=0}^{q-1} \zeta_{q}^{j}=0$, we have

$$
\begin{equation*}
\sum_{t=0}^{q-1}\left((t P+P c+1)^{k}+\sum_{j=2}^{P} \zeta_{q}^{t}(t P+P c+j)^{k}\right)=q+\sum_{t=0}^{q-1} \zeta_{q}^{t} a_{t} P \tag{3.21}
\end{equation*}
$$

where $a_{t}$ 's are integers. We put $A:=\max \left\{a_{t} \mid 0 \leq t \leq q-1\right\}$. By Lemma 5 we have that, for any $t$ with $0 \leq t \leq q-1$ there exist a multiple $M_{t}$ of $M$ and a map $\epsilon_{t}:\left\{1, \ldots, M_{t}\right\} \rightarrow U$ such that

$$
\begin{equation*}
\sum_{j=0}^{M_{t}-1} \epsilon_{t}(j)(x+j)^{k}=\left(A-a_{t}\right) P . \tag{3.22}
\end{equation*}
$$

From (3.21) and (3.22), substituting $P c+q P+1+\sum_{s=0}^{t-1} M_{s}$ for $x$, we have

$$
\begin{align*}
B & :=\sum_{t=0}^{q-1}(t P+P c+1)^{k}+\sum_{t=0}^{q-1} \sum_{j=2}^{P} \zeta_{q}^{t}(t P+P c+j)^{k}  \tag{3.23}\\
& +\sum_{t=0}^{q-1} \zeta_{q}^{t} \sum_{j=0}^{M_{t}-1} \epsilon_{t}(j)\left(P c+q P+1+\sum_{s=0}^{t-1} M_{s}+j\right)^{k} \equiv q \quad(\bmod P)
\end{align*}
$$

Put

$$
K:=\frac{\sum_{s=0}^{q-1} M_{s}}{M} .
$$

Hence $K$ is an integer. By (3.16) and (3.23), we have

$$
\begin{equation*}
B+\sum_{t=0}^{(P-1) K-1} \sum_{j=0}^{M-1} \epsilon(j)\{P c+q P+(K+t) M+1+j\}^{k} \equiv q \quad(\bmod P) \tag{3.24}
\end{equation*}
$$

Moreover, we have,

$$
\begin{equation*}
q P+\{K+(P-1) K-1\} M+1+M-1=P(K M+q) \tag{3.25}
\end{equation*}
$$

Therefore we have completed the proof of (3.20) with $N_{c, q}=P(K M+q)$.
Since $L$ is a not prime power, $L$ has two distinct prime factors $r$ and $u$. Let $x$ and $y$ be any integers. We choose an integer $I$ such that $x+I P>0$ and $y+I P>0$. By using $x+I P$ times (3.20) for $r$ (Note $N_{c, r}$ is a multiple of $P$ ), there exist a multiple $N^{\prime}$ of $P$, and a map $\epsilon:\left\{1, \ldots, N^{\prime}\right\} \rightarrow U$ such that

$$
\begin{equation*}
r x \equiv r(x+I P) \equiv \sum_{j=1}^{N^{\prime}} \epsilon(j) j^{k} \quad(\bmod P) \tag{3.26}
\end{equation*}
$$

Combining (3.26) with using $y+I P$ times (3.20) for $u$ (Note $N^{\prime}$ and $N_{c, u}$ are multiples of $P$ ), there exist an integer $N^{\prime \prime}$ and a map $\epsilon:\left\{1, \ldots, N^{\prime \prime}\right\} \rightarrow U$ such that

$$
\begin{equation*}
r x+u y \equiv r(x+I P)+u(y+I P) \equiv \sum_{j=1}^{N^{\prime \prime}} \epsilon(j) j^{k} \quad(\bmod P) \tag{3.27}
\end{equation*}
$$

Since $r$ and $u$ are coprime, for any integer $0 \leq l \leq P-1$ there exist integers $x$ and $y$ such that

$$
\begin{equation*}
r x+u y=l . \tag{3.28}
\end{equation*}
$$

The proof of Theorem 10 is completed by combining (3.19) with (3.27) and (3.28).

### 3.4 The case that $L$ is an odd prime power $p^{m}$ and $k$ is a multiple of $p-1$

In this section we deal with the case where $L$ is an odd prime power $p^{m}$ and $k$ is a multiple of $p-1$. Choose $M, \epsilon, P$ as in Lemma 5. By the second statement of Lemma 5 , it suffices to prove that, for all integers $x$ and $l$ with $0 \leq l \leq p-1$, there exist an integer $N$ and a map $\epsilon:\{1, \ldots, N\} \rightarrow U$ such that

$$
\begin{equation*}
p x+l \equiv \sum_{j=1}^{N} \epsilon(j) j^{k} \quad(\bmod P) \tag{3.29}
\end{equation*}
$$

By Fermat's little theorem and $p-1 \mid k$, we have

$$
\begin{equation*}
\sum_{j=1}^{l} j^{k}=l+p s_{l} \tag{3.30}
\end{equation*}
$$

for some integers $s_{l}$. Let $x$ be an integer. By (3.26), there exist a multiple $N^{\prime}$ of $P$ and a map $\epsilon:\left\{1, \ldots, N^{\prime}\right\} \rightarrow U$ such that

$$
\begin{equation*}
p\left(x-s_{l}\right) \equiv \sum_{j=1}^{N^{\prime}} \epsilon(j)(P+j)^{k} \quad(\bmod P) \tag{3.31}
\end{equation*}
$$

Set $\zeta_{p}:=\exp \frac{2 \pi \sqrt{-1}}{p}$. (Note $\zeta_{p}^{t} \in U$ for any integer $t$.) From $\sum_{j=0}^{p-1} \zeta_{p}^{j}=0$, and $P \mid N^{\prime}$, we have

$$
\begin{align*}
& \sum_{j=1}^{l} j^{k}+\sum_{j=l+1}^{P} j^{k}+\sum_{t=0}^{p-1} \zeta_{p}^{t} \sum_{j=1}^{l}\left\{N^{\prime}+(t+1) P+j\right\}^{k}  \tag{3.32}\\
& +\sum_{t=1}^{p-1} \zeta_{p}^{t} \sum_{j=l+1}^{P}\left(N^{\prime}+t P+j\right)^{k}=p s_{l}+l+\sum_{t=0}^{p-1} \zeta_{p}^{t} b_{t} P
\end{align*}
$$

where $b_{t}$ 's are integers. We put $C:=\max \left\{b_{t} \mid 0 \leq t \leq p-1\right\}$. By Lemma 5, we have that, for any $t$ with $0 \leq t \leq p-1$, there exist an integer $M_{t}$ and a map $\epsilon_{t}:\left\{1, \ldots, M_{t}\right\} \rightarrow U$ such that

$$
\begin{equation*}
\sum_{j=0}^{M_{t}-1} \epsilon_{t}(j)(x+j)^{k}=\left(C-b_{t}\right) P . \tag{3.33}
\end{equation*}
$$

From (3.30)-(3.32) and (3.33), substituting $N^{\prime}+p P+l+1+\sum_{s=0}^{t-1} M_{s}$ for $x$, we have

$$
\begin{align*}
& \sum_{j=1}^{l} j^{k}+\sum_{j=l+1}^{P} j^{k}+\sum_{j=1}^{N^{\prime}} \epsilon(j)(P+j)^{k}  \tag{3.34}\\
& +\sum_{t=0}^{p-1} \zeta_{p}^{t} \sum_{j=1}^{l}\left\{N^{\prime}+(t+1) P+j\right\}^{k}+\sum_{t=1}^{p-1} \zeta_{p}^{t} \sum_{j=l+1}^{P}\left(N^{\prime}+t P+j\right)^{k} \\
& +\sum_{t=0}^{p-1} \zeta_{p}^{t} \sum_{j=0}^{M_{t}-1} \epsilon_{t}(j)\left(N^{\prime}+p P+l+1+\sum_{s=0}^{t-1} M_{s}+j\right)^{k} \equiv p x+l \quad(\bmod P) .
\end{align*}
$$

The proof of Theorem 11 is completed by combining (3.29) with (3.34).

### 3.5 The case that $L$ is an odd prime power $p^{m}$ and $k$ is not a multiple of $p-1$

In this section we deal with the case where $L$ is an odd prime power $p^{m}$ and $k$ is not a multiple of $p-1$.

Lemma 6 Let $p$ be an odd prime number, $m$ be a positive integer and $k$ be a positive integer with $p-1 \nmid k$. Let $U$ be the set of $p^{m}-t h$ roots of unity. Put $S_{k}(M):=\sum_{j=1}^{M} j^{k}$. Assume an integer $n$ is represented by

$$
\begin{equation*}
n=\sum_{j=1}^{N} \epsilon(j) j^{k} \tag{3.35}
\end{equation*}
$$

where $N$ is an integer and $\epsilon:\{1, \ldots, N\} \rightarrow U$.
Then

$$
\begin{equation*}
S_{k}(N) \equiv n \quad(\bmod p) \tag{3.36}
\end{equation*}
$$

Proof. Set $\zeta_{p^{m}}:=\exp \frac{2 \pi \sqrt{-1}}{p^{m}}$. We assume that $\sum_{j=0}^{p^{m}-1} a_{j} \zeta_{p^{m}}^{j}=0$, where the $a_{j}$ 's are integers. Since $p$ is a prime number, $\sum_{j=0}^{p-1} x^{j p^{m-1}}$ is the minimal polynomial of $\zeta_{p^{m}}$. Therefore there exists a polynomial $\sum_{j=0}^{p^{m-1}-1} c_{j} x^{j}$ with rational coefficients $c_{j}$ such that

$$
\begin{equation*}
\sum_{j=0}^{p^{m}-1} a_{j} x^{j}=\left(\sum_{j=0}^{p-1} x^{j p^{m-1}}\right)\left(\sum_{j=0}^{p^{m-1}-1} c_{j} x^{j}\right) \tag{3.37}
\end{equation*}
$$

By the uniqueness of $p$-adic expansion and (3.37), we have

$$
\begin{equation*}
a_{t}=a_{t+p^{m-1}} \tag{3.38}
\end{equation*}
$$

for every $t$ with $0 \leq t \leq p^{m}-1-p^{m-1}$. By (3.35), we have

$$
\begin{align*}
& \quad \sum_{1 \leq j \leq N, \epsilon(j)=1} j^{k}-n+\sum_{l=1}^{p-1} \sum_{1 \leq j \leq N,} \zeta_{\epsilon(j)=\zeta_{p^{m}}^{l^{m-1}}} \zeta^{l p^{m-1}} j^{k}  \tag{3.39}\\
& +\sum_{t=1}^{p^{m-1}-1} \sum_{l=0}^{p-1} \sum_{1 \leq j \leq N,} \zeta_{\epsilon(j)=\zeta_{p m}^{t+l p^{m-1}}}^{t+l p^{m-1}} j^{k}=0 .
\end{align*}
$$

By (3.38) and (3.39), we get

$$
\begin{equation*}
\sum_{1 \leq j \leq N,} j_{\epsilon(j)=\zeta_{p m}^{t+l p^{m-1}}} j^{k} \sum_{1 \leq j \leq N, \epsilon(j)=\zeta_{p}^{t} m} j^{k} \tag{3.40}
\end{equation*}
$$

for every $t$ and $l$ with $1 \leq t \leq p^{m-1}$ and $1 \leq l \leq p-1$.
Moreover, by (3.38) and (3.39), we get

$$
\begin{equation*}
\sum_{1 \leq j \leq N,} j^{k}=\sum_{1 \leq j \leq N,=\zeta_{p^{m}}^{p^{m-1}}} j^{k}-n \tag{3.41}
\end{equation*}
$$

for every $l$ with $1 \leq l \leq p-1$. We put $Q_{t}:=\sum_{1 \leq j \leq N, \epsilon(j)=\zeta_{p m}^{t}} j^{k}$ where $1 \leq t \leq p^{m-1}-1$ and $Q_{0}:=\sum_{1 \leq j \leq N, \epsilon(j)=1} j^{k}-n$. By the definition of $S_{k}(N)$, (3.39)-(3.41) we have

$$
\begin{align*}
S_{k}(N) & =\sum_{1 \leq j \leq N,} j^{k}+\sum_{l=1}^{p-1} \sum_{1 \leq j \leq N,} j_{\epsilon(j)=\zeta_{p m}^{l^{m-1}}} j^{k}  \tag{3.42}\\
& +\sum_{t=1}^{p^{m-1}-1} \sum_{l=0}^{p-1} \sum_{1 \leq j \leq N,} j^{k} \\
& =\sum_{1 \leq j \leq N, \zeta_{p}^{t+l p^{m-1}}} j^{k}+(p-1) Q_{0}+\sum_{t=1}^{p^{m-1}-1} p Q_{t} .
\end{align*}
$$

From the definition of $Q_{0}$ and (3.42), we get

$$
\begin{equation*}
S_{k}(N)-n=\sum_{t=0}^{p^{m-1}-1} p Q_{t} \tag{3.43}
\end{equation*}
$$

The proof of Lemma 6 is completed.
Now we prove Theorem 12 by combining Lemma 6 with the the argument of the case 1 of Theorem 1.2's proof in [ChC1].

By $p-1 \nmid k$, we have

$$
\begin{equation*}
\sum_{j=1}^{p}(c p+j)^{k} \equiv 0 \quad(\bmod p) \tag{3.44}
\end{equation*}
$$

for any integer $c$. By (3.44), we have

$$
\begin{equation*}
\#\left\{0 \leq l \leq p-1 \mid S_{k}(N) \equiv l \quad(\bmod p)\right\} \leq p-1 \tag{3.45}
\end{equation*}
$$

Hence, by (3.45) and Lemma 6, there is at least one residue class modulo $p$ of numbers $n$ which cannot be represented as (3.5) for any positive integer $N$ and any map $\epsilon:\{1, \ldots, N\} \rightarrow U$. This proves Theorem 12 .

## Bibliography

[AdB] B. Adamczewski and Y. Bugeaud, On the complexity of algebraic numbers I, Ann. of Math. 165 (2007), 547-565.
[AdBL] B. Adamczewski, Y. Bugeaud, and F. Luca, Sur la complexité des nombres algébriques, C. R. Acad. Sci. Paris. 339 (2004), 11-14.
[AdC] B. Adamczewski and J. Cassaigne, Diophantine properties of real numbers generated by finite automata, Compos. Math. 142 (2006), 1351-1372.
[AlS1] J.-P. Allouche and J. Shallit, The ring of $k$-regular sequences, Theoret. Comput. Sci. 98 (1992), 163-197.
[AlS2] J.-P. Allouche and J. Shallit, The ubiquitous Prouhet-Thue-Morse sequence. Sequences and their applications (Singapore, 1998), Springer Ser. Discrete Math. Theor. Comput. Sci. 1-16,
[AlS3] J.-P. Allouche and J. Shallit, Sums of digits, overlaps, and palindromes, Discrete. Math. Theor. Comput. Sci. 4 (2000), 1-10.
[AlS4] J.-P. Allouche and J. Shallit, The ring of $k$-regular sequences. II, Theoret. Comput. Sci. 307 (2003), 3-29.
[AnT] D. Andrica and I. Tomescu, On an integer sequence related to a product of trigonometric functions, and its combinatorial relevance, J. Integer Seq. 5: Article 02.2.4, 8pp, 2002.
[BaW] L. Baker and S.Wagner, Erdös-Surányi sequences and trigonometric integrals, arXiv:1506.04555.
[Bec] P. G. Becker, $k$-regular power series and Mahler-type functional equations, J. Number. Theory. 49 (1994), 269-286.
[BerR] V. Berthe and M. Rigo, Combinatorics, Automata and Number Theory, Encyclopedia of Mathematics and its Applications 135, Cambridge University Press 2010.
[Bl] M. N. Bleicher, On Prielipp's problem on signed sums of $k$ th powers, J. Number. Theory. 56 (1996), 36-51.
[BoC] J.Boulanger and J. L.Chabert, On the representation of integers as linear combinations of consecutive values of a polynomial, Trans. Amer. Math. Soc. 356 (2004), 5071-5088.
[BoLP] P.Borwein, P.Lisonk and C.Percival, Computational investigations of the Prouhet-Tarry-Escott problem, Math. Comp. 72 (2003), no. 244, 20632070.
[Bu1] Y. Bugeaud, Automatic continued fractions are transcendental or quadratic, Ann. Sci. Éc. Norm. Supér. 46 (2013), 1005-1022.
[Bu2] Y. Bugeaud, Distribution modulo one and Diophantine approximation, Cambridge Tracts in Mathematics 193.
[ChC1] Chen. F. J and Chen. Y. G, Weighted sums of consecutive values of a polynomial, J. Number. Theory. 132 (2012), 2725-2735.
[ChC2] Chen. F. J and Chen. Y. G, Signed sums of terms of a sequence, Proc. Amer. Math. Soc. 141 (2013), 1105-1111.
[Co] A. Cobham, On the Hartmanis-Stearns problem for a class of tag machines, Conference Record of 1968 Ninth Annual Symposium on Switching and Automata Theory, Schenectady, New York (1968), 51-60.
[Em] F. Emmanuel, An analogue of the Thue-Morse sequence, Electron. J. Combin. 14 (2007), 10 pp .
[ErS] P. Erdös and J.Surányi, Topics in the Theory of Numbers, Springer Science. Business. Media, 2003 chap. 7, p. 227-228, ex. 15.
[Fo] N. P. Fogg, Substitutions in Dynamics, Arithmetics and Combinatorics, Lecture Notes in Mathematics Springer, 2002.
[Fr] Frid. A. E, Overlap-free symmetric D0L words, Discrete Math. Theor. Comput. Sci. 4 (2001), 357-362.
[K] J. Kaja, A certain generalization of a result of Erdös and Suányi, Colloq. Math. 47 (1982), no. 1, 149-151.
[Ma] K. Mahler, Arithmetische Eigenschaften der Löungen einer Klasse von Funktionalgleichungen, Math. Ann. 101 (1929), no. 1, 342-366.
[Mi] J. Mitek, Generalization of a theorem of Erdös and Surányi, Comment. Math. Prace Mat. 21:173-175, 1980.
[MorgSS] J. F. Morgenbesser, J. Shallit and T. Stoll, Thue-Morse at multiples of an integer, J. Number. Theory. 131 (2011), 1498-1512.
[Mors] M. Morse, Recurrent geodesics on a surface of negative curvature, Trans. Amer. Math. Soc. 22 (1921), no. 1, 84-100.
[MortM] P. Morton and W. J. Mourant, Digit patterns and transcendental numbers, J. Australian. Math. Soc. 51 (1991), 216-236.
[N] K. Nishioka, Mahler Functions and Transcendence, Lecture Notes in Mathematics Springer, 1996.
$[\mathrm{P}]$ E. Prouhet, Mémoire sur quelques relations entre les puissances des nombres, C.R. Acad. Sci. Paris Sér. I 33 (1851), 225
[Ta] H. Tachiya, Transcendence of certain infinite products, J. Number. Theorey. 125 (2007), no.1, 182-200.
[Th] A. Thue, Über unendliche Zeichenreihen, Norske vid. Selsk. Skr. Mat. Nat. Kl. 7 (1906), 122. Reprinted in "Selected mathematical papers of Axel Thue, " T. Nagell, ed., Universitetsforlaget, Oslo, 1977, pp. 139-158.
[W] M. Waldschmidt, Words and transcendence, Analytic number theory, 449470, Cambridge Univ. Press, Cambridge, 2009.
[Y] H. B. Yu, Signed sums of polynomial values, Proc. Amer. Math. Soc. 130 (2002), 1623-1627.

## List of papers by Eiji MIYANOHARA

Transcendence of digital expansions generated by a generalized Thue－Morse se－ quence，J．Integer Seq． 18 （2015），no．9，Article 15．9．2， 21 pp

A generalization of the Erdös－Surányi problem，to appear in Indagationes math－ ematicae．

## 研究発表

研究集会における講演
1．自然数の k 進展開から生ずる超越数について，早稲田大学数学若手異分野交流 2014，2014年3月25日，宮之原 永士。

2．自然数の k 進展開から生ずる超越数について，日本数学会秋季，2014年9月25
日，宮之原 永士
3．A generalization of Erdös－Surányi problem，仙台広島整数論研究集，2016年7月 15 日，宮之原 永士

4．一般化されたパターン数列にまつわる関数，実数の超越性について，RIMS 研究集会「解析的整数論の諸問題と展望」，2016年11月1日

セミナーにおける講演発表
1．一般化されたトゥエモース数列の周期性の p 進展開 からの考察，早稲田大学代数解析セミナー，2012年11月16日，宮之原 永士

2．Stern 数列から生ずる連分数の超越数について，早稲田大学代数解析セミナー ，2013年7月29日，宮之原 永士

ポスター発表

自然数の k 進展開にまつわる超越数について，数学•数理科学専攻若手研究者の ための異分野•異業種研究交流会 2016，2016年11月19日

