
 

 

 

 
 

 

 

 

 

 

 

Verified numerical computation for solutions 

to semilinear heat equations  

using semigroup theory 

 
半群理論を用いた半線形熱方程式の解に対する 

精度保証付き数値計算に関する研究 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

February 2017 

 

Makoto MIZUGUCHI 

 

水口 信 
 

  

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Waseda University Repository

https://core.ac.uk/display/286956505?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


Verified numerical computation for solutions
to semilinear heat equations

using semigroup theory

半群理論を用いた半線形熱方程式の解に対する
精度保証付き数値計算に関する研究

February 2017

Waseda University

Graduate School of Fundamental Science and Engineering

Department of Pure and Applied Mathematics

Research on Numerical Analysis

Makoto Mizuguchi



c⃝ Copyright by Makoto Mizuguchi, 2017

All Rights Reserved.

ii



Acknowledgments

I would like to thank my supervisor Prof. Shin’ichi Oishi for his precise advice

as one of joint workers of my main studies and careful referee as the chief examiner.

Sincere thanks are also due to Prof. Yoshio Yamada and Prof. Masahide Kashiwagi

for careful referee as the second reader and useful comments.

I express my sincere gratitude to Sen. Lect. Takayuki Kubo, Asst. Prof. Akitoshi

Takayasu at University of Tsukuba, and Asst. Prof. Kouta Sekine at Waseda Univer-

sity for sharing with much time for progress in my study.

To Prof. Siegfried M. Rump at Hambrug Institute of Technology, Prof. Nakao Mit-

suhiro at Kyusyu University, Prof. Michael Plum, Prof. Kaori Nagatou at Karlsruhe

Institute of Technology, Assoc. Prof. Yoshitaka Watanabe at Kyushu University, Sen.

Lect. Takehiko Kinoshita at Kyoto University, Assoc. Prof. Takuma Kimura at Saga

University, and Assoc. Prof. Xuefeng Liu at Niigata University, I appreciate your use-

ful comments concerning to my study.

To Prof. Hiroshi Fujita, Assoc. Prof. Norikazu Saito at Tokyo University, Asst.

Prof. Kaname Matsue at Kyushu University, Research. Assoc. Takiko Sasaki, and Mr.

Kazuaki Tanaka at Waseda University, I am very grateful to be given chances to

embark upon various studies.

To Prof. Akira Mizutani at Gakushuin University, Assoc. Prof. Takeshi Ogita at

Tokyo Woman’s Christian University, Assoc. Prof. Katsuhisa Ozaki at Shibaura Insti-

tute of Technology, and Assoc. Prof. Naoya Yamanaka at Meisei University, I sincerely

thank that you cheer me up.

iii



I would like to express my sincere gratitude to members of Oishi Laboratory: Sec.

Noriko Ito, Asst. Prof. Kouta Sekine, Asst. Prof. Yusuke Morikura, Research. Assoc.

Atsushi Minamihata, Junior Researcher. Yuka Yanagisawa, Junior Researcher. Marko

Range, Mr. Kazuaki Tanaka, and Mr. Ryo Kobayashi.

Finally, I would like to thank my grandfather Yoshiya Mizuguchi, my grandmother

Kyoko Mizuguchi, my granduncle Hiroshi Okada, and my mother Naomi Mizuguchi

for great support.

iv



Contents

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Chapter 1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1. Previous works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2. Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3. Outlines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

Chapter 2. Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Chapter 3. Numerical verification for a global-in-time solution 13

3.1. Numerical verification for a global-in-time solution . . . . . . . . . . 14

3.2. Numerical verification for a local-in-time solution . . . . . . . . . . . 19

3.3. Verification algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 23

Chapter 4. Numerical results . . . . . . . . . . . . . . . . . . . . . . . 25

4.1. Enclosing the least eigenvalue . . . . . . . . . . . . . . . . . . . . . . 26

4.2. Local Lipschitz constants . . . . . . . . . . . . . . . . . . . . . . . . 27

4.3. Residual estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.4. Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Chapter 5. Estimation of the embedding constant from Xα to Lp

space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

5.1. Estimation of the embedding constant from Xα to Lp space . . . . . 36

5.2. Explicit bounds of the embedding constant from Xα to Lp space . . . 39

Chapter 6. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

v



Chapter 1

Introduction
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Let Ω ⊂ Rd (d = 1, 2) be a bounded convex domain and J := (t0, t1] (0 ≤ t0 <

t1 ≤ ∞). The functional spaces Lp(Ω) (p ≥ 1), Hk(Ω) (k ∈ N), and H1
0 (Ω) are

defined in Chapter 2. For a function u : J × Ω → R, let us denote u(t) = u(t, ·). In

this thesis, we are concerned with the following semilinear heat equation:
∂tu−∆u = f(x, u) t ∈ J, x ∈ Ω, (1a)

u = 0 t ∈ J, x ∈ ∂Ω, (1b)

u(0, x) = u0 x ∈ Ω, (1c)

where ∂tu = ∂u
∂t
, ∆ =

∑d
i=1

∂2

∂x2
i
is the Laplacian, whose domain is D(∆) = H2(Ω) ∩

H1
0 (Ω), u0 ∈ H1

0 (Ω) is an initial function, and f is a function from Ω× R to R. This

thesis proposes an algorithm for numerically verifying the existence of a global-in-

time solution to (1). Here, the global-in-time solution to (1) is defined by a solution,

which exists in (0,∞), to (1). Moreover, this thesis also provides an explicit bound

of the Sobolev embedding constant for the fractional power of the Laplacian. In

next section, we present several previous works related to solutions for the parabolic

equation of (1) and estimation of the embedding constant regarding to the fractional

power of the Laplacian.

1.1. Previous works

Many researchers have been studying the existence of solutions to parabolic equa-

tions because the results of the studies have been applicable to many fields such as

physic, chemistry, and biology. We focus on methods using the semigroup theory for

solving problems of partial differential equations.

K. Yoshida [34] and E. Hille [12] independently showed a necessary and sufficient

condition for generating a C0 semigroup. Their pioneering works have contributed

to the progress of studies of the solutions of parabolic equations. In particular, the

semigroup theory helps to derive solutions to parabolic equations. We consider the
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following abstract Cauchy problem in a Banach space X:
∂tu(t) + Au(t) = G(u(t)),

u(0) = u0,

(2)

where u0 ∈ X and G is a nonlinear operator from D(G) ⊂ X to X. Suppose

that a linear operator −A : D(A) ⊂ X → X generates a C0 semigroup e−tA over X.

Fixed point theorems such as Banach’s fixed-point theorem and Brouwer’s fixed-point

theorem provide a sufficient condition for the existence of a solution to (2). Then, the

existence of the solution is guaranteed in a neighborhood, which satisfies the sufficient

condition (see e.g., [22, 24]). The solution u(t) for t ∈ J is expressed by

u(t) = e−tAu0 +

∫ t

0

e−(t−s)AG(u(s))ds,

which is called a mild solution (see e.g., [22]).

It has been proven that global-in-time solutions of (1) exist for special cases of f .

In one example, for the semilinear heat equation (1a) and (1c) with f(x, u) = up (p >

1) and Ω = Rm (m ∈ N), H. Fujita [9] has shown that a global-in-time solution exists

if p > 1 + 2/m. Following his work, there has been proven the existence of a global-

in-time solution for parabolic equations of the form (1a) and (1c) with f(x, u) =

up (p ∈ R) if imposing several assumptions on the exponent p ([10, 15, 18, 19]

and references therein). In another example, for the equation (1), there has been

shown the existence of a global-in-time solution which converges to zero as t→ ∞ if

a suitable norm of the initial function u0 is enough small (see e.g., [13, 24, 27, 28]

and references therein).

Recently, there have been proposed several methods of verified numerical compu-

tations to find solutions for a class of parabolic equations. M.T. Nakao, T. Kinoshita,

and T. Kimura [14, 20, 21] have proposed a computer-assisted method for proving

the existence of an inverse operator related to the parabolic equations. Moreover,
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their method rigorously estimates a norm of the inverse operator if the existence of

the inverse operator is shown. S. Cai [4] has derived a sufficient condition for the

existence of a global-in-time solution to a system of reaction-diffusion equations using

verified numerical computations.

We also focus on studies regarding to the optimal embedding constant Cp,α such

that for 0 ≤ α ≤ 1 and 1 ≤ p ≤ ∞,

Cp,α := sup
u∈Xα\{0}

∥u∥Lp

∥u∥Xα

, (3)

where the detailed definition of Xα is given in Chapter 5. The inequality (3) is known

as Sobolev type inequality for fractional derivatives. The constant for (3) has been

applied to studies of partial differential equations (see e.g., [1, 2, 3, 5, 6, 11, 16,

22, 25, 29, 31] and references therein). Moreover, several estimation for obtaining

upper bounds of Cp,α have been proposed in special cases (see e.g., [3, 6, 32]).

1.2. Abstract

In this thesis, we will propose a numerical method for validating the existence of

solutions to the semilinear heat equation (1) using semigroup theory. In particular,

we provide a numerical verification algorithm for enclosing a global-in-time solution

to (1).

In Section 3.1, we will provide a sufficient condition for the existence of a global-

in-time solution to (1) with J = (t′,∞) for t′ > 0. Here, assume that the solution η

of (1) exists at time t = t′ in a neighborhood of a stationary solution ϕ to (1). The

equation (1) is transformed into an equivalent form of a semilinear heat equation with

initial function η − ϕ. We define a nonlinear operator S using the semigroup theory.

The operator S and Banach’s fixed-point theorem derive a sufficient condition for the

existence of the global-in-time solution to (1). Its condition is described in Theorem

3.1.1.
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In Section 3.2, we will give a sufficient condition for the existence of a solution to

the initial-boundary value problem to (1) with a certain interval J = (t0, t1] (0 ≤ t0 <

t1 < ∞). The solution is called the local-in-time solution to (1) in this thesis. Let

ω0(t) (t ∈ J) be an approximate solution of (1). The equation (1) is also transformed

into an equivalent form of a semilinear heat equation with initial function ξ − ω0(t0),

where ξ is a solution of (1) at time t = t0. A nonlinear operator S̃ is introduced

by using the semigroup theory. The operator S̃ and Banach’s fixed-point theorem

yield a sufficient condition for the existence of the local-in-time solution to (1) with

J = (t0, t1]. Its condition is described in Theorem 3.2.1.

In Section 3.3, we will present a verification algorithm for enclosing a global-in-

time solution to (1). The verification algorithm works as follows. The algorithm

verifies that the existence of the stationary solution ϕ is guaranteed or not. If the

solution ϕ exists, the algorithm rigorously checks whether the sufficient condition in

Theorem 3.1.1 holds or not. If the condition satisfies, the global-in-time solution is

validated. When we cannot confirm that the condition holds, we consider a solution

of the initial-boundary value problem to (1) with J = (0, τ ] (0 < τ < ∞). We put

an approximate solution ω0 of (1) and make the algorithm try to enclose the solution

in a neighborhood of ω0. The algorithm verifies whether the sufficient condition in

Theorem 3.2.1 holds or not. If the condition in Theorem 3.2.1 holds, it turns out

that there exists the solution to (1) with J = [0, τ) in the neighborhood of ω0. Then,

we consider the global-in-time solution to (1) with J = (τ,∞). The algorithm also

verifies whether the condition in Theorem 3.1.1 satisfies or not. If the condition in

Theorem 3.1.1 holds, we can finally prove the existence of a global-in-time solution,

which are enclosed in the neighborhood of ω0 in time t ∈ (0, τ ] and converges to ϕ

for t > τ . The verification algorithm encloses a global-in-time solution by repeatedly

verifying that conditions of Theorems 3.1.1 and 3.2.1 are satisfied. The detailed

procedure of the algorithm is summarized in Algorithm 1.
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In Section 4.1, 4.2, and 4.3, we will provide several estimation required to use the

verification algorithm. In Section 4.4, we present several semilinear heat equations and

enclose the global-in-time solutions of these equations using the verification algorithm.

This thesis also proposes quantitative estimation of the embedding constant Cp,α

satisfying (3). To obtain the estimation, we provide an explicit expression corre-

sponding with the inverse operator of the fractional power of Laplacian in Lemma

5.1.1 and an estimate using the heat kernel over Rd in Lemma 5.1.2. The estimation

of the embedding constant is presented in Theorem 5.1.1 and several explicit bounds

of the embedding constant over a square domain and a L-shape domain are provided

in Section 5.2.

1.3. Outlines

The outlines of this thesis are as follows. In Chapter 2, we provide notation

and several lemmas required to present the verification algorithm. In Chapter 3, we

present the numerical verification algorithm for enclosing a global-in-time solution,

which exponentially converges to a stationary solution. First, in Section 3.1, we

derive a sufficient condition (Theorem 3.1.1) to enclose a global-in-time solution.

Next, in Section 3.2, we present a sufficient condition for the existence and the local-

in-time uniqueness (Theorem 3.2.1) of a mild solution to (1) in a certain interval

t ∈ J = (t0, t1] (0 ≤ t0 < t1 < ∞). Furthermore, we give an a posteriori error

estimate in Corollary 3.2.1. Finally, in Section 3.3, a procedure of the verification

algorithm is given on the basis of Theorems 3.1.1 and 3.2.1, and Corollary 3.2.1. In

Chapter 4, we present several semilinear heat equations of the form (1). Then, we

derive global-in-time solutions of these equations by the algorithm. In Chapter 5, we

propose estimation of the constant Cp,α defined by (3) in Theorem 5.1.1. Moreover,

we show several values of the estimation in Theorem 5.1.1 over a square domain and

a L-shape domain.
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Preparation
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Unless otherwise specified, let Ω be a bounded convex domain. The functional

space Lp (p ≥ 1) is the space of p-th power Lebesgue integrable functions over Ω

endowed with norm ∥f∥Lp = (
∫
Ω
|f(x)|pdx)

1
p if p <∞ and ∥f∥L∞ = ess supx∈Ω |u(x)|

if p = ∞. The inner product of L2(Ω) is given by

(u, v)L2 :=

∫
Ω

u(x)v(x)dx.

For any positive integer m, let Hm(Ω) be the m-th order Sobolev space of L2(Ω) and

H1
0 (Ω) := {u ∈ H1(Ω) | u = 0 on ∂Ω in the trace sense}

Let J be an interval in (0,∞) and Y denotes a Banach space endowed with the

norm ∥ · ∥Y . We define the functional space L∞ (J ;Y ) as

L∞ (J ;Y ) :=

{
u : J × Ω → R | u(t, ·) ∈ Y, ess sup

t∈J
∥u(t, ·)∥Y <∞

}
endowed with norm ∥u∥L∞(J ;Y ) := ess supt∈J ∥u(t, ·)∥Y . Let C0(J) be the function

space of all continuous functions from J to R. A function space C0 (J ;Y ) denotes

C0 (J ;Y ) := {u : J × Ω → R | t ∈ J → u(t, ·) is continuous with respect to Y norm} .

Let P and Q be Banach spaces endowed with the norms ∥ ·∥P and ∥ ·∥Q, respectively.

For a bounded linear operator B : P → Q, the operator norm of B is defined by

∥B∥P,Q = supx∈P\{0} ∥Bx∥Q/∥x∥P .

For x > 0, the error function erf(x) is defined by

erf(x) :=
2√
π

∫ x

0

e−s2ds.

By an elemental calculation it follows for α > 0 and x > 0,∫ x

0

s−1/2e−αsds =

√
π

α
erf(

√
αx). (4)

8



Let ρ > 0 and J be any interval. For v ∈ L∞(J ;H1
0 (Ω)), a closed ballBL∞(J ;H1

0 (Ω))(v, ρ)

is defined by

BL∞(J ;H1
0 (Ω))(v, ρ) :=

{
y ∈ L∞ (J ;H1

0 (Ω)
)
| ∥y − v∥L∞(J ;H1

0 (Ω)) ≤ ρ
}
.

Assume that the function f , which appears in (1), satisfies f(·, v(·)) ∈ L2(Ω) for

each v ∈ H1
0 (Ω). An operator F : H1

0 (Ω) → L2(Ω) is also defined by F (v) := f(·, v(·))

for v ∈ H1
0 (Ω). Furthermore, suppose that the operator F : H1

0 (Ω) → L2(Ω) is the

twice Fréchet differentiable. The operators F ′[v] and F ′′[v] denote the first and the

second order Fréchet derivatives of F at v ∈ H1
0 (Ω), respectively.

Unless otherwise specified, we denote A = −∆ : D(A) ⊂ L2(Ω) → L2(Ω) with

domain D(A) = H2(Ω) ∩H1
0 (Ω). Let ρ(A) be the resolvent set of A defined by

ρ(A) := {z ∈ C | (zI − A)−1 : L2(Ω) → L2(Ω) exists and is a bounded operator.}.

The spectrum of A denotes σ(A) = C \ ρ(A). Since the inverse of the operator A is a

compact and self-adjoint operator, the spectral theorem shows that the operator A has

positive discrete spectrum (see e.g., [7]). For i ∈ N, let λi be the i-th eigenvalue of A

satisfying 0 < λ1 ≤ λ2 ≤ · · · . Let ψi ∈ H1
0 (Ω) be an eigenfunction of A corresponding

to λi: It is well known that λi and ψi satisfy (∇ψi,∇v)L2 = λi(ψi, v)L2 , ∀v ∈ H1
0 (Ω).

Here, we choose {ψi}i∈N so that ψi satisfies (ψi, ψj)L2 = δi,j, where δi,j is Kronecker’s

delta. For u ∈ L2(Ω), we can express u =
∑∞

j=1 cjψj using the spectral decomposition,

where ci = (u, ψi)L2 . For 0 ≤ α ≤ 1, a fractional operator of A is defined by

Aαu :=
∞∑
j=1

λαj cjψj, D(Aα) =

{
u =

∞∑
j=1

cjψj ∈ L2(Ω) |
∞∑
j=1

c2jλ
2α
j <∞

}
. (5)

Hereafter, we set λmin := λ1.

The linear operator −A generates the analytic semigroup
{
e−tA

}
t≥0

over L2(Ω)

(see e.g., [22, 33]).
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Definition 1. Let J = (t0, t1] (0 ≤ t0 < t1 ≤ ∞). For the semilinear parabolic

equation: 
∂tu−∆u = f(x, u) t ∈ J, x ∈ Ω,

u = 0 t ∈ J, x ∈ ∂Ω,

u(t0, x) = u0(x) x ∈ Ω,

(6)

the function u ∈ C0(J ;L2(Ω)) given by

u(t) = e−(t−t0)Au0 +

∫ t

t0

e−(t−s)AF (u(s))ds, t ∈ J

is called a mild solution of (6) on J .

In order to enclose a global-in-time solution of (1), the following lemmas are

required. We provide Lemmas 2.0.1 and 2.0.2.

Lemma 2.0.1 (see e.g., [33]). D(A1/2) = H1
0 (Ω) and

∥w∥H1
0
= ∥A1/2w∥L2 , ∀w ∈ H1

0 (Ω)

hold.

Lemma 2.0.2 (see e.g., [22]). Let α ∈ (0, 1]. If u ∈ D(Aα), then

Aαe−tAu = e−tAAαu, t > 0

holds.

Furthermore, we present the following estimate:

Lemma 2.0.3. Let λmin be the least eigenvalue of A. For α ∈ (0, 1) and β ∈ (0, 1),

the following estimate holds:

∥Aαe−tA∥L2,L2 ≤
(
α

eβ

)α

t−αe−(1−β)tλmin , t > 0. (7)

10



Proof. Since the least eigenvalue of A is positive, we have

sup
x∈[λmin,∞)

xαe−βtx ≤
(
α

eβt

)α

and sup
x∈[λmin,∞)

e−(1−β)tx ≤ e−(1−β)tλmin

for any α ∈ (0, 1) and β ∈ (0, 1). From the spectral mapping theorem (see e.g., [8]),

the following inequality holds:

∥Aαe−tA∥L2,L2 ≤ sup
x∈[λmin,∞)

xαe−tx

≤ sup
x∈[λmin,∞)

xαe−βtx sup
x∈[λmin,∞)

e−(1−β)tx.

This indicates that the inequality (7) holds. □
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3.1. Numerical verification for a global-in-time solution

Let ϕ ∈ D(A) be a stationary solution of (1), i.e., ϕ satisfies
−∆ϕ(x) = f(x, ϕ(x)), x ∈ Ω,

ϕ(x) = 0, x ∈ ∂Ω.

Let Vh ⊂ D(A) be a finite dimensional subspace depending on a parameter h > 0.

Assume that ϕ is the stationary solution unique in the ball:

BH1
0
(ϕ̂, ρ′) :=

{
µ ∈ H1

0 (Ω) | ∥µ− ϕ̂∥H1
0
≤ ρ′

}
for ρ′ > 0, (8)

where ϕ̂ ∈ Vh is a certain numerical approximation of ϕ.

We are concerned with the existence of a mild solution of
∂tu−∆u = f(x, u), t ∈ (t′,∞), x ∈ Ω,

u = 0, t ∈ (t′,∞), x ∈ ∂Ω,

u(t′, x) = η, x ∈ Ω,

(9)

satisfying

u(t) = e−(t−t′)Aη +

∫ t

t′
e−(t−s)AF (u(s))ds,

where η ∈ BH1
0
(û, ε) for a certain û ∈ Vh.

For λ ≥ 0, we define a functional space Eλ as

Eλ :=

{
u ∈ L∞((t′,∞);H1

0 (Ω)) | ess sup
t∈(t′,∞)

e(t−t′)λ∥u(t, ·)∥H1
0
<∞

}
,

where Eλ becomes a Banach space with norm

∥u∥Eλ
:= ess sup

t∈(t′,∞)

e(t−t′)λ∥u(t, ·)∥H1
0
.

The following theorem gives a sufficient condition for enclosing the mild solution of

(9) in Eλ.

14



Theorem 3.1.1. Let ϕ ∈ D(A) be a locally unique stationary solution of (9) in

BH1
0
(ϕ̂, ρ′). Assume that there exists a non-decreasing function Lϕ : R → R such that

for y ∈ BL∞((t′,∞);H1
0 (Ω))(ϕ, ρ)

∥F ′[y]u∥L∞((t′,∞);L2(Ω)) ≤ Lϕ(ρ)∥u∥L∞((t′,∞);H1
0 (Ω)), ∀u ∈ L∞((t′,∞);H1

0 (Ω)). (10)

Let λ satisfy 0 ≤ λ < λmin/2. If there exists ρ > 0 such that

∥η − ϕ∥H1
0
+ Lϕ(ρ)ρ

√
2π

e(λmin − 2λ)
< ρ, (11)

then (9) has a unique mild solution u ∈ BEλ
(ϕ, ρ), which is defined by

BEλ
(ϕ, ρ) := {u ∈ Eλ | ∥u− ϕ∥Eλ

≤ ρ} .

Therefore, the solution u satisfies

∥u(t)− ϕ∥H1
0
≤ ρe−(t−t′)λ, t ∈ (t′,∞).

Remark 3.1.1. Since ∥η−û∥H1
0
≤ ε and a stationary solution ϕ exists in BH1

0
(ϕ̂, ρ′),

it follows

∥η − ϕ∥H1
0

≤ ∥η − û∥H1
0
+ ∥û− ϕ̂∥H1

0
+ ∥ϕ̂− ϕ∥H1

0

≤ ε+ ∥û− ϕ̂∥H1
0
+ ρ′,

where we remark that ∥û− ϕ̂∥H1
0
is rigorously computable by using interval arithmetic.

Therefore, ∥η − ϕ∥H1
0
in Theorem 3.1.1 can be estimated rigorously.

Remark 3.1.2. In order to obtain ρ > 0 satisfying (11), Lϕ(ρ) is required some

assumptions, e.g., Lϕ(ρ) → 0 as ρ → 0. Therefore, the inequality (11) provides a

sufficient condition for the existence of the global-in-time solution u for only special

cases of f in (9).
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Proof of Theorem 3.1.1. A nonlinear operator S : L∞ ((t′,∞);H1
0 (Ω)) →

L∞ ((t′,∞);H1
0 (Ω)) is defined by

(Sz)(t) := e−(t−t′)A(η − ϕ) +

∫ t

t′
e−(t−s)A (F (z(s) + ϕ)− F (ϕ)) ds, t > t′,

where we denote z(s) = z(s, ·) ∈ H1
0 (Ω) for s > t′. Let Z := {z ∈ Eλ : ∥z∥Eλ

≤ ρ} for

ρ > 0. We derive a condition based on Banach’s fixed-point theorem so that S has a

fixed-point in Z. We note that the solution u(t) := z(t) + ϕ is a mild solution of (9)

if and only if z is a fixed point of S.

Let z ∈ Z. Then, Lemma 2.0.1 yields

e(t−t′)λ∥(Sz)(t)∥H1
0
≤ e(t−t′)λ∥e−(t−t′)A(η − ϕ)∥H1

0

+ e(t−t′)λ

∫ t

t′
∥e−(t−s)A∥L2,H1

0
∥F (z(s) + ϕ)− F (ϕ)∥L2ds

= e(t−t′)λ∥A1/2e−(t−t′)A(η − ϕ)∥L2

+

∫ t

t′
e(t−s)λ∥A1/2e−(t−s)A∥L2,L2e(s−t′)λ∥F (z(s) + ϕ)− F (ϕ)∥L2ds.

From λ < λmin/2 and Lemma 2.0.3 with α = β = 1/2, we have

e(t−t′)λ∥(Sz)(t)∥H1
0

≤ e(t−t′)λ∥A1/2e−(t−t′)A(η − ϕ)∥L2

+ ess sup
s∈(t′,∞)

(
e(s−t′)λ ∥F (z(s) + ϕ)− F (ϕ)∥L2

)
e−1/2

∫ t

t′
(t− s)−1/2e−(t−s)

λmin−2λ

2 ds.

For s ∈ (t′,∞), it follows from the mean-value theorem and (10) that

e(s−t′)λ ∥F (z(s) + ϕ)− F (ϕ)∥L2 ≤
∫ 1

0

∥∥∥F ′[ϕ+ θz(s)]e(s−t′)λz(s)
∥∥∥
L2
dθ

≤ Lϕ(ρ)∥z∥Eλ
.
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From Lemma 2.0.1, Lemma 2.0.2, and the spectral mapping theorem (see e.g.,

[8]), we obtain

e(t−t′)λ∥(Sz)(t)∥H1
0
≤ e(t−t′)(λ−λmin)∥η − ϕ∥H1

0

+ e−1/2Lϕ(ρ)∥z∥Eλ

∫ t

t′
(t− s)−1/2e−(t−s)

λmin−2λ

2 ds.

It follows from (4) and λ < λmin/2 that

e(t−t′)λ∥(Sz)(t)∥H1
0
≤ ∥η − ϕ∥H1

0
+ Lϕ(ρ)ρ

√
2π erf

(√
(λmin−2λ)(t−t′)

2

)
√
e(λmin − 2λ)

.

Since erf(x) < 1 for x ≥ 0 and erf(x) → 1 as x→ ∞ hold, we have

∥S(z)∥Eλ
≤ ∥η − ϕ∥H1

0
+ Lϕ(ρ)ρ

√
2π

e(λmin − 2λ)
.

Therefore, if ρ > 0 satisfies (11), S(z) ∈ Z holds. For any zi ∈ Z (i = 1, 2), we

have

e(t−t′)λ ∥(Sz1) (t)− (Sz2)(t)∥H1
0

≤
∫ t

t′
e(t−s)λ∥A1/2e−(t−s)A∥L2,L2e(s−t′)λ∥F (z1(s) + ϕ)− F (z2(s) + ϕ)∥L2ds

≤ ess sup
s∈(t′,∞)

(
e(s−t′)λ ∥F (z1(s) + ϕ)− F (z2(s) + ϕ)∥L2

)
× e−1/2

∫ t

t′
(t− s)−1/2e−(t−s)

λmin−2λ

2 ds

≤ Lϕ(ρ)∥z1 − z2∥Eλ
e−1/2

∫ t

t′
(t− s)−1/2e−(t−s)

λmin−2λ

2 ds.

From (4), we obtain

e(t−t′)λ ∥(Sz1) (t)− (Sz2)(t)∥H1
0
≤ Lϕ(ρ)

√
2π erf

(√
(λmin−2λ)(t−t′)

2

)
√
e(λmin − 2λ)

∥z1 − z2∥Eλ
.
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Then, it turns out that

∥S(z1)− S(z2)∥Eλ
≤ Lϕ(ρ)

√
2π

e(λmin − 2λ)
∥z1 − z2∥Eλ

.

If ρ > 0 satisfies (11), Lϕ(ρ)
√

2π
e(λmin−2λ)

< 1 holds. Therefore, S becomes a strictly

contraction mapping on Z and Banach’s fixed-point theorem proves that a fixed point

of S uniquely exists in Z. □
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3.2. Numerical verification for a local-in-time solution

For real numbers t0 and t1 satisfying 0 ≤ t0 < t1 < ∞, set J := (t0, t1] and

τ := t1 − t0. In this section, we provide a sufficient condition for the existence and

uniqueness (Theorem 3.2.1) of a local mild solution to (1). Furthermore, we give an

a posteriori error estimate in Corollary 3.2.1. Then, we consider a mild solution of
∂tu−∆u = f(x, u), t ∈ J, x ∈ Ω,

u = 0, t ∈ J, x ∈ ∂Ω,

u(t0, x) = ξ, x ∈ Ω,

(12)

satisfying

u(t) = e−(t−t0)Aξ +

∫ t

t0

e−(t−s)AF (u(s))ds,

where ξ ∈ BH1
0
(û0, ε) for ε > 0 and û0 ∈ Vh.

Let û1 ∈ Vh and lk(t) (t ∈ J) denotes a linear Lagrange basis satisfying lk(tj) =

δkj (j = 0, 1), where δkj is Kronecker’s delta. We define ω0(t) as

ω0(t) = û0l0(t) + û1l1(t), t ∈ J. (13)

In the following, we give a sufficient condition for the existence and the local unique-

ness of a mild solution in BL∞(J ;H1
0 (Ω))(ω0, ρ) with a certain ρ > 0.

Theorem 3.2.1. For J = (t0, t1] with 0 ≤ t0 < t1 <∞, define ω0 by (13). Set

δ =

∥∥∥∥∫ t

t0

e−(t−s)A(∂sω0(s) + Aω0(s)− F (ω0(s)))ds

∥∥∥∥
L∞(J ;H1

0 (Ω))
. (14)

Assume that there exists a non-decreasing function Lω0 : R → R such that for y ∈

BL∞(J ;H1
0 (Ω))(ω0, ρ)

∥F ′[y]u∥L∞(J ;L2(Ω)) ≤ Lω0(ρ)∥u∥L∞(J ;H1
0 (Ω)), ∀u ∈ L∞(J ;H1

0 (Ω)). (15)

19



For given ξ ∈ H1
0 (Ω), assume that there exist τ := t1 − t0 and ρ > 0 satisfying

∥ξ − û0∥H1
0
+

√
2π

λmine
erf

(√
λminτ

2

)
Lω0(ρ)ρ+ δ < ρ. (16)

Then, the (12) admits a unique mild solution u ∈ BL∞(J ;H1
0 (Ω))(ω0, ρ).

Remark 3.2.1. In order to be given ρ > 0 satisfying (16), τ > 0 and the value

of ∥ξ − û0∥H1
0
are required to be enough small. Therefore, the mild solution u is not

always validated using Theorem 3.2.1 even if the solution u exists.

Proof of Theorem 3.2.1. An operator S̃ : L∞ (J ;H1
0 (Ω)) → L∞ (J ;H1

0 (Ω))

is defined by

(S̃z)(t) := e−(t−t0)A(ξ − û0) +

∫ t

t0

e−(t−s)AG(z(s))ds,

where let z(s) = z(s, ·) ∈ H1
0 (Ω) and G(z(s)) := F (z(s) + ω0(s))− ∂tω0(s)− Aω0(s)

for s ∈ J . We note that u(t) = z(t)+ω0(t) is a mild solution of (12) if and only if z is

a fixed point of S̃. We will derive a condition based on Banach’s fixed-point theorem

so that S̃ has a fixed-point in BL∞(J ;H1
0 (Ω))(0, ρ).

From Lemma 2.0.1, Lemma 2.0.2, and the spectral mapping theorem (see e.g.,

[8]), it follows that for t ∈ J ,

∥∥e−(t−t0)A(ξ − û0)
∥∥
H1

0
=

∥∥e−(t−t0)AA1/2(ξ − û0)
∥∥
L2

≤ e−(t−t0)λmin∥ξ − û0∥H1
0

≤ ∥ξ − û0∥H1
0
. (17)

We express as G(z(s)) = G1(z(s)) +G2(z(s)) for s ∈ J with G1(z(s)) = F (z(s) +

ω0(s))− F (ω0(s)) and G2(z(s)) = F (ω0(s))− Aω0(s)− ∂sω(s).
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For s ∈ J , it follows from the mean-value theorem and (15) that

∥F (ω0(s) + z(s))− F (ω0(s))∥L2 ≤
∫ 1

0

∥(F ′[ω0(s) + θz(s)]z(s)∥L2 dθ

≤ Lω0(ρ)∥z∥L∞(J ;H1
0 (Ω)).

Lemma 2.0.3 with α = β = 1/2 and Lemma 2.0.1 imply

∥∥∥∥∫ t

t0

e−(t−s)AG1(s)ds

∥∥∥∥
H1

0

≤
∫ t

t0

∥e−(t−s)A∥L2,H1
0
∥G1(s)∥L2ds

=

∫ t

t0

∥A
1
2 e−(t−s)A∥L2,L2∥G1(s)∥L2ds

≤ e−1/2ν(t) ∥G1(z)∥L∞(J ;L2(Ω))

≤
√

2π

λmine
erf

(√
λminτ

2

)
Lω0(ρ)∥z∥L∞(J ;H1

0 (Ω)),

where ν(t) denotes

ν(t) :=

∫ t

t0

(t− s)−1/2e−(t−s)λmin/2ds

and the last inequality follows from (4). The inequalities (17) and (14) imply

∥S̃(z)∥L∞(J ;H1
0 (Ω)) ≤ ∥ξ − û0∥H1

0
+

√
2π

λmine
erf

(√
λminτ

2

)
Lω0(ρ)ρ+ δ.

Therefore,

S̃
(
BL∞(J ;H1

0 (Ω))(0, ρ)
)
⊂ BL∞(J ;H1

0 (Ω))(0, ρ)

holds if ρ > 0 satisfies (16).

Let z1, z2 ∈ BL∞(J ;H1
0 (Ω))(0, ρ). It follows that

(S̃z1)(t)− (S̃z2)(t) =

∫ t

t0

e−(t−s)A {F (z1(s) + ω0(s))− F (z2(s) + ω0(s))} ds.
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From Lemma 2.0.1, (15), and Lemma 2.0.3 with α = 1/2 and β = 1/2, we estimate

as

∥∥∥S̃(z1)− S̃(z2)
∥∥∥
L∞(J ;H1

0 (Ω))
≤
√

2π

λmine
erf

(√
λminτ

2

)
Lω0(ρ)∥z1 − z2∥L∞(J ;H1

0 (Ω)).

If (16) holds, since we have
√

2π
λmine

erf

(√
λminτ

2

)
Lω0(ρ) < 1, S̃ becomes a strictly

contraction mapping on BL∞(J ;H1
0 (Ω))(0, ρ). Banach’s fixed-point theorem yields that

a fixed point of S̃ uniquely exists in BL∞(J ;H1
0 (Ω))(0, ρ). □

Moreover, we obtain the following a posteriori error estimate at t = t1 if Theorem

3.2.1 holds.

Corollary 3.2.1. Under the assumption in Theorem 3.2.1, let

δ̃ =

∥∥∥∥∫ t1

t0

e−(t−s)A(∂sω0(s) + Aω0(s)− F (ω0(s)))ds

∥∥∥∥
H1

0 (Ω)

. (18)

Then, the mild solution u of (12) satisfies

∥u(t1)− û1∥H1
0
≤ e−τλminε+

√
2π

λmine
erf

(√
λminτ

2

)
Lω0(ρ)ρ+ δ̃. (19)

Proof. Let z be a fixed point of S̃ in the proof of Theorem 3.2.1. Then,

z(t1) = u(t1)− û1 = e−(t1−t0)A(ξ − û0) +

∫ t1

t0

e−(t1−s)AG(z(s))ds,

where G(z(s)) = F (z(s) + ω0(s))−Aω0(s)− ∂sω0(s). Similar discussions in those in

the proof of Theorem 3.2.1 provide

∥u(t1)− û1∥H1
0
≤ e−τλmin∥ξ − û0∥H1

0
+

√
2π

λmine
erf

(√
λminτ

2

)
Lω0(ρ)ρ+ δ̃.

The inequality (19) follows from the assumption ξ ∈ BH1
0
(û0, ε) in (12). □
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3.3. Verification algorithm

In this section, on the basis of Theorem 3.1.1, Theorem 3.2.1, and Corollary 3.2.1,

we will provide a verification algorithm to show the existence of a global-in-time

solution in Algorithm 1.

Algorithm 1 Verification algorithm

Set ϕ̂ ∈ Vh;
Verify the existence and the local uniqueness of a stationary solution ϕ in BH1

0
(ϕ̂, ρ′);

if Failed in enclosing ϕ then
error (“Failed in enclosing ϕ”);

end if
Set û0 ∈ Vh and compute ε satisfying ∥u0 − û0∥H1

0
≤ ε;

t′ = 0; η = u0; û = û0; k = 0;
while true do
Compute ∥η − ϕ∥H1

0
based on Remark 3.1.1;

Choose λ satisfying 0 ≤ λ < λmin/2;
if There exists ρ > 0 satisfying (11) in Theorem 3.1.1 then
break;

end if
k = k + 1;
û0 = û; t0 = t′; ξ = η;
Set τ > 0. Let t1 = t0 + τ and Tk = (t0, t1];
Choose û1 ∈ Vh and set ω0(t) = û0l0(t) + û1l1(t) for t ∈ Tk ;
Compute δ defined by (14);
if there exists ρ > 0 satisfying (16) in Theorem 3.2.1 then
there exists a mild solution u(t) for t ∈ (t0, t1] satisfying (12).
Define a ball CTk

as BL∞(J ;H1
0 (Ω))(ω0, ρ) and ρk = ρ;

Compute δ̃ defined by (18);
Substituting ρ for the right-hand side of (19), update ε > 0 as ε = e−τλminε+√

2π
λmine

erf

(√
λminτ

2

)
Lω0(ρ)ρ+ δ̃;

else
error (“Verification failed for t ∈ Tk.”);

end if
t′ = t1; η = u(t1); û = û1;

end while
n = k;
disp (“The solution for t ∈ (0,∞) exists and ∥u(t) − ϕ∥H1

0
≤ ρe−λ(t−t′) holds for

t > t′ ”);
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Remark 3.3.1. We can freely choose û1 ∈ Vh in Algorithm 1. However, note that

it is possible that ρ > 0, which satisfies (16), does not exists depending on the selected

û1.

In Algorithm 1, each ball CTk
(k = 1, 2, . . . , n) is an enclosure of the solution to

(1) for t ∈ Tk. We denote T :=
∪

1≤k≤n Tk. Let us define CT as

CT :=
{
y ∈ L∞ (T ;H1

0 (Ω)
)
| y ∈ CTk

, k = 1, 2, . . . , n
}
.

If Algorithm 1 finishes successfully, we can show that a solution u(t) of (1) for t ∈ T

is enclosed in CT . Moreover, the solution is asymptotically approaching to ϕ for

t ∈ (t′,∞). Therefore, in this case, the existence of a global-in-time solution to (1)

can be proved by verified numerical computations.

24



Chapter 4

Numerical results
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Let Ω := {x = (x1, x2) : 0 < x1, x2 < 1} ⊂ R2 be an unit square domain.

Using Algorithm 1, we verify the existence of global-in-time solutions for the following

semilinear parabolic equations:
∂tu−∆u = f(x, u), t ∈ (0,∞), x ∈ Ω,

u = 0, t ∈ (0,∞), x ∈ ∂Ω,

u(0, x) = 2 sin(πx) sin(πy), x ∈ Ω,

(20)

where we consider the cases f being given by

(Case 1) f(x, u) = u2 + 4 sin(πx1) sin(πx2),

(Case 2) f(x, u) = u2 + 4(sin(πx1) sin(πx2)

+ sin(2πx) sin(2πy) + sin(πx1) sin(2πx2)),

(Case 3) f(x, u) = u2 + 4
∑

1≤k,l≤2

sin(kπx1) sin(lπx2),

and

(Case 4) f(x, u) = u2 + 4
∑

1≤k,l≤3

sin(kπx1) sin(lπx2).

In Section 4.1, 4.2, 4.3, we provide estimation of λmin, a local Lipschitz constant, and

residuals since these estimation are required when using Algorithm 1. In Section 4.4,

we present several global-in-time solutions of (20) numerically enclosed by Algorithm

1.

4.1. Enclosing the least eigenvalue

We provide estimation of λmin. Let λi (i ∈ N) be all eigenvalues of A defined by

Chapter 2. Let m ∈ N be the dimension of Vh. For 1 ≤ i ≤ m, we define an eigenpair

(λhi , ψ
h
i ) ∈ R× Vh satisfying

(∇ψh
i ,∇vh)L2 = λhi (ψ

h
i , vh)L2 , ∀vh ∈ Vh, (21)
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where 0 < λh1 ≤ λh2 ≤ · · · ≤ λhm satisfies. The orthogonal projection Rh : H1
0 (Ω) → Vh

is defined by

(∇(u−Rhu),∇vh)L2 = 0, ∀vh ∈ Vh.

A constant Ch denotes

∥u−Rhu∥L2 ≤ Ch∥∇(u−Rhu)∥L2 (22)

for any u ∈ H1
0 (Ω). Then, we have the following theorem:

Theorem 4.1.1 (see e.g., [17]). Let λi (i ∈ N) be all eigenvalues of A provided

in Chapter 2. Let λhi (1 ≤ i ≤ m) and Ch be defined by (21) and (22), respectively.

Then,

λhi
1 + C2

hλ
h
i

≤ λi ≤ λhi

holds.

From λ1 = λmin, Theorem 4.1.1 derives both a lower bound and an upper bound

of λmin.

4.2. Local Lipschitz constants

We derive Lϕ(ρ) in Theorem 3.1.1 and Lω0(ρ) in Theorem 3.2.1. Let q be a natural

number. Let Ce,q > 0 be a constant satisfying

∥u∥Lq ≤ Ce,q∥u∥H1
0
, ∀u ∈ H1

0 (Ω), (23)

where the constant Ce,p is called Sobelev embedding constant (see e,g., [1]). Note

that the constant can be numerically estimated (see e.g., Lemma 2 in [23]). Let J

be any interval. For ρ > 0 and a given v ∈ L∞(J ;H1
0 (Ω)), let w ∈ BL∞(J ;H1

0 (Ω))(v, ρ).
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Here, for u ∈ L∞(J ;H1
0 (Ω)) and any s ∈ J , we can obtain

∥F ′[w(s)]u(s)∥L2 = 2∥w(s)u(s)∥L2

≤ 2∥w(s)∥L4∥u(s)∥L4

≤ 2C2
e,4∥w(s)∥H1

0
∥u∥L∞(J ;H1

0 (Ω))

≤ 2C2
e,4(ρ+ ∥v∥L∞(J ;H1

0 (Ω)))∥u∥L∞(J ;H1
0 (Ω)).

Therefore

Lϕ(ρ) = 2C2
e,4(ρ+ ∥ϕ∥L∞(J ;H1

0 (Ω)))

and

Lω0(ρ) = 2C2
e,4(ρ+ ∥ω0∥L∞(J ;H1

0 (Ω)))

hold. Furthermore, we estimate

∥ϕ∥L∞(J ;H1
0 (Ω)) ≤ ρ′ + ∥ϕ̂∥H1

0

and

∥ω0∥L∞(J ;H1
0 (Ω)) ≤ max

{
∥û0∥H1

0
, ∥û1∥H1

0

}
.

4.3. Residual estimates

We provide estimates of residuals δ and δ̃ such that

δ ≥
∥∥∥∥∫ t

t0

e−(t−s)A(∂sω0(s) + Aω0(s)− F (ω0(s)))ds

∥∥∥∥
L∞(J ;H1

0 (Ω))

defined by Theorem 3.2.1 and

δ̃ ≥
∥∥∥∥∫ t1

t0

e−(t−s)A(∂sω0(s) + Aω0(s)− F (ω0(s)))ds

∥∥∥∥
H1

0

defined by Corollary 3.2.1.

For real numbers t0 and t1 such that 0 ≤ t0 < t1 < ∞, let J = (t0, t1] and

τ = t1 − t0. Furthermore, let u0 ∈ H1
0 (Ω) be a solution of (20) at time t = t0 and
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û0 ∈ Vh be a numerical approximation of u0. We employ the Crank-Nicolson scheme;

for ŵ0 ∈ Vh, we find w1 ∈ Vh such that(
w1 − ŵ0

τ
, vh

)
L2

+
1

2
(A(ŵ0 + w1), vh)L2 =

1

2
(F (ŵ0) + F (w1), vh)L2 (24)

for any vh ∈ Vh. Let û1 ∈ Vh be a numerical approximation of w1 ∈ Vh of the

equation (24) replaced ŵ0 ∈ Vh by û0. Let lk (k = 0, 1) be a linear Lagrange basis

satisfying lk(tj) = δk,j (k, j = 0, 1), where δk,j is Kronecker’s delta. Then, we define

ω0 ∈ L∞(J ;Vh) as

ω0(t) = û0l0(t) + û1l1(t), t ∈ J. (25)

For a real number θ satisfying 0 ≤ θ ≤ 1, we define Cθ ∈ L2(Ω) as

Cθ :=
û1 − û0

τ
+ (1− θ)Aû0 + θAû1 − (1− θ)F (û0)− θF (û1).

Let Φ(t) := F (û1)l1(t) + F (û0)l0(t) for t ∈ J . Then, we have∥∥∥∥∫ t

t0

e−(t−s)A (F (ω0(s))− ∂sω0(s)− Aω0(s)) ds

∥∥∥∥
H1

0

≤
∫ t

t0

∥∥e−(t−s)A(F (ω0(s))− Φ(s))
∥∥
H1

0
ds

+

∫ t

t0

∥∥e−(t−s)A (Φ(s)− ∂sω0(s)− Aω0(s))
∥∥
H1

0
ds. (26)

We estimate the first term of the right hand side of (26). Since both û0 and û1

are in Vh ⊂ L∞(Ω), a classical error bound of linear interpolation yields for x ∈ Ω,

|f(x, ω0(t, x))− Φ(t)| ≤ τ 2

8
max
t∈J

∣∣∣∣ d2dt2f(x, ω0(t, x))

∣∣∣∣
=

τ 2

8
max
t∈J

∣∣∣∣∣
(
F ′′[ω0(t)]

(
dω0

dt

)2
)
(x)

∣∣∣∣∣
=

1

8
max
t∈J

∣∣∣∣∂2f∂u2 (x, ω0(t, x)) (û1 − û0)(x))
2

∣∣∣∣ .
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Integrating over Ω, it follows from (23) that

∥F (ω0(t))− Φ(t)∥L2 ≤
C2

e,4

8
∥f ′′(ω0)∥L∞(J ;L∞(Ω))∥û1 − û0∥2H1

0
, (27)

where ∥f ′′(ω0)∥L∞(J ;L∞(Ω)) := ess supt∈J ∥∂2f
∂u2 (·, ω0(t, ·))∥L∞(Ω).

From (27) and Lemma 2.0.3 with α = β = 1/2,∫ t

t0

∥e−(t−s)A(F (ω0(s))− Φ(s))∥H1
0
ds

=

∫ t

t0

∥A1/2e−(t−s)A(F (ω0(s))− Φ(s))∥L2ds

≤ e−1/2

∫ t

t0

(t− s)−1/2e−1/2(t−s)λmin ∥F (ω0(s))− Φ(s)∥L2 ds

≤
√

2π

λmine
erf

(√
λmin(t− t0)

2

)
∥F (ω0)− Φ∥L∞(J ;L2(Ω))

holds. Therefore, we obtain the following upper bound:∥∥∥∥∫ t

t0

e−(t−s)A(F (ω0(s))− Φ(s))ds

∥∥∥∥
L∞(J ;H1

0 (Ω))
≤ Cpα

2

√
2π

λmine
erf

(√
λminτ

2

)
,

where we put

Cp :=
C2

e,4

8
∥f ′′(ω0)∥L∞(J ;L∞(Ω)) and α := ∥û1 − û0∥H1

0
.

We estimate the second term of the right hand side of (26). From l1(s)+ l0(s) = 1

for s ∈ J , we have

Φ(s)− ∂sω0(s)− Aω0(s) = − (C1l1(s) + C0l0(s))

= − ((C1 − Cθ)l1(s) + (C0 − Cθ)l0(s) + Cθ)

= − (Cθ + (C1 − C0)((1− θ)l1(s)− θl0(s)) .
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Then, for t ∈ J , it sees that∫ t

t0

∥e−(t−s)A(Φ(s)− ∂sω0(s)− Aω0(s))∥H1
0
ds

=

∫ t

t0

∥∥A1/2e−(t−s)A(Φ(s)− ∂sω0(s)− Aω0(s))
∥∥
L2 ds

≤
∫ t

t0

e−1/2∥Cθ∥L2(t− s)−1/2e−(t−s)
λmin

2 ds

+ ∥C1 − C0∥L2 max
s∈J

|(1− θ)l1(s)− θl0(s))|
∫ t

t0

(t− s)−1/2e−(t−s)
λmin

2 ds

≤
√

2π

λmine
erf

(√
λmin(t− t0)

2

)
(∥Cθ∥L2 +max(θ, 1− θ)∥C1 − C0∥L2) .

Therefore, when θ = 1/2, both δ and δ̃ are bounded by√
2π

λmine
erf

(√
λminτ

2

)(
Cpα

2 +
∥∥∥C 1

2

∥∥∥
L2

+
∥C1 − C0∥L2

2

)
.

4.4. Numerical results

We present several global-in-time solutions of (20) numerically enclosed by Al-

gorithm 1. All computations are carried out on CentOS 6.3 with 3.10GHz Intel(R)

Xeon(R) CPU E5-2687W, 128GB RAM. We use MATLAB 2012b with INTLAB

ver.7.1 [26]. The spectrum method is employed for discretizing the spatial variable.

Namely, we construct a numerical solution by using the Fourier basses. For N ∈ N,

a finite dimensional subspace VN ⊂ D(A) is defined by

VN :=

{
u ∈ D(A) : u(x, y) =

N∑
k,l=1

ak,l sin(kπx) sin(lπy), ak,l ∈ R

}
.

We fix N = 10, τ = 2−8, and λ = 1/40 (< λmin = 2π2) in Algorithm 1. Then, we try

to verify the existence of global-in-time solutions to (20) by using Algorithm 1.

Let ϕ denotes a stationary solution of (20). We verify the existence and the

local uniqueness of ϕ in a neighborhood of a numerical solution ϕ̂ ∈ Vh by using the

verification method based on [30]. A radius of the neighborhood is denoted by ρ′
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satisfying ∥ϕ− ϕ̂∥H1
0
≤ ρ′. Each ρ′ is shown in Table 4.1. The numerical solutions ϕ̂

are displayed in Figure 4.1.

Table 4.1. Radii of the neighborhood enclosing ϕ when N = 10.

Case ρ′

1 0.002706328809
2 0.003861742749
3 0.004967902695
4 0.00724564522

(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

Figure 4.1. The numerical solutions ϕ̂ for the four cases.

For simplicity, we consider (20) for Case 1. We define a numerical solution ω0 of

(20) as

ω0(t) = û0l0(t) + û1l1(t), t ∈ Tk,

where û0 ∈ Vh and û1 ∈ Vh are provided in (25). Then, Algorithm 1 gives ρk > 0

satisfying

∥u− ω0∥L∞(Tk;H
1
0 (Ω)) ≤ ρk.
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Figure 4.2a displays each ρk for Tk when N = 10 and τ = 2−8.

For the Cases 2, 3, and 4, Figure 4.2 also shows each ρk for Tk when N = 10 and

τ = 2−8. Furthermore, the algorithm 1 gives the following estimates:
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(d) Case 4

Figure 4.2. Each ρk for Tk for the four cases.

∥u(t)− ϕ∥H1
0
≤ ρe−(t−t′)/40, t ∈ (t′,∞). (28)

Table 4.2 also shows each error estimate ρ and t′ of (28).

Table 4.2. Error estimate ρ and t′ are presented when N = 10 and
τ = 2−8.

Cases ρ t′

1 0.973712650429328 0.1015625
2 0.939460907598910 0.10546875
3 0.953394626139478 0.10546875
4 0.954276545574080 0.11328125
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Chapter 5

Estimation of the embedding

constant from Xα to Lp space
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5.1. Estimation of the embedding constant from Xα to Lp

space

In this chapter, we update the domain Ω as a bounded domain in RN (N ∈ N)

and the operator A : D(A) ⊂ L2(Ω) → L2(Ω) as

(Au, v)L2 := (∇u,∇v)L2 , ∀v ∈ H1
0 (Ω),

where the domain of A denotes D(A) := {u ∈ H1
0 (Ω) | Au ∈ L2(Ω)}. Then, for

0 ≤ α ≤ 1, the operator Aα and the domain of Aα are defined by (5) in Chapter 2.

The operator Aα is a closed and invertible operator (see e.g., [22]). The closedness of

Aα implies that D(Aα) endowed with the graph norm: ∥u∥L2 + ∥Aαu∥L2 is a Banach

space. Since Aα is invertible, the graph norm is equivalent to the norm ∥Aαu∥L2 . For

0 ≤ α ≤ 1, the functional space Xα is defined by

Xα := {u ∈ L2(Ω) | Aαu ∈ L2(Ω)}

endowed with norm ∥u∥Xα = ∥Aαu∥L2 . In this chapter, we provide estimation for

obtaining an explicit upper bound of Cp,α such that

Cp,α := sup
u∈Xα\{0}

∥u∥Lp

∥u∥Xλ

for α > N(1/2− 1/p)/2. The following theorem gives the estimation:

Theorem 5.1.1. Let Ω ⊂ RN (N ∈ N) be a bounded domain. The least eigenvalue

of A is denoted by λmin. For 2 < p ≤ ∞, let r and α be real numbers such that

1/r = 1/2 − 1/p and N/(2r) < α ≤ 1, where 1/p = 0 if p = ∞. Then, we can

estimate Cp,α as

Cp,α ≤


ααΓ

(
α− N

2r

)
(4π)

N
2r (N

2r
)

N
2r (α− N

2r
)α−

N
2rΓ(α)

λ
−(α−N

2r )
min (p > 2)

λ−α
min (p = 2).

(29)
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We introduce two fundamental lemmas in order to prove Theorem 5.1.1. For

u ∈ L2(Ω) and 0 < γ ≤ 1, the function (Aγ)−1u can be expressed by using the

Dunford integral (see e.g., [33]). The resulting expression corresponds with the right

hand side of (30) (see e.g., [22]). Therefore, the following lemma holds:

Lemma 5.1.1. Let Ω ⊂ RN (N ∈ N) be a bounded domain. For 0 < γ ≤ 1,

Aγ : D(Aγ) ⊂ L2(Ω) → L2(Ω) is invertible and

(Aγ)−1u = Γ(γ)−1

∫ ∞

0

tγ−1e−tAu dt (30)

for u ∈ L2(Ω).

Hereafter, for 0 ≤ α ≤ 1, set A−α := (Aα)−1. Moreover, some properties of the

Dirichlet heat kernel give the following lemma:

Lemma 5.1.2 (see e.g., [24]). Let Ω ⊂ RN (N ∈ N) be a bounded domain. For

1 ≤ p < q ≤ ∞, put 1/r = 1/p − 1/q, where 1/q = 0 if q = ∞. For all t ∈ (0,∞)

and u ∈ Lp(Ω),

∥e−tAu∥Lq ≤ (4πt)−
N
2r ∥u∥Lp .

Proof of Theorem 5.1.1. First, we show that Theorem 5.1.1 holds for 2 <

p ≤ ∞. Put u ∈ D(Aα). From Lemma 5.1.1,

∥u∥Lp = ∥A−αAαu∥Lp

≤ Γ(α)−1

∫ ∞

0

tα−1∥e−tAAαu∥Lp(Ω)dt

≤ Γ(α)−1

∫ ∞

0

tα−1∥e−tA∥L2,Lp∥Aαu∥L2dt

≤ Γ(α)−1

∫ ∞

0

tα−1∥e−βtA∥L2,Lp∥e−(1−β)tA∥L2,L2∥Aαu∥L2dt
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holds valid for 0 < β < 1. The spectral mapping theorem (see e.g., [8]) and Lemma

5.1.2 state that

∥u∥Lp ≤ Γ(α)−1

∫ ∞

0

tα−1(4πβt)−
N
2r e−t(1−β)λmin∥Aαu∥L2dt

= (4πβ)−
N
2rΓ(α)−1

∫ ∞

0

tα−1−N
2r e−t(1−β)λmindt∥Aαu∥L2

= (4πβ)−
N
2rΓ(α)−1

(
1

(1− β)λmin

)α−1−N
2r

×
∫ ∞

0

sα−1−N
2r e−s

(
1

(1− β)λmin

)
ds∥Aαu∥L2

=
Γ
(
α− N

2r

)
(4π)

N
2r g(β)Γ(α)

λ
−(α−N

2r )
min ∥Aαu∥L2 . (31)

Here, let g(β) := β
N
2r (1 − β)α−

N
2r (0 < β < 1) and note that Γ (α−N/2r) < ∞

for α > N/(2r). Since the estimate (31) holds valid for any 0 < β < 1, we put

β = N
2rα

(< 1) so that the function g admits the maximal value. It follows that

∥u∥Lp ≤
ααΓ

(
α− N

2r

)
(4π)

N
2r (N

2r
)

N
2r (α− N

2r
)α−

N
2rΓ(α)

λ
−(α−N

2r )
min ∥Aαu∥L2 .

Next, we prove Theorem 5.1.1 for p = 2. For 0 ≤ α ≤ 1 and u ∈ D(Aα), the spectral

mapping theorem and Lemma 5.1.1 yield

∥u∥L2 = ∥A−αAαu∥L2

≤ Γ(α)−1

∫ ∞

0

tα−1∥e−tAAαu∥L2(Ω)dt

≤ Γ(α)−1

∫ ∞

0

tα−1∥e−tA∥L2,L2dt ∥Aαu∥L2

≤ Γ(α)−1

∫ ∞

0

tα−1e−tλmindt ∥Aαu∥L2

= λ−α
min∥Aαu∥L2

Therefore, C2,α = λ−α
min holds valid for 0 ≤ α ≤ 1. □
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5.2. Explicit bounds of the embedding constant from Xα to

Lp space

We provide some numerical examples to estimate the constant Cp,α in Theorem

5.1.1. All computations were carried out on a computer with CentOS 7.2, CPU

intel Core i7-6950X 3.0GHz, and 128 GByte RAM. We used MATLAB R2016a with

INTLAB ver.9 [26].

For the first case, we selected an unit square domain Ω := (0, 1)× (0, 1). Varying

p = 3, 4 , 5 , 6, and α such that 1/2− 1/p < α ≤ 1, the values of the right hand side

of (29) in Theorem 5.1.1 are plotted on the domain Ω = (0, 1)× (0, 1) in Figure 5.1,

Figure 5.2, Figure 5.3, and Figure 5.4. Moreover, we recall that Theorem 5.1.1 enables

us to estimate C∞,α for α > 1/2. Figure 5.5 shows the values of the right hand side

of (29) with p = ∞ in Theorem 5.1.1 for 1/2 < α ≤ 1 on Ω = (0, 1)× (0, 1).
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Figure 5.1. Values of C3,α

on Ω = (0, 1)× (0, 1)
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Figure 5.2. Values of C4,α

on Ω = (0, 1)× (0, 1)
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Figure 5.3. Values of C5,α

on Ω = (0, 1)× (0, 1)
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Figure 5.4. Values of C6,α

on Ω = (0, 1)× (0, 1)
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Figure 5.5. Values of C∞,α on Ω = (0, 1)× (0, 1)
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For the second case, we selected a L-shape domain Ω = (0, 2)×(0, 2)\ [1, 2]× [1, 2].

Then, the least eigenvalue over the domain Ω is included in [9.639717, 9.639724] [17].

Varying p = 3, 4 , 5 , 6 and α such that 1/2−1/p < α ≤ 1, the values of the right hand

side of (29) in Theorem 5.1.1 are plotted on the domain Ω = (0, 2)×(0, 2)\[1, 2]×[1, 2]

in Figure 5.6, Figure 5.7, Figure 5.8, and Figure 5.9.
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Figure 5.6. Values of C3,α

on Ω = (0, 2)×(0, 2)\[1, 2]×
[1, 2]
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Figure 5.7. Values of C4,α

on Ω = (0, 2)×(0, 2)\[1, 2]×
[1, 2]
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Figure 5.8. Values of C5,α

on Ω = (0, 2)×(0, 2)\[1, 2]×
[1, 2]
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Figure 5.9. Values of C6,α

on Ω = (0, 2)×(0, 2)\[1, 2]×
[1, 2]
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Furthermore, we recall that Theorem 5.1.1 enables us to estimate C∞,α for α >

1/2. Figure 5.10 shows the values of the right hand side of (29) with p = ∞ in

Theorem 5.1.1 for 1/2 < α ≤ 1 on the domain Ω = (0, 2)× (0, 2) \ [1, 2]× [1, 2].
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Figure 5.10. Values of C∞,α on Ω = (0, 2)× (0, 2) \ [1, 2]× [1, 2]
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Chapter 6

Conclusion
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This thesis presents a verification algorithm for enclosing a global-in-time solution

of (1) and estimation of the constant Cp,α satisfying (3). The organization of this

thesis is given in the followings.

In Chapter 1, we provide the abstract of this thesis and the background regarding

to the author’s study. In Chapter 2, we also provide notation and several lemmas

required to present the verification algorithm. In Chapter 3, we present the numer-

ical verification algorithm to enclose a global-in-time solution, which exponentially

converges to a stationary solution. First, in Section 3.1, we propose a sufficient

condition (Theorem 3.1.1) to enclose a global-in-time solution. Next, in Section

3.2, we present a sufficient condition to guarantee the existence and the local-in-

time uniqueness (Theorem 3.2.1) of a mild solution to (1) in a certain time interval

t ∈ J = (t0, t1] (0 ≤ t0 < t1 < ∞). Then, we give an a posteriori error estimate

in Corollary 3.2.1. Finally, in Section 3.3, a procedure of the verification algorithm

is given on the basis of Theorems 3.1.1 and 3.2.1, and Corollary 3.2.1. In Chapter

4, we present several semilinear heat equations of the form (1). Then, we derive

global-in-time solutions of these equations by the algorithm. In Chapter 5, we pro-

pose estimation of the constant Cp,α defined by (3) in Theorem 5.1.1. Moreover, we

show several values of the estimation in Theorem 5.1.1 over a square domain and a

L-shape domain.

Consequently, we show the existence of the global-in-time solution to several semi-

linear heat equations of the form (1) using the verification algorithm. Furthermore,

we provide the quantitative estimation of the constant Cp,α.
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