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Abstract

This paper demonstrates that ensemble of
multiple models achieves satisfactory clas-
sification performance in the task of ques-
tion classification. Question classification
plays a key role in automated question
answering system by reducing the search
space needed to find the answer. We have
exploited state of the art ensemble tech-
niques, i.e., bagging and boosting on lex-
ical, syntactical and semantic features of
Bengali questions for the question classi-
fication task. Naive Bayes, kernel Naive
Bayes, Rule Induction and Decision Tree
classifiers have been used as the base learn-
ers for bagging and boosting. The proposed
work extends the single-layer Bengali ques-
tion classification taxonomy to two-layer
taxonomy by adding fine-grained classes
for the coarse-grained classes. Sixty nine
fine-grained classes have been proposed for
nine coarse-grained classes. The experi-
mental results show that boosting approach
achieves slightly better accuracy than that
of bagging approach in the task of Bengali
question classification.

1 Introduction

Because of the huge size, high dynamics, and large
diversity of the information on the Internet, re-
searches on question answering (QA) are becom-
ing very popular and challenging. QA systems fo-
cus on how to respond to users queries with exact
answers. In recent years, many international ques-
tion answering contests have been held at confer-
ences and workshops, such as Text REtrieval Con-
ference (TREC), Cross Language Evaluation Fo-
rum (CLEF) and NII Test Collection for IR Sys-
tems (NTCIR). Although Bengali is the sixth most
spoken languages in the world, no QA contest in
Bengali has been conducted so far.
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Question Classification (QC) is an important
component of QA System. The task of a QC is
to assign one or more class labels, depending on
classification strategy, to a given question written
in natural language. For example, for the ques-
tion What London street is the home of British
journalism?, the task of question classification is
to assign label “Location” to this question. Since
we predict the type of the answer, QC is also re-
ferred as answer type prediction. The set of pre-
defined categories which are considered as ques-
tion classes are usually called question taxonomy
or answer type taxonomy. QC has a key role in
automated QA systems. Although different types
of QA systems have different architectures, most
of them follow a framework in which QC plays
an important role (Voorhees, 2001). Furthermore,
it has been shown that the performance of QC has
significant influence on the overall performance of
a QA system (Ittycheriah et al., 2001; Hovy et al.,
2001; Moldovan et al., 2003).

Basically there are two main motivations for
QC: locating the answer and choosing the search
strategy. Knowing the question class not only re-
duces the search space needed to find the answer,
it can also find the true answer in a given set of
candidate answers. On the other hand, question
class can also be used to choose the search strat-
egy when the question is reformed to a query over
information retrieval (IR) engine. For example,
consider the question “What is a pyrotechnic dis-
play?”. Identifying that the question class is “def-
inition”, the searching template for locating the
answer can be for example “pyrotechnic display
is a ...” or “pyrotechnic displays are ...”, which
are much better than simply searching by question
words.

One of the main issues of classification model-
ing is the improvement of classification accuracy.
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For that purpose, many researchers have recently
placed considerable attention to the task of clas-
sifier combination methods. The idea is not to
rely on a single decision making scheme. Instead,
many single classifiers are used for decision mak-
ing by combining their individual opinions to ar-
rive at a consensus decision.

2 Related Work and Motivations

A lot of researches on question classification,
question taxonomies, question features and ques-
tion classifiers are being published continuously.
Question classification in TREC QA has been in-
tensively studied during the past decade. There are
mainly two different approaches used to classify
questions- one is rule based and another is ma-
chine learning based. However, a number of re-
searchers have also used some hybrid approaches
which combine rule-based and machine learning
based approaches (Huang et al., 2008; Silva et al.,
2011).

Rule based approaches use some manually
handcrafted grammar rules to analyze the question
to determine the answer type (Hull, 1999; Prager
et al., 1999). Though handcrafted rules have been
used successfully but suffer from the need to de-
fine too many rules to determine specific types
(Li and Roth, 2004). (Li and Roth, 2004) also
stated that though rule-based approaches may per-
form well on a particular dataset but they may have
quite a poor performance on a new dataset and
consequently it is difficult to scale them. So it is
difficult to make a manual classifier with a lim-
ited amount of rules. On the other hand, machine
learning-based approaches perform the QC by ex-
tracting some features from the questions, train a
classifier and predicting the question class using
the trained classifier. Many researchers have em-
ployed machine learning methods (e.g., maximum
entropy and support vector machine) by using dif-
ferent features, such as syntactic features (Zhang
et al., 2003) and semantic features (Moschitti et
al., 2007). However, these methods mainly fo-
cused on English factoid questions and confined
themselves to classify a question into two or a few
predefined categories (e.g., “what”,”how”, "why”,
”when”, "where” and so on).

There are also some notable studies that have
used hybrid approach i.e., both rule-based and ma-
chine learning based approaches together. The
most successful study (Silva et al., 2011) that
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works on question classification, first match the
questions with some pre-defined rules and then
use the matched rules as features in the machine
learning-based classifier. The same approach is
used in the work by (Huang et al., 2008). Ma-
chine learning-based and hybrid methods are the
most successful approaches on question classifi-
cation and most of the recent works are based on
these approaches.

Many researchers have investigated the tech-
nique of combining the predictions of multiple
classifiers to produce a single classifier (Breiman,
1996¢; Clemen, 1989; Perrone, 1993;Wolpert,
1992).The resulting classifier is generally more ac-
curate than any of the individual classifiers mak-
ing up the ensemble. Both theoretical (Hansen
and Salamon, 1990; Krogh and Vedelsby , 1995)
and empirical (Hashem, 1997;Opitz and Shav-
lik, 1996a, 1996b) researches have been carried
out successfully. Last decade a group of re-
searchers focused on classifier combination meth-
ods in question classification task. Xin et al.
(2005) trained four SVM classifiers based on four
different types of features and combined them
with various strategies. They compared Ad-
aboost, (Schapire, 1999), Neural Networks and
Transition-Based Learning (TBL) (Brill, 1995)
combination methods on the trained classifiers.
Their result on TREC dataset reveals that use of
TBL combination method can improve classifica-
tion accuracy up to 1.6% compared to a single
classifier which is trained on all features. Later
Xin et al. (2006) performed similar type of
experiment and achieved improved accuracy on
TREC dataset. Jia et al. (2007) proposed en-
semble learning for Chinese question classifica-
tion. They translated and modified UIUC and
TREC dataset to Chinese language. The proposed
method achieved 87.6% precision for fine grained
question types. (Su et al., 2009) also employed
ensemble method in Chinese question classifica-
tion. The aforementioned experiments with Bag-
ging and AdaBoost.M1 algorithms show that such
approaches could effectively utilize multiple clas-
sifiers to improve the accuracy rate of question
classification than single classifier.

Though no Question Answering System is
available in Bengali language, but recently (Baner-
jee and Bandyopadhyay, 2012) have worked on
Bengali question classification task. In their
work suitable lexical, syntactic and semantic fea-
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tures and Bengali interrogatives have been stud-
ied, single-layer taxonomy of nine coarse-grained
classes has been proposed and 87.63% question
classification accuracy has been achieved. But
the proposed method use four classifiers (Naive
Bayes, kernel Naive Bayes, Rule Induction and
Decision Tree) independently. So far, classifier
combination methods have not been used by any
researcher in Bengali question classification task.
Furthermore, no research works has been pro-
posed for fine grained question classes in Bengali.
(Li and Roth, 2004) and (Lee et al., 2005) have
proposed 50 and 62 fine grained classes for En-
glish and Chinese QC respectively. We have pro-
posed 69 fine grained question classes to develop
two-layer taxonomy for Bengali QC.

3 Proposed Question Type Taxonomies

The set of question categories are referred as ques-
tion taxonomies or question ontology. As Bengali
question classification is at early stage of develop-
ment, so for simplicity (Banerjee and Bandyopad-
hyay, 2012) have used single-layer taxonomy for
Bengali question type which consists of only eight
coarse-grained classes and no fine-grained classes.
No other researches have been carried out for Ben-
gali taxonomies so far.

In the present work, we have included the fine-
grained classes to the Bengali question taxon-
omy keeping intact the coarse classes proposed
by (Banerjee and Bandyopadhyay, 2012). Table-
1 lists the proposed Bengali Question taxonomy.

The proposed fine-grained question classes are
based on the coarse-grained classes proposed by
(Banerjee and Bandyopadhyay, 2012). The fine-
grained classes are proposed after investigating
the corpus used by Banerjee and Bandyopadhyay
(2012).

4 Features

In the task of QC, there is always an important
problem to decide the optimal set of features to
train the classifiers. Different studies have ex-
tracted various features with different approaches.
The features in QC task can be categorized into
three different types: lexical, syntactical and se-
mantic features (Loni, 2011). We have also used
three types of features for question classification.
Loni et al. (2011) also represented a question
in the QC task similar to document representation
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in vector space model, i.e., a question is a vector
which is described by the words inside it.
Therefore a question Q can be represented as:

Q = (Wl, WQ, Wg, ceey WN—17 WN)

Where, W= frequency of term K in question @),
and N= total number of Terms

Coarse-
grained(9)
PER

Fine-grained(69)

GROUP, INDIVIDUAL, AP-
PELLATION, INVENTOR/
DISCOVERER, POSITION,
OTHER

BANK, COMPANY, SPORT-
TEAM, UNIVERSITY,
OTHER

CITY, CONTINENT, COUN-
TRY, ISLAND, LAKE,
MOUNTAIN, OCEAN, AD-
DRESS, RIVER, OTHER
DATE, TIME, YEAR,
MONTH, WEEK, DAY,
OTHER

AGE, AREA, COUNT,
LENGTH, FREQUENCY,
MONEY, PERCENT, PHONE-
NUMBER, SPEED, WEIGHT,
TEMPERATURE, OTHER
NATURAL, ARTIFICIAL
INSTRUMENTAL, NON-
INSTRUMENTAL

ANIMAL, BODY, CRE-
ATION, CURRENCY, FOOD,
INSTRUMENT, OTHER,
PLANT, PRODUCT, SPORT,
SYMBOL, TECHNIQUE,
TERM, WORD

COLOR, CURRENCY,
ENTERTAINMENT, LAN-
GUAGE, OTHER, VEHICLE,
AFFAIR, DISEASE, PRESS,
RELIGION

ORG

LOC

TEM

NUM

METH
REA

DEF

MISC

Table 1: Two-layer Bengali Question Taxonomies.

Due to sparseness of the feature vector only
non-zero valued features are kept in the feature
vector. Therefore the size of samples is quite small
despite the huge size of feature space. All lexical,
syntactical and semantic features can be added to
feature space to expand the above feature vector.
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The next subsections describe the features used for
Bengali question classification. We use the same
features previously used by (Banerjee and Bandy-
opadhyay, 2012). In addition, we have considered
one more feature, namely coarse-type as syntacti-
cal feature.

4.1 Lexical Features (f7)

Lexical features of a question are generally ex-
tracted based on the context words of the ques-
tion, i.e., the words which appear in a question.
We have used five lexical features as below:

wh-word and wh-word position: Questions wh-
word or interrogative is one of the important lexi-
cal features. Huang (Huang et al., 2008; Huang et
al., 2009) has shown that considering question wh-
words as a feature can improve the performance
of classification for English. Because of the free-
word-order nature of the Bengali language, the po-
sition of the wh-word has also been considered as
another lexical feature. We considered the value of
this feature according to the position first, middle,
last in the given question.

wh-type: Unlike English language there are
many interrogatives present in the Bengali lan-
guage. We have considered Bengali interroga-
tive type (wh-type) described by (Banerjee and
Bandyopadhyay, 2012) as another lexical feature.
They stated that Bengali interrogatives not only
describe important information about expected an-
swer but also indicate the Number representa-
tions (i.e., singular and plural) and classified wh-
type in three categories-Simple Interrogative(SI)
or Unit Interrogative(UI), Dual Interrogative(UI)
and Compound/Composite Interrogative(CI).

question length: Blunsom et al. (2006) intro-
duced the length of a question as an important lex-
ical feature which is simply the number of words
in a question. We have also considered this feature
for Bengali question classification.

end marker: End marker plays an important
role in Bengali question classification that is either
‘?” or ‘|” in Bengali. If the end marker is ‘|’, then
it has been observed from the experimental corpus
that the given question is a definition question.

word shape: Word shapes refer to apparent
properties of single words. Huang ef al. (2008)
introduced five categories for word shapes: all dig-
its, lower case, upper case, mixed and other. Word
shapes alone is not a good feature set for QC, but
when they are combined with other kinds of fea-
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tures they usually improving the accuracy of QC
(Huang et al., 2008; Loni et al., 2011). Capitaliza-
tion feature is not present in Bengali; so we have
considered the other three categories, i.e., all digit,
mixed and other.

Example: ke gOdZa prawiRTA karena ?

Lexical features: wh-word: ke ; wh-word posi-
tion: first ; wh-type: SSI; question length: 5; end-
marker: ?

4.2 Syntactical Features (fs)

Different works extracted several syntactical fea-
tures with different approaches. The most com-
mon syntactical features are Part of Speech (POS)
tags and head words (Loni et al., 2011).

POS tags: This indicates the part-of-speech tag
of each word in a question such as NN (Noun),
NP (Noun Phrase), VP (Verb Phrase), JJ (adjec-
tive) etc. We have added all POS tags of question
words in the feature vector. Similar approach has
been successfully used for English (Li and Roth,
2004; Blunsom et al., 2006). This feature space is
sometimes referred as the bag-of-pos tags. (Loni
et al., 2011) introduced a feature namely tagged
unigram which is simply the unigrams augmented
with pos tags. Considering the tagged unigrams
instead of normal unigrams can help the classifier
to distinguish a word with different tags as two dif-
ferent features (Loni et al., 2011).

Head words: A head word is usually defined
as the most informative word in a question or as a
word that specifies the object the question is look-
ing for (Huang et al., 2008). Correctly identified
headwords can significantly improve the classifi-
cation accuracy since it is the most informative
word in the question. For example, for the ques-
tion What is the oldest city in Canada? the head-
word is city. The word city in this question can
highly contribute to the classifier to classify this
question as LOC:city.

Extracting questions headword is quite a chal-
lenging problem and no research has been con-
ducted so far for Bengali. But, we have considered
three cases based on the position of question-word
or interrogative in the question-

Case I: if question-word (i.e., marked by WQ
tag) appears at beginning, then the first NP chunk
after the question-word will be considered as
head-word. For example-
ke(/WQ) g0dZa(/NNP)
karena(/NM) N/SYM)

prawiRTA(/NN)
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So, in the above example gOdZa is the head-word.
Case II: if the position of the question-word is
in the middle of the question, then the immediate
NP-chunk before the guestion-word will be con-
sidered as head-word. For example-
g0dZa(/NNP)  koWAyZa(/WQ)
2(/SYM)
So, in the above example gOdZa is the head-word.
Case III: if question-word appears at last, i.e.,
just before end marker, then the immediate NP-
chunk before the question-word will be considered
as head-word. For example-
[DAMIAxeSe arWanlwi kaleja](/NNP) kayZati
(/WQ) 2(/SYM)
So, in the above example [bAMIAxeSe arWanlwi
kaleja] is the head-word.
Now, if we consider the following example-
ke gOdZa prawiRTA karena ?
Then, the syntactic features will be: [{WQ, 1},
{NNP, 1}, {NN, 1}, {VM, 1}]

abashiwa(/1])

4.3 Semantic Features (f);)

Semantic features can be extracted based on the
semantic meaning of the words in a question. We
have used related word and named entities as se-
mantic features.

Related word : In the absence of Bengali Word-
Net, a Bengali to Bengali dictionary! has been
used to retrieve the related words. We have manu-
ally prepared three related word categories by an-
alyzing the training data. date:{ janmaxina, xina,
xaSaka, GantA, sapwAha, mAsa, baCara...etc};
food:{ KAbAra, mACa, KAxya, mAKana, Pala,
Alu, miRti, sbAxa...etc}; human_authority:{ nara-
pawi, rAjA, praXAnamanwrl, bicArapawi, mahA-
paricAlaka, ceyZAramyAna, jenArela, sulawAna,
samrAta, mahAXyakRa...etc}; If a question word
belongs to any of the above categories, then its cat-
egory name will be added in the future vector.
ke gedZera sbAXIna narapawi [human_authority]
Cilena ?

For the above example the semantic feature
can be added to the feature vector as: [{human-
authority, 1}]

Named entities: Some studies (Li and Roth,
2004; Blunsom et al., 2006) have successfully
used named entities as a semantic feature. To
identify the Bengali named entities in the question
text a Hidden Markov Model Based Named Entity
Recognizer (NER) System (Ekbal et al., 2007) has

"http://dsal.uchicago.edu/dictionaries/biswas-bangala/
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been used as the Bengali NER system.
ke gOdZa[Location] prawiRTA karena ?

For the above example the semantic feature can
be added to the feature vector as: [{Location, 1}]

5 Ensemble Learning for Question
Classification

Two popular methods for creating accurate en-
sembles are bagging (Breiman, 1996¢) and boost-
ing (Freund and Schapire, 1996; Schapire, 1990).
These methods rely on resampling” techniques to
obtain different training sets for each of the classi-
fiers.

5.1 Bagging

Bagging or bootstrap aggregation is a machine
learning ensemble meta-algorithm technique pro-
posed by Breiman (1996a, 1996b). It can be used
to improve the classification in terms of stability
and classification accuracy. It also reduces vari-

Input: Training set 7' of N example, Learn-
ing Model M (e.g. Decision Tree, Nave Bayes
etc.), Bagging size S

Output: ensemble model and predicted class

Training:

For each iteration s, s = 1...5
Randomly sample N examples with re-
placement from the training set 7" and
generate training set 1.

Apply base model M on training set T
to generate model Mg
Classification:

For each of s model Mg
Predict class label via majority voting

Return the class label that has been predicted
most often

Table 2: Bagging Method.

ance and helps to avoid “overfitting”. Although it
is usually applied to decision tree models, it can
be used with any type of model. Bagging trains
a number of base learners by bootstrap sampling
to get an aggregated prediction. Each classifier’s
training set Tk is generated by randomly select-
ing with replacement from N examples, where N
is the size of the original training set. In the result-
ing training set Tk, some of the original examples
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may be repeated. Thus each individual classifier
By, in the ensemble is generated with a different
random sampling of the original training set 7'.

5.2 Boosting

Boosting is another well known machine learn-
ing ensemble meta-algorithm technique. This en-
semble method produces a series of classifiers
and the training set used by a classifier model is
based on the performance of the earlier classifier
model. In boosting, examples that are incorrectly

Input: Training set 7' of N example, Learn-
ing Model M (e.g. Decision Tree, Nave Bayes
etc.), Number of steps S
Output: ensemble model and predicted class
Training:
Di(1)=1/N
For each iteration t, t = 1...5

Take K samples from the training set ac-

cording to D; and Train a classifier h; on
the samples calculate the error €; of h; :

>, D
ithe (24)#ys
Calculate weight 3, of hy: Bi=e./(1 — &)
Calculate new sampling distribution
~_Di(i) Bi (@) =y
Dia(i)= Zy x { 1 Otherwise

Weight w, of classifier h;: w;=log(1/f;)

Et =

Classification:

Classify according to the weighted majority of
classifiers

Return the class that correspond to the maximal
sum of weights

Table 3: Boosting Method.

predicted by previous classifiers in the series are
chosen more often than the examples that were
correctly predicted. Boosting attempts to produce
new better classifiers by selecting incorrectly pre-
dicted samples than the correctly predicted sam-
ples from the training set used by the previous
classifier. Freund and Schapire(1995) developed
a famous boosting algorithm- AdaBoost. There
are two versions of AdaBoost: AdaBoost.M1 and
AdaBoost.M2. In the present work, AdaBoost.M1
has been used as the boosting method. The se-
lected boosting method gives each training exam-
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ple equal weight. So, if the training size consists of
N examples then each example get 1/N weight. A
sampling distribution Dt has been defined, where
D, (i) represent a probability that example 7 from
the original training dataset is selected. A sam-
ple distribution D; for building the j** model is
constructed by modifying the sampling distribu-
tion D;_; from the (j — 1)*" step. Examples
classified incorrectly in the previous step receive
higher weights in the new data to cover misclassi-
fied samples.

6 Experiments

This section describes our empirical study of En-
semble: bagging and boosting approaches. Each
of these two approaches has been tested with
Naive Bayes (NB), Kernel Naive Bayes (k-NB),
Rule Induction (RI) and Decision Tree (DT).The
previous work on Bengali question classification
task used these four classifiers. So in the present
work, we have used those classifiers to establish
the effect of combining models.

6.1 Dataset

The present research work adopts the same cor-
pus used by (Banerjee and Bandyopadhyay, 2012).
The corpus consists of 1100 Bengali questions of
different domains, e.g., education, geography, his-
tory, science etc. Two highly qualified human an-
notator annotate the questions with an agreement
at kappa statistics of 93.48%. We have used 770
questions (70%) for training and rest 330 ques-
tions (30%) to test the classification models.

6.2 Results

Four different experiments have been performed
for each bagging and boosting. So, altogether
eight different experiments have been performed
for the ensemble approach. A classifier model has
been tested on fr + fg + far features. The out-
come of the experiments have been tabulated and
described in the next sub-sections.

In our study, classification accuracy has been
used to evaluate the results of the experiments. ac-
curacy is the widely used evaluation metric to de-
termine the class discrimination ability of classi-
fiers, and is calculated using the following equa-
tion:

_ Tp+TN
P+N

where, T'p = true positive samples; T = true neg-
ative samples; P = positive samples; [V = negative

accuracy(%)
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samples.

It is a primary metric in evaluating classifier
performances and it is defined as the percentage
of test samples that are correctly classified by the
algorithm.

6.2.1 Results based on Bagging

Bagging approach has been applied separately
to four classifiers (i.e., NB, k-NB, RI and DT)
and Table-4 tabulates the detailed information of
the accuracy obtained. F'x represents fine-grained
classes of coarse-grained class X. Initially the
size (number of iteration) of the base learner is set
to 2. Then experiments have been performed with
gradually increased size (size > 2).The classifica-
tion accuracy has been increased with increase in
size. But after a certain size value, the accuracy
has been almost stable.

22
20 A

18
16

14
12
10

s N

6

—f_
fi+ fs

——fi+ o+ fy

Figure 1: Size variation in Bagging

For the fine-grained classes of PER coarse
class, i.e., Fppgr, at size=2 and feature = fr+
fs+fur, the NB classifier achieves 81.98% ac-
curacy and at size>=9, it becomes stable with
82.87% accuracy. Similarly, at size=2 and
feature=fr+fs+fns, the k-NB classifier achieves
82.36% accuracy and at size>=15, it becomes
stable with 82.97% accuracy. At size=2 and
feature= fr+fs+far , the RI classifier achieves
83.89% accuracy and at size>=8, it becomes sta-
ble with 84.12% accuracy. At size=2 and feature=
fr+fs+fur, the DT classifier achieves 87.76% ac-
curacy and at size>=7, it becomes stable with
88.21% accuracy. It has been observed from the
experiments that at each case bagging with DT re-
quires less size, i.e., less iteration then the other
used classifiers for the fine grained-classes.

For experiment with f; features, the bagging
size of NB, k-NB, RI and DT are 13, 20, 12 and
11 respectively after which classification accuracy

becomes stable for the fine-grained classes.

And For experiment with fr+fg features, the
bagging size of NB, k-NB, RI and DT are 11, 18,
10 and 9 respectively after which classification ac-
curacy becomes stable for the fine-grained classes.

JL fut+fs |fu+fs+fm

Fper | 79.65% | 81.23% | 82.87%
Fora | 81.01% | 82.32% | 83.55%

2 [FLoc | 81.89% | 82.82% | 83.713%
% | Frev | 81.45% | 82.97% | 83.84%
i.; Fnum | 80.23% | 81.13% | 82.31%
2 [ Fyera | 82.10% | 83.25% | 84.41%
Z Frea |81.93% | 83.02% | 84.17%
Fper | 82.05% | 83.29% | 84.47%
Famsc | 81.51% | 82.75% | 83.23%
Fper | 80.13% | 81.83% | 82.97%

$ [Fore | 81.23% | 82.51% | 83.89%
& [Froc | 82.03% | 83.12% | 84.02%
© [Frem | 81.71% | 83.31% | 84.20%
% [Fnum | 8052% | 81.42% | 82.50%
= | Famern | 8245% | 83.75% | 84.91%
£ [Frea | 82.35% | 83.98% | 85.01%
M [ Fper | 82.53% | 84.02% | 85.11%
Faisc | 81.87% | 83.32% | 84.23%
Fper | 81.85% | 82.98% | 84.12%

_ | Fora | 82.19% | 83.53% | 84.78%
& [Froc | 81.54% | 82.27% | 83.13%
S [Frem | 83.12% | 84.79% | 85.81%
E [Fnum | 81.93% | 82.97% | 8443%
s [ PavierH | 83.85% | 85.04% | 86.22%
Z [Frea | 83.59% | 84.97% | 86.15%
Fper | 82.92% | 84.28% | 85.33%
Fansc | 82.51% | 83.89% | 84.93%
Fper | 84.79% | 86.57% | 88.21%
Forc | 83.11% | 84.67% | 86.17%

$ (FLoc | 82.83% | 84.01% | 85.39%
i Frev | 85.01% | 86.54% | 88.09%
S [Fnum | 83.34% | 84.92% | 86.35%
g [ FmeTH | 85.05% | 87.09% | 89.11%
& [ Frea | 84.93% | 87.02% | 89.06%
Fper | 84.28% | 85.53% | 87.02%
Famsc | 84.12% | 86.21% | 88.69%

Table 4: Experimental results of Bagging.

It has been also noted that the fine-grained
classes of DEF coarse class, i.e., Fpgr have
achieved highest accuracy of 84.47% and 85.11%
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for NB and k-NB classifiers respectively. And,
the fine-grained classes of METH coarse class,
i.e., Fyrgrg have achieved highest accuracy of
86.22% and 89.11% for RI and DT classifiers re-
spectively.

Table-4 shows that k-NB classifiers increases
slight accuracy performance over NB classifier,
but accuracy has been drastically improved by RI
and DT classifiers. Overall, DT classifier has
outperformed other classifiers to classify all fine-
grained classes of the coarse-grained classes.

6.2.2 Results based on AdaBoost.M1

Like bagging, AdaBoost.M1 has also been ap-
plied separately to the four classifiers (i.e., NB, k-
NB, RI and DT).

Table-5 tabulates the detailed information of
the accuracy obtained for fine-grained question
classes. The experiment results show that the per-
formances of the four classifiers have been im-
proved slightly using AdaBoost.M1. And, overall
DT outperforms other classifiers in ensemble ap-
proach i.e., bagging and boosting.

22
20
18
16

——f
14 fi+fs
12 ——fi+ o+ fy
10 ~=
8
6
NB k-NB RI DT

Figure 2: Size variation in Boosting

Here, we empirically fix the iterations of Ad-
aBoost.M1 for four classifiers (i.e., NB, k-NB, RI
and DT) to 13, 17, 11 and 9 respectively for fea-
tures= f1.+fs+far because the weight of (1/0;) is
less than 1 after those values. If (1/4;) is less than
1, then the weight of classifier model in boosting
may be less than zero for that iteration. Similarly,
for features=f7+ f5 and features=f;, the iterations
are 14, 19, 13, 10 and 15, 20, 15, 12 respectively
for four classifiers correspondingly. Figure-2 de-
picts the iterations size of four classifiers (i.e., NB,
k-NB, RI, DT) in boosting approach.
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Ji Ju+fs |fu+fs+fm

Fper | 79.89% | 81.41% | 82.95%
Forg | 81.65% | 82.73% | 83.98%

% | FLoc | 82.28% | 83.85% | 85.04%
E Frem | 81.89% | 83.01% | 83.97%
> [ Fnum [ 81.02% | 81.92% | 83.03%
‘5 | FmeTH | 82.25% | 83.37% | 84.53%
Z | Frpa | 82.06% | 83.11% | 84.23%
FDEF 82.09% | 83.32% | 84.56%
Fyviisc | 81.62% | 82.79% | 83.75%
Fper | 80.17% | 81.91% | 83.02%

Q Forg | 81.29% | 82.63% | 83.91%
& | FLoc | 82.10% | 83.17% | 84.09%
¢ | Frem | 81.79% | 83.39% | 84.28%
’g Fnum | 80.63% | 81.58% | 82.69%
= | FMETH | 82.48% | 83.79% | 84.98%
g FreEa | 82.41% | 84.02% | 85.09%
M | Fper 82.61% | 84.12% | 85.13%
Fyviisc | 81.91% | 83.39% | 84.28%
Fper | 81.92% | 83.06% | 84.22%

. | Fore | 82.25% | 83.61% | 84.85%
S | FLoc | 81.55% | 82.26% | 83.15%
g Frem | 83.18% | 84.85% | 85.93%
E | Fnum | 82.01% | 83.03% | 84.49%
@ | FmeTH | 83.91% | 85.06% | 86.31%
Z [Frea | 83.68% | 85.11% | 86.33%
FDEF 82.95% | 84.32% | 85.41%
Fyvisc | 82.57% | 83.93% | 84.98%
Fper | 84.81% | 86.63% | 88.53%
Forg | 83.14% | 84.73% | 86.23%

$ | FLoc [ 82.87% | 84.13% | 85.52%
: Frem | 85.03% | 86.58% | 88.15%
S [ Fnum [ 83.38% | 84.97% | 86.44%
S | FmeTH | 85.09% | 87.14% | 89.12%
A | Frea | 84.96% | 87.11% | 89.09%
FDEF 84.29% | 85.55% | 87.05%
Fyvisc | 84.15% | 86.23% | 88.73%

Table 5: Experimental results of AdaBoost.M1.

7 Conclusions and Perspectives

The automated Bengali question classification
system by (Banerjee and Bandyopadhyay, 2012)
is based on four classifiers namely Naive Bayes,
Kernel Naive Bayes, Rule Induction and Decision
Tree. In that work, single-layer taxonomy has
been proposed and verified. But, no fine-grained
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classes have been proposed or experimented so
far. The main contributions of this paper are as
follows-

i) This work extends Bengali question classi-
fication taxonomy by adding fine-grained classes
for coarse-grained classes.

i1) This work introduces a new method for Ben-
gali question classification. Ensemble approach
has not been used in Bengali QC so far. This
work successfully deploys the ensemble approach
for classifying fine-grained question class in Ben-
gali question classification.

iii) Sixty nine Fine-grained question classes
have been proposed and experimented.

It has been observed from the experiment re-
sults that overall DT classifier with boosting ap-
proach has performed best. Experimental results
show that ensemble approach performs well and
achieves satisfactory performance in terms of ac-
curacy.

The main future direction of our research is to
exploit other lexical, semantic and syntactic fea-
tures for Bengali question classification. In fu-
ture an investigation can be performed on includ-
ing new classifiers, e.g., k-nearest neighbor etc. It
is also worth investigating other classifier combi-
nation approaches i.e., voting, stacking for fine-
grained question classes in Bengali. In the current
work, we have only investigated the Bengali ques-
tions. But, this work can be applied to other lan-
guages having low resources.
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