A study on the set of stationary solutions

for the Gray-Scott model

Gray-Scott U0 O OO0 O0O0O0OO0DODODODOOO

October, 2007

Norihiro Sato
O g o



A study on the set of stationary solutions

for the Gray-Scott model

Gray-Scott U0 O OO0 O0O0O0O0OODODODOOO

20070 100

Jooooooooooogn
Joootdo obgobogboogn

O ooo g



Acknowledgment

I would like to express my great gratitude to my supervisor Professor Yoshio Yamada
for all his help and suggestions regarding this thesis.

I am grateful to Professor Mitsuharu Otani and Professor Kazunaga Tanaka for
their valuable comments as the members of the doctoral committee.

Finally, T would like to thank my family for their support during the period of
my study at Waseda University.



Contents

Introduction

1 Non-diffusion case

1.1 CaseA<4........
1.2 CaseA>4...... ..

2 Solution set of stationary problem in a bounded domain

2.1 A priori estimates . . . .

2.2 Nonexistence of nontrivial solutions . . . . . . . . . . ... ... ...
2.3 Existence of nontrivial positive solutions . . . . . . . ... ... ...
2.3.1 Proof of Theorem 2.17 . . . . . . . . . . ... .. ... ....
2.3.2 Proof of Theorem 2.19 . . . . . . . . . ... ... ... ....

2.4 Bifurcation analysis . . .

2.4.1 Stability of constant stationary solutions . . . . .. .. .. ..
2.4.2 Existence and stability for bifurcating solutions . . . . . . ..

3 Standing pulse solution

3.1 Non-trivial solutions of (SP2) incase A\y=1 ... .. ... ... ...
3.2 A priori estimates and proofs of non-existence results . . . . . . . ..
3.3 Generalized stationary problem . . . . ... .. ... ... ... ...
3.3.1 One dimensional case . . . . . . ... ... ... ... ... ..
3.3.2 Higher dimensional case . . . . .. ... ... ... ......
3.3.3 Global stability for constant solution . . . . .. .. .. .. ..

4 Monotone front solution for generalized stationary problem
4.1 Proofs of non-existence results . . . . . . .. ... ...
4.2  Generalized stationary problem . . . . . .. .. ... ...

4.3 Traveling front Solution
Bibliography

List of original papers

12
12
15

24
27
31
35
37
39
42
42
45

49
o2
26
64
65
70
72

78
81
85
89

96

99



Introduction

In this thesis, we study the following reaction diffusion system known as Gray-Scott
model;

(@) { Uy = DyAU — kyUV? + kp(Uy — U) in Q% (0,00),

V, = DyAV + ki UV? — kyV in Qx (0,00),

where U(x,t) and V (z,t) represent chemical substance concentrations at place x € 2
and time ¢ > 0. In (GS), Dy and Dy are diffusion coefficients of the chemical
substances. And, k; and ks are chemical reaction speed constants in the following
reactions

U+ 2V — 3V,
V — P.

In addition, k¢ and Uy are positive constants. The term k;(Uy — U) represents that
this chemical reaction is an open system. Furthermore, the region €2 is a bounded
domain in RN(N > 1) with smooth boundary 99 or entire space RN.

The Gray-Scott model was first proposed as ordinary differential equations. (cf
[12, 13, 14].) Using numerical simulation, Pearson [27] have found complex spatio-
temporal patterns when he added the diffusion effect with the ordinary differential
systems. For example, he found so-called self-replicating patterns, interesting pulse
interaction phenomena and complicated stationary patterns. Since then, the Gray-
Scott model with diffusion attracted a lot of researchers. Especially, stationary
problems of (GS) have been studied by many mathematicians.

As in the same way of [17], we will describe (GS) as follows:

(P) { ur=Au—uv?*+ A1 —u) in Qx(0,00),

Ty = yAv 4+ w? —v in Q x (0,00),
where A, v and d satisfy

_hkU3 _ kDy Dy

A = v .
2 T wUZDy Dy




Stationary solutions of (P) satisfy the following elliptic equations;

Au—uv?+A1—u)=0 in Q,
(SP) YAV +uv? —v =0 in €,
+ boundary conditions  on 0f2.

This thesis mainly treats with the stationary problem. Especially, we will discuss
the following three problems;

A. Set of stationary solutions for (SP) in a bounded domain.

B. Existence and nonexistence of pulse solutions in entire domain.

C. Stability of front solutions for generalized stationary problem.
These problems will be treated in Chapters 2-4.

In Chapter 1, we will discuss non-diffusive case for (GS).

Ut = —kilUVQ + kf(Uo - U) in (0, OO), (1>
Vi=kUV? = kV in (0, 00).

We will study existence of time global solution, stability of equilibrium points,

asymptotic behavior, and bifurcation of time periodic solution for this ordinary
differential system. Put

ik UR
A= bty
kQ

If A < 4, then there exists a unique global solution (U(t),V (t)) of (1) for any initial
value (Uy, V) such that

Jin (U(0). V() = (1,0).
However, behaviors of solutions for (1) are more complicated in case A\ > 4.
There are exactly three equilibrium points of (1). Among them, (1,0) is always sta-

AMVRZ—AX A—VAZ—4 A=VAZZAX AHVAZ—AN
ble and 2% 2 2% 2

its stability and Hopf bifurcation occurs at the turning point of the stability. Fur-
thermore, we will show that V' (¢) does not converge to zero if an initial value is
sufficiently large.

) is always unstable, but < ) changes

Chapter 2 treats with the following stationary problem in a bounded domain
Q) C RY(N > 1) with smooth boundary 9;

Au—uv?+A1—u)=0 in Q,

(SP1) YAY + uv? —v =0 in Q,
% = g—:’l =0 on 0.



Her —n is an outward normal derivative on 0€). Note that constant solutions of
SP1) are given by
)

(
(i) (u, v) = (1,0) if A < 4,

(11)( ) ( ) (27 )1f)‘:4’
(i) (u,0) = (1,0), (A2Q0, A0 if ) > 4.

Stationary problem (SP1) has been studied by many authors (see [20, 21, 22, 23,
26, 33, 36, 38].) Their results give us information about a priori bounds, bifurcation
structure, and profiles of solutions for (SP1). However in order to obtain more
information about the solution set of (SP1), we will analyze (SP1) through different
approaches.

Our main purpose of this chapter is to show existence and non-existence results
of non-constant solutions for (SP1). The following theorem is concerned with the
non-existence of nontrivial solutions.

Theorem 0.1. Let \ be fized any positive parameter. Then there exists a posi-
tiwe constant C'(\, Q) depending only X and 2 such that (SP1) has no non-constant
solutions provided v > C(), Q).

Therefore a necessary condition of existence for non-trivial solutions for (SP1)
is that ~ is suitably small. Especially, when ~ is near zero, many authors have
constructed multi-peak solutions by using singular perturbation method. See [20,
21, 22, 23, 33, 36, 38]. However, if 7 is not necessarily small, there are many
open problems about the structure of non-constant solutions. Before stating our
existence result, we will introduce the eigenvalues of the Laplacian with homogeneous
Neumann boundary condition.

Notation 0.2. Let {m},,5, be the eigenvalues of

—Au=pu in
9u _ ) on 09,

on
satisfying 0 = po < pg < g < -+ -
We put two positive constant solutions in case \ > 4 as follows;

A+ VA2 —4N N — VA2 -4\
(ulavl): 2\ 5 9

and

(113, v3) ()\—\/)\2—4)\ )\+\/)\2—4)\)
2,V2) = ’ .
2\ 2



In addition, we define the following function;

A — 02
() = 05 o =12 (4)

(n+A+07)

where v; for i = 1,2 is the constant defined by (2) and (3).

Making use of the degree theory [2], we will obtain the following existence theo-
rem.

Theorem 0.3. Let A > 4 and v~' # 3v3 — A\ + 2v91/2(v3 — \). Define h(p,v;) for
i=1,2 by (4). Suppose that every eigenvalue p.,, is simple and that

h(umavi) 7£ h(/“?’wvj) fOT m 7é n, 27.] = 1)27

provided A > 4. Then there exists a positive monotone decreasing sequence {7y}
(k=1,2,--+) which converges to zero such that (SP1) has at least one non-constant
positive solution if

v € (Yo, Vok—1) for k=1,2,---.

McGough-Riley have shown that non-trivial solutions bifurcate from the constant
solution (u;,v;) for ¢ = 1,2 at v = h(m, v;) defined by (4). In this chapter we will
also treat with direction of the bifurcation and stability for the bifurcating solutions.

In Chapter 3, we study the following elliptic problem in entire space;

Au—uv?+ A1 —-u)=0 z€RN,
(SP2) YAV +uv? —v =0 r € RN,
lim | — 400 (u, v) = (1,0).

Here A\ and « are positive parameters. A non-constant solution of (SP2) like Figure
1 is generally called standing pulse solution for one dimensional case, or spot solu-
tion for multi-dimensional case. Note that constant solution of (SP2) is uniquely
determined by (u,v) = (1,0).

There are some known results related to (SP2). Doelman-Gardner-Kaper [9] and
Doelman-Kaper-Zegeling [10] have discussed existence and stability for multi-pulse
solutions in case A < 1, v < 1 and Ay < 1. Hale-Peletier-Troy [17, 18] have
constructed a unique one-pulse solution when 0 < vy < % and |\y — 1] is sufficiently
small. Wei [37] has obtained two one-spot solutions in case v < 1. However the
solution set of (SP2) for the other case remains largely open problem.

This chapter provides some sufficient conditions about the nonexistence of non-
trivial solutions for (SP2).



Figure 1: Pulse-like solution for (SP2).

Theorem 0.4. Let \y > 1. Then there exists no nontrivial solution of (SP2) if
A <A4.

Theorem 0.5. Let X := Ay < 1. Then (SP2) admits no nontrivial solution if one
of the followmg conditions is satisfied:

(i)y
(ii)4 —16fy<X<4fywzth <v<i
(i) X < 2, v < 1 with

= (1+4y-1642)

X > A=Y X < X*(v),
X <4y if X >X*(v),

where X*(7) is a monotone decreasing function on vy and satisfies

4 ~ 1
X*(v)—>5 as v—0 and X*(y)— X as T

N N N _\ 2
Here X € (0,1) is a unique number satisfying X = (1 — X) (1 +V1- X) :

Figure 2 shows the existence and non-existence regions about non-trivial solu-
tions for (SP2) in one dimensional case.

In order to prove Theorems 0.4 and 0.5, we will use the following strong maximum
principle of second order linear elliptic equation. (See [29].)

Strong maximum principle. Let w(# 0) be a classical solution of

Aw + c(z)w = f(z), =€ RN,

7



X=4(1-4y)/(1+4y -16y ?):

y. 2/9 /4 14

. existence region -; nonexistence region

Figure 2: The existence and nonexistence regions.

where c(x) is a non-positive bounded continuous function on RN. Suppose that
f(x) <0 forx € RN, If

lim inf w(z) > 0,

|z[—o0

then it follows that

w(z) >0 for z€RN.

Here we mention an idea of the proof for Theorem 0.5. Making use of the strong
maximum principle, we will derive a priori estimates for non-trivial solutions for
(SP2). That is, for any non-trivial solution (u,v) for (SP2) there exists a positive
constant C' depending only on A and ~ such that

v(r) < C(1 —u(z)) for xRN
If one can take C' < 4, then

<1
max u(z)v(x)

Therefore it follows from (SP2) that
yAv = v(1 —uw) > 0.

Since lim|;| o v(2) = 0, v must be constant. Therefore u is also a constant. It takes
much effort to choose the constant C' properly. Especially it is difficult to prove (ii)
and (iii) of Theorem 0.5.



In Chapter 4, we mainly study the following generalized stationary problem for
one-dimensional entire space.

u’ —uv® + N1 —u) =0, z € R,
(SP3) " +uwv®* —v =0, x € R,
(u,v)(—00) = (1,0), (u,v)(+00) = (uy,v4),
where A and v are positive parameters, o > 1 is a constant, v, and v, satisfies
ugﬁ;l =1,
and v, is the largest solution of the following equation

v — ST A =0.

A stationary solution of (SP3) like Figure 3 is generally called front solution. There
is no existing results except for [18]. Hale-Peletier-Troy [18] have constructed a
unique monotone front solution in case

M =1 and 7y =7(a), (5)
where (/) is a constant depending only on «.

A

—

Y

Figure 3: The profile of monotone front solution for (SP3).

In order to discuss stability of the front solution, we must consider the following
non-stationary problem;

up = u" —uv® + A1 — u), in R x (0,00),
(NSP3) v =" +uwv® — v, in R x (0,00),
u(z,0) = up(x), wv(z,0)=wv9(x) on R.

Here ug(x) and vo(z) are non-negative continuous functions in R. Moreover, A, v
and d are positive parameters. Before stating our stability theorem, we must define
the following function space;



Notation 0.6. Cg(R) is a function space of continuous bounded function on R.

Let ¢ = (¢,%) be the monotone front solution given in [18, Theorem 4.1]. If the
initial data zp = (ug(z),ve(z)) € Ca(R) x Cp(R), then we obtain our main result
in Chapter 4.

Theorem 0.7. Suppose that X\ and v satisfy (5). If d = 1 and o > 1, then ( is
asymptotically stable in the following sense: there exist constants o, M,k > 0, and
¢ € R such that, if

120 = CO)lloe <9,

then the solution z(-,t) = (u,v) of (NSP3) corresponding to initial data zy satisfies

This is an extension for the result of [17, Theorem 4.6]. The spectrum problem
associated with linearization around ¢ = (p,1)) is given by

—u" + (Y + Su+ (app*v = pu,
—" — %qﬁau + %(1 — apY® o = pw.

(LSP) {

Spectrum consists of essential spectrum and isolated eigenvalues. Essential spectrum
of (LSP) can be determined by the famous result of [19]. Therefore it suffices to
study the isolated eigenvalue problem. When (5) is satisfied, the eigenvalue problem
(LSP) can be reduced to the following single equation;

="+ f'()v = po, (6)
where

/ _ a_g a—1 l
fW)=0+a)y 71& +

Observe that (p,1)) can be explicitly represented as

1 3T 3 3x
=—-q2—tanh | —= , =—ql+tanh | —= ,
emarme (o)) v ()}
if a = 2. Hale-Peletier-Troy [17] have used the result of Tistchmarsh [34] for deter-

mining the first and second eigenvalues for the eigenvalue problem (6) explicitly.

However, their method can not be applied for the eigenvalue problem in case

a > 1. To overcome this difficulty, we will focus on the zero point of eigenfunctions
for (6).

10



Note that ¢’ is the eigenfuction for zero eigenvalue. And ¢’ has no zero point in
R. We will show by a contradiction argument that (6) has no negative eigenvalues.
Therefore zero is the first eigenvalue for the problem (6) and the second eigenvalue
is positive. Consequently, making use of the result for Henry [19], one can establish
Theorem 0.7.

11



Chapter 1

Non-diffusion case

In this chapter, we will discuss non-diffusive case for (GS).

Ut:—klUV2+kf(U0—U>, (1 1)
Vi, =kUV? = kV. '

Taking the following change of variables,

ey . k2 ook U2 o
0, (klUO) Y (klUO?) ’ 2o T R

then we see from (1.1) that

up = —uv? + M1 — u), (1.2)
vy = uv® — v,
u(0) = ug, v(0) = vy,

where 1y and vy represent initial chemical concentration values. Throughout this
chapter, this ordinary differential system is called (E).

1.1 Case \ <4

First, we will deal with existence of global solution for (E) and asymptotic behavior
of solutions in case A < 4.

Theorem 1.1. Assume A\ < 4. For any nonnegative ug and vy, there exists an
unique global solution (u(t),v(t)) of (E) such that the following inequalities hold
true;

u(t) < max{ug, 1}, v(t) < max{vy,Ci(n,ug,v0)}, for >0,

12



where C1(n, ug,vo) is a constant depending on n, uy and vy. Furthermore, for any
initial condition (ug,vo), the corresponding global solution of (E) satisfies

lim (u(t), v(t)) = (1,0),

t—o0

provided A < 4.

Figure 1.1: The phase plane in case A < 4.

Proof. We will prove through phase plane method. Define the following three sets;
(See Figure 1.1.)

A
:{(U,U)ER2 : Ogugm, /020},

1
H:{(U,U)ER2Z <u§—,UZO},
v

A+ v?
1

IH:{(U,U)ER2 Cu > —, UZO}.
v

Clearly, if (ug, vo) € LorII, then the corresponding solution (u(t), v(t)) of (E) satisfies
0 <u(t) <max{ug, 1}, 0<v(t) <wvy, for t>0.

Therefore it is sufficient to consider the case (ug, vy) € 1. If (ug, vg) € 11T is fixed,
we claim that for the corresponding unique orbit v = v(u) of (E) there exists a
negative constant C' not depending on u and v such that

dv

13



Recall that

do_dv d
Taw ~ at’ dt
uv? — v
— . 1.5
—uv? + A1 —u) (1.5)

Choosing C' < —1, one can derive the following estimate provided (u,v) € III and
A< 4;

(1+C)uv® + CA(u—1) —v
<(1+Clu+CA (1—1) —v

v
Cv? — v+ )
v
< 0. (1.6)

Therefore the claim (1.4) holds true. Setting C' = —2, then we have from Figure 1.1
that

0 <wu(t) <max{up,1} and 0 <wv(t) < Ci(n,ug,vy),

provided (ug,v9) € III. Here C1(n,ug,vo) is the largest solution of the following
equation;

nv? — (2ug + nuo)v + 2 = 0.

Note that stationary point of (E) is uniquely determined by (u,v) = (1,0) in case
A < 4. Since the trajectory from any initial value (ug,vg) is bounded, we see from
Poincare-Bendixson Theorem that the asymptotic behavior of solution (u(t), v(t))
is as follows;

lim (u(t), v(t)) = (1,0).

t—o0

Thus the proof is complete. 0

The numerical computation presented in Figure 1.2 is made with Mathematica.
The governing equation is
u = —uw?+1—u,
vy = uv? — v,
Uy = 1, Vo = 2.
The vertical axis represents chemical substance concentration and the horizontal
axis shows time. We see that the asymptotic behavior of the solution is

lim (u,v) = (1,0).

t—o00

14



uith

Figure 1.2: The typical numerical simulation in case A < 4.

1.2 Case )\ >4

Next, we will treat (E) in case A > 4. The following theorem is concerned with the
global existence problem for (E).

Theorem 1.2. Assume \ > 4. For any nonnegative ug and vy, there exists a unique
global solution (u(t),v(t)) of (E) which satisfies the following inequalities;

U(t) S max {Uo, 1} and U(t) S max {U()? 02(777 U, UO)} )
where Cy(n, ug, vo) is a positive constant depending on 1, uy and v.

Proof. The idea of the proof for Theorem 1.2 is the same as that of Theorem 1.1.
The difference with the proof of Theorem 1.1 is the case when (ug,vg) is in III of
Figure 1.3. Then we see from (1.5) and (1.6) that for the corresponding unique orbit
v =v(u) of (E) there exists a negative constant C' not depending on ¢ such that

d
néZC for (u,v) € L.

Here L is the two-dimensional region defined by

JNZ —
L:{(u,v)GRz : UZmaX{l,W}}.
u

As in the proof of Theorem 1.1, this inequality completes the proof of Theorem
1.2. [

15



u=A/(A+v2)

Figure 1.3: The phase plane in case A > 4.

As for equilibrium points in case A > 4, one can find that
A VA2 —4AN AF VA2 =4\
(u>v) = (170)7 I\ ) 9 .

We will study stability of these equilibrium points. Suppose that (@, 0) is the one
of the equilibrium points. Linearizing (E) around (4, v), then we have

uy = — (0% + Nu — 20w,
nuy = 0%u + (240 — 1)v.
The linearized eigenvalue problem of the equilibrium point is as follows;

— (0% + Nu — 2adv = pu,

0? (2@@—1)
—u+ V= Uv.
Ui n

Then every eigenvalue p satisfies the following equation;

’ w0+ A 200
o2 1-2a0 | =0
Therefore, it follows that
1 —2uv 2403
(n+ 92+ N (u+ )+ =0. (1.7)
Ui Ui
If (u,0) = (1,0), then (1.7) is equivalent to
1
(u+A) (u+—) =0.
Ui
Hence we deduce that = —A\, —%. Consequently, the following theorem holds true.

16



Theorem 1.3. The equilibrium point (1,0) is linearly stable for any A > 4 and
positive 1.

As for the stability for the equilibrium point (u,v) = (1,0), we will show some
stronger stability result. Define a set X as follows:

Z:{(u,v)eRz s 0<u<l, O§v<1}.
Then, we obtain the following theorem.

Theorem 1.4. For any X > 4 and positive n, the set X is an invariant region.
Moreover, the corresponding solution (u(t),v(t)) of (E) for any (ug,vo) € X satisfies

tlijglo(u(t)? U(t)) = (17 0)

Proof. If u(ty) <0 for some t, > 0, then we have from (1.2) that
u'(to) = —ulto)v(te)® + M1 — ul(ty)) > A

This is impossible. Therefore u(t) > 0 for any t > 0.
According to (1.2), we see

uw'(t) <A1 —wu(t)) forany ¢>0.

Since u(0) < 1, one can show that u(t) <1 for any ¢t > 0.
As for v(t), suppose that v(t;) < 0 for some ¢; > 0. It follows from (1.3) that

' (t) = u(t))v(t)? — v(ty) > 0.

This inequality implies that v(0) < 0, which is a contradiction. Hence v(t) > 0 for
any t > 0.

Note that u(t) <1 for any ¢ > 0. Owing to (1.3), we find
m' <v—v? for t>0.
Observe that v(0) < 1. Then v(t) < 1 for any ¢ > 0. Moreover,

lim v(t) = 0.

t——+o00

Therefore, for any € > 0 there exists a large time 7" such that

A—A+eu<uy <u+AX1l—u) for t>T.

17



This inequality implies that

< liminf u(z, t) < li <1
Nt e = limin u(z,t) < Htriigpu(x ) <

Taking € — 0, then we conclude that

tlim u(z,t) = 1.
O
When (4,0) = (’\i‘/g‘;_‘l’\, ’\jF‘/ég_‘l’\), then (1.7) can be written as
1 1

Note that 9% — A < 0 if (4, 0) = <>‘+V2’\/\2_4’\, ’\_Vf_‘l’\). Then (1.8) has one positive

and one negative real solution. According to the result in [16, Theorem 9.29], we
have the following theorem.

Theorem 1.5. The equilibrium point (uy,vy) = (’\J”/Q)‘;"l’\, ’\"/’;2’4’\) is a saddle

point.

Figure 1.4 is described as a neighborhood of the equilibrium point (uq,vy).

unstable manifold
u=uy

stable manifold V=V,

uv=1

u=A/(A+v2)

Figure 1.4: The flow in a neighborhood of the saddle point (uq,v).

Finally, we will discuss the stability of

A— VA2 =4\ )\+\/)\2—4)\)
) 2 *

(12, 02) = ( 2N

18



Note that v3 — A > 0 and the discriminant D of (1.8) is
D =7 = 2(3vy — A)ij + (v3 + A)?,

where

1
H=-. 1.10
; (1.10)

After some calculation, one can show the following theorem.

Theorem 1.6. Suppose that (uz,ve) and 7 are defined by (1.9) and (1.10) respec-
tiely. Then the equilibrium point (ug,ve) is (i) a stable point if 0 <1 < A_, (ii) a
stable spiral point if A_ < n < B, (iii) an unstable spiral point if B <1 < Ay (iv)
an unstable point if Ay < 1. Here

Ay =305 — AE£2u4/2(w3 —)N), B=uv;+\

Figure 1.5 is depicted as a neighborhood of the equilibrium point (us, vs).

uv=1

stable manifold
(uz, v,)
u=A/(A+v?) u=A/(A+v?)

Case(i) Case (ii)

unstable manifold

(u,, v2)

(u,, v2)

u=A/(A+v?) u=A/(A+v?)

Case (iii) Case (iv)

Figure 1.5: The flow in a neighborhood of (uz, vs).

We will use the following Poincare-Andronov-Hopf theorem to show existence of
periodic solutions encircling the equilibrium point (us, v9).

19



Theorem 1.7 ([16],Theorem 11.12). Let & = ANz + F(\, z) be a C*, with
k > 3, planar vector field depending on a scalar parameter A such that F(A\,0) =0
and D, F(X,0) = 0 for all sufficiently small |\|. Assume that the linear part A(\) at
the origin has the eigenvalues a(N)£iB(\) with a(0) = 0 and $(0) # 0. Furthermore,
suppose that the eigenvalues cross the imaginary axis with nonzero speed, that is,

da

(0 #0.

Then, in any neighborhood U of the origin in R? and any given Ao > 0 there is a A
with |\| < Ao such that the differential equation & = A(XN)z+ F (X, x) has a nontrivial
pertodic orbit in U.

Denote
p=o(n) £iB6(n),
with
. h—v2— A . 1 R R
a(i) = T2=2 and B(0) = 25/ + 2030 — V)i — (63 + A2

a(f) =0, B(n) = £y vy = A
Because Z—%‘ # 0 at 1) = v3 + ), one can derive the following theorem.

Theorem 1.8. Let

1
vi+ N

N =
For any neighborhood U of (us,v9) in R? and any given ey > 0 there is a 7 with
|7 — nu| < €0 such that (E) has a nontrivial periodic solution in U if n = 1.

Even if A > 4, we can see from Theorem 1.4 that the solution of (E) satisfies

lim (u(t), v(t)) = (1,0)

t—o0

if the initial value (ug,wvo) is sufficiently small. However, if (ug,vo) is sufficiently
large, then asymptotic behavior of the solution for (E) is different.

20



Theorem 1.9. Let A\n > 1 andn < i. Assume that an initial value (ug, vo) satisfies
the following inequalities;

1—I—1y

ug+nvy—1>0 and vy >
2n

Then the corresponding solution (u(t),v(t)) of (E) satisfies the following estimate;

1+v1-4
liminf v(t) > e/

t——+o00 277

Proof. Define a new function p = u+nv — 1. If Ay > 1, then (1.2) + (1.3) implies
that

pe=—Ap+ (An —1)v > —Ap.
Observe that p(0) = ug + nug — 1 > 0. Then we have
p(t) >0 for t>0.
Since u(t) > 1 — nu(t) for any ¢t > 0, one can see from (1.3) that
nvy > —v(nv® — v+ 1). (1.11)

In view of
1—+1-4
Vo = —777
21
we find according to (1.11) that
1+v1-4
liminfo(t) > Sk
t——+o00 277

Thus the proof is complete. O

Theorem 1.10. Suppose that A\n < 1 and N\?>n > 4. Let an initial value (ug, vo)
satisfy

A = VA = A (1.12)

2n

Up+nvg—An >0 and vy >

Then the corresponding solution (u(t),v(t)) of (E) satisfies the following estimate;

AN+ /A% —4
liminfo(t) > n 5 il i
n

t——+o00
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Proof. Denote ¢ = u + nv — A\n. Adding (1.2) with (1.3), we have

1 1 1
G=——q+|-—A)v>——gq,
n n n

provided An < 1. Since ¢(0) = ug + nug — An > 0, then we find that
q(t) >0 for t>0.
It follows from (1.3) that

nv, > (A — nu)v® — v
= —v(np? — Mo +1).

In view of (1.12), we deduce that

AN+ /A% —4
liminfo(t) > n 5 il i
n

t——+o00

Consequently, the proof is complete.

The numerical simulation in Figure 1.6 is also made with Mathematica.

governing equation is
u; = —uv? + 5 — 5u,
v = wv? — v,
u(0) = up, v(0) = vp.
For case (A), the initial values are given by
up= 0.8 and vy =1.35.

On the other hand, the initial values are determined by

up=0.8 and wvy=1.37,

The

for case (B). The vertical axis represents chemical substance concentration and the
horizontal axis shows time. We see from Figure 1.6 that the solution (u,v) in case

(A) satisfies
lim (u,v) = (1,0).

t—o00

However the solution in case (B) does not satisfy (1.13).
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Figure 1.6: The numerical simulation in case A\ > 4.
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Chapter 2

Solution set of stationary problem
in a bounded domain

In this chapter, we will discuss the following stationary problem in a bounded domain
with homogeneous Neumann boundary condition.

Au—uv? + A(1—u) =0 in (2.1)
YAU +uv? — v =0 in €,

ou Ov

5 = B 0 on 0 (2.3)

where A and ~ are positive parameters, % is an outward normal derivative on 0f2,
and Q2 C RN is a bounded domain with smooth boundary 0f). This stationary
problem is called (SP1) throughout this chapter. In [27], the numerical simulation
has shown that (SP1) has rich solution structure. Therefore it is important to study
non-constant solutions of (SP1). Note that constant solutions of (SP1) are given by

(1) (u,v) = (1,0) if X < 4,
(ii) (u,v) = (1,0), (3,2) if A =14,

(iii) (u,v) = (1,0), (Aﬂ;j—“, Awgz—“) it A > 4.

There are many known results concerned with (SP1) (see [20, 21, 22, 23, 26,
30, 33, 36, 38].) Their results give us information about profiles of solutions, a
priori bounds, and bifurcation structure. However, in order to understand more
information about the solution set of (SP1), further study is needed.

This chapter mainly study the following three problems related to (SP1).
(a) A priori estimates of non-trivial solutions for (SP1).

(b) Sufficient conditions about existence and nonexistence of non-trivial solutions.
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(c) Bifurcation structure for (SP1).

In Section 2.1, we will treat with the problem (a). The following a priori estimates
is our main result of Section 2.1.

Theorem 2.1. Let (u,v) be any solution for (SP1) except for (1,0). Then there
exists a positive constant C' depending on X\, v, € and N such that

1

G <u(x),v(x) <C for xef

As for the problem (b), we first consider sufficient conditions about the non-
existence of nontrivial solutions for (SP1). In Section 2.2, we can show that (SP1)
admits no nontrivial solutions if ~ is sufficiently large.

Theorem 2.2. Let A < 4. Then (SP1) has no nontrivial solutions if v > .

Before stating our second non-existence result, we will introduce the eigenvalues
of the Laplacian as follows:

Notation 2.3. Let {{un},,5, be the eigenvalues of

—Au=pu in
g—z =0 on 0f,
satisfying 0 = po < pg < g < -+ -.

Then we obtain the following theorem.

Theorem 2.4. Set A\ > 4 and \y > 1. Then, there is a positive constant C'(X, 1)
which depends on A and py such that (SP1) admits only trivial solutions if v >
C'(A\, p1). Here py is the first positive eigenvalue defined by Notation 2.3.

Figure 2.1 shows the non-existence regions given by Theorems 2.2 and 2.4.

These a priori estimates and non-existence results are useful in studying the
existence of non-constant solutions for (SP1). In order to mention our main result
in Section 2.3, we put two positive constants in case A > 4 as follows:

Definition 2.5. Let A > 4. Then we denote

A VAZ—4N N — VA2 —4)
(i) = (AT AT 2.4
and
A= VA2 — 4N ANV AZ -4
(u27v2) - ( 2)\ ) 2 ) . (25)
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1 4 Ayr=1 A=27ru1/5

Theorem 2. 4

Figure 2.1: The non-existence regions.

In addition, we will define the following functions; (see Figure 2.2.)

Definition 2.6. Let A > 4. Then we define

A 02
h(p,v;) = Bt Yi for i=1,2,
1

(4 A +07)

where v; for i = 1,2 s the constant given by Definition 2.5.

Figure 2.2: The graph of h(u,v;) for i =1, 2.

Making use of the degree theory [2], we have the following existence theorem in
Section 2.3.
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Theorem 2.7. Suppose that A > 4 and define the function h(p,v;) fori = 1,2 as
Definition 2.6. Assume that every eigenvalue pi,, is simple, and that

h(/lbmavi) 7£ h(/“?’wvj) fOT m 7é n, 27.] = 1)27

provided A > 4. Then there exists a positive monotone decreasing sequence {7}
(k=1,2,--+) which converges to zero such that (SP1) has at least one non-constant
positive solution if

v € (Yok, Yor—1) for k=1,2,---.

Finally, we deal with the problem (c) in Section 2.4. McGough-Riley have shown
that non-trivial solutions bifurcate from the constant solution (u;,v;) for i = 1,2 at
v = h(fim, v;). In Section 2.4, we will mainly treat with direction of the bifurcation
and stability for the bifurcating solutions.

2.1 A priori estimates

In this section, we will mainly focus on upper and lower bound of stationary solu-
tions for (SP1). Upper bound estimates were derived by McGough-Riley [26] for two
dimensional case. Here we can obtain upper bound estimates for any dimensional
case.

In order to get upper bound estimates, we will use the following maximum prin-
ciple derived by Lou and Ni [25] and strong maximum principle [31].
Maximum principle ([25]) Suppose that g € C(Q x R').
(i) If w € C*(Q) N CH(Q) satisfies

Aw(z) + g(z,w(r)) >0 in Q, g_w <0 on 09,
v
and w(xy) = maxgw, then g(xg, w(xg)) > 0.
(ii) If w € C2(2) N CH(Q) satisfies
Aw(z) + g(z,w(r)) <0 in €, g—@: >0 on 09,

and w(zy) = ming w, then g(xy, w(zy)) < 0.
Strong maximum principle ([31, p64]) Let a nonnegative function w € C*(2) N

CY(Q) satisfy the following differential inequality and the homogeneous Neumann
boundary condition;
ow

Aw+ce(x)w <0 in Q —=0 on 09,
on
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where c¢(z) € C(Q) is a nonnegative function. Then,

v(z) >0 or wv(®)=0 in Q.

Applying the maximum principle and the strong maximum principle to (SP1),
we can show the following three lemmas.

Lemma 2.8. Let (u,v) be any nontrivial solution of (SP1). Then
0<u(z)<1 and v(x)>0 for x€Q.
Furthermore, if (u,v) # (1,0), then it follows that

v(r) >0 for z€Q.

Proof. Suppose u(zg) = mingcqu(z). Using the maximum principle, we see from
(2.1) that

—u(wo)v(ro)? + M1 — u(xp)) <0,

which shows
A

>——>0.
A+ v(xg)? ~

u(o)

Therefore, min, g u(z) > 0.
Next, put u(yy) = max,cqu(zr). Then one can apply the maximum principle to
(2.1) that

<—=<1
u(yo) < At o(yo)? =

Finally, set v(x;) = min,.q v(x). Then we have from (2.2) that
v(xy)(u(zy)v(z) — 1) <0.
Hence,
v(zy) > 0.

Observe that

YAV —v = —uw? <0 in Q. (2.6)
Applying the strong maximum principle to (2.6), we deduce that

v(r) >0 in €,

provided v(z) # 0. Thus the proof is complete. O
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Lemma 2.9. Assume that (u,v) is any solution of (SP1). If Ay <1, then

uw(r) +yv(z) <1 for x€Q.

Proof. Define p = u+ yv — 1. By combining (2.1) and (2.2), then it follows that

1 1
Ap— —p= ()\——)020.

Y Y
Since g—g = 0 on 0N by (2.3), we see from the maximum principle that max,cq p(z) <
0, as required. O

Lemma 2.10. Let (u,v) be any solution for (SP1). If Ay > 1, then

u(z) +yv(r) <Ny for x€Q.

Proof. Put ¢ = u+ yv — Ay. Then (2.1)4(2.2) implies that

1 1
Aq——q:()\——)uzo.
v

Y
Since % = 0 on 02, the maximum principle enables us to show max,.q q(z) < 0.
Thus the proof is complete. 0

Next, we intend to derive lower bound estimates for any solutions of (SP1) except
for (1,0). The following lemma is concerned with lower bound for w.

Lemma 2.11. Suppose that (u,v) is any solution for (SP1). Then there exists a
positive constant C1(X,7y) depending only on X\ and 7 such that

u(z) > Ci(\,y) for x€.

Remark 2.12. As for the positive constant Cy(\,7) in Lemma 2.11, one can take
it as follows;
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Proof. Assume that min g u(z) = u(z,,). Using the maximum principle, we see

that
a) < — 2.7
ulom) < X (27)
It follows from Lemmas 2.9 and 2.10 that
1 _
v(x) < max {)\, —} in Q. (2.8)
Y
Thus the conclusion follows from (2.7) and (2.8).
UJ

In order to obtain lower bound estimates for v, we will need the following Harnack
inequality given by Lin-Ni-Takagi [24].

Harnack inequality([24]) Let w € C%(2) N C*(Q) be a positive classical solution
of the following second order elliptic equation;

Aw(z) + c(x)w(z) =0 in Q, g—w =0 on OS.
n

Here c(x) € C(R2). Then there exists a positive constant C, = C.(N,$Q, ) such that

maxw < C, minw,
Q Q

where p is a positive constant satisfying p > ||¢||oo-

Then one can establish the following lemma.

Lemma 2.13. Assume that (u,v) is any solution of (SP1) except for (1,0). Then,
there exists some positive constant Co(X, 7,2, N) depending on X, v, Q and N such
that

v(z) > Co(\, 7,9, N) for x€Q.

Proof. We can describe (2.2) as
Av+c(z)v=0 in €,

where



Note that u(z) < 1 and v(z) < max{)\, %} for any € Q from Lemmas 2.8-2.10.
Then one can derive the following estimates;

le(@)||o < % {1 + max (A%) }

Since v(z) > 0 in Q, the Harnack inequality enables us to show that
: 1 1

Umin > Ci(N,Q, p) maxv, with p=— {1 + max ()\, —) } . (2.9)
Q 8 v

Setting maxg v = v(xy/), then we see from the maximum principle that
v(xar) (u(zp)v(zpy) — 1) > 0.

In view of v(zy) > 0, we find

1
maxuv > > 1. (2.10)
) u(zar)
Hence the conclusion follows from (2.9) and (2.10). O

Consequently, one can prove Theorem 2.1.

Proof of Theorem 2.1. For any solutions of (SP1) except for (u,v) = (1,0), it follows
from Lemmas 2.8-2.13 that the following inequalities hold true;

Ci(\7y) <u(z) <1 for 2€Q (2.11)
and
1 _
Co(A, 7,2, N) <wv(zr) < max {)\, —} for x € Q. (2.12)
Y

Here the constants C; and C5 are uniformly bounded for v — +o00. Combining
(2.11) and (2.12), we conclude that the theorem holds true. O

2.2 Nonexistence of nontrivial solutions

In this section, we deal with some sufficient conditions about the non-existence of
non-trivial solutions for (SP1). We first establish the following nonexistence results
by using the maximum principle.

Theorem 2.14. Let Ay < 1. Then (SP1) admits only constant solutions if v > 1.
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Proof. If Ay <1, then it follows from Lemma 2.9 that
u(z) +yv(z) —1<0 for z €.
Hence we see from (2.2) that

yAv = v(1 —uv)
v(yv? —v+1)
0, (2.13)

vV 1V

provided v > i. Multiplying (2.13) by v and integrating on 2, then

’y/ |Vv|?dz < 0.
v

This implies that v(x) is a constant. Therefore we have from (2.2) that u(z) is also
a constant. Thus the proof is complete. O

Theorem 2.15. Let A < 4 and \y > 1. Then (SP1) has no non-constant solutions.

Proof. Define s = A(u — 1) + v. Then (2.1) and (2.2) lead to

AS—{(l—/\—lv)UQ—i-/\}S: (%—1)@(1}2—/\04—/\).

If Ay > 1 and A <4, then

1 1
(1—/\—7)1}2+)\>O and (/\—7—1)1)(?}2—/\1)+/\)§0-

Since % = 0 on 0f), we can use the maximum principle to show that

s(z) >0 for z€q. (2.14)

Adding (2.1) and (2.2), then
Au+yAv=ANu—1)4v in €. (2.15)

Integrate (2.15) in €, then

/ Au—1)+vdz = 0. (2.16)
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Combing (2.14) and (2.16), we deduce that
Mu(z) —1)+v(x) =0 for x€Q. (2.17)
Insert (2.17) into (2.2), then
M AV = v(v? — Av+A) >0,

according to A < 4. As in the proof of Theorem 2.14, we conclude that u(z) and
v(x) are constant functions. O

Then we can prove Theorem 2.2.
Proof of Theorem 2.2. The conclusion follows from Theorems 2.14 and 2.15. O
Finally, making use of Lemmas 2.8 and 2.10, one can prove Theorem 2.4.

Proof of Theorem 2.4. Denote

B 1 / B 1 /
u=— | udv and v=-— [ wvdx.
12 Jo 9] Jo

If we multiply (2.1) by u — @ and integrate on €, then
/Q Vul2de
_ /Q [—uv® + A1 - w) — {—a0® + (1 - @)}] (u — @)dz
= —/QUQ(U —a)*dx — a/ﬂ(v +0)(u — ) (v — v)dr — )\/Q(u — u)*dx
< —)\/Q(u — a)2dy — ﬂ/ﬂ(v +5)(u — 7)(v — B)da.

Note that the following inequality holds true from Lemmas 2.8 and 2.10;

a/(v +0)(u — u)(v — v)dx
Q

SQA/\U—QIHU—EICI:U
0
12 A )2
<e [ (u—a)dr+— [ (v—10)dz,
Q 261 Q

where €; is any positive constant. Hence, we see that

/Q |Vul?dz < (e, — A) /Q(u — )% dx + A (v —v)dz. (2.18)

261 Q
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Next, if we multiply (2.2) by (v — o) and integrate on €2, then we have according

to Lemmas 2.8 and 2.10 that

’y/Q\Vv\Qda: = /fz{qu—v—(ﬂz_)Q—@)}(v—ﬁ)dx

_ /Qu(v—i-z_))(v—E)de—i-/QEQ(u—ﬂ)(v—E)da:—/(v—z_))de

Q

< 2/\/9(1;—17)2dx+/\2/ﬂ(u—11)(v—E)dx—/(v—@fdx

Q

< (2/\—1)/9(1}—17)2dx+62/ﬂ(u—ﬂ)2dx+2—2/9(1}—17)%&

€9

/\2
< 62/(u—ﬂ)2da¢+ (— 4N 1) /(v ),
9) dey Q

where €, is any positive constant.

Adding (2.18) and (2.19), then

7/ |Vv|2dx—|—/ |Vul*dz
Q Q
<(a+e-— /\)/

Q 261 462

If we take

then it follows from (2.20) that

V/QWUIQd:r < D(/\)/Q(v—@)2dx,

where

D()) = g)\.

Therefore we can use Poincare’s inequality [32, Theorem 11.11] to show that

Vi /Q(v —9)%dx < ’y/ﬂ |Vou|?dz < D()) /Q(v —v)%du.

If ~ satisfies the following inequality

(u — u)dz + (i + A + 2\ — 1) /Q(v — 0)%da.

(2.19)

(2.20)

(2.21)



then it follows from (2.21) that

/ |Vu|*dx = 0.
Q

Hence, v(x) is a constant. On the other hand, owing to (2.20), we see

/ |Vul*dz = 0.
0

Thus u(x) is also a constant, as required. O

2.3 Existence of nontrivial positive solutions

In this section, we will discuss existence of non-trivial positive stationary solutions
for (SP1) through the degree theory [2].

Set an auxiliary parameter
vs=sy+(1—8)M for se€]|0,1],
where M is a large constant determined later. And define an operator

(=A + 1)~ (f(u,v) + u)

Ts(w) = ( (A + D) (- Tg(u, v) + v) ) with  w = (u,v).

Here f(u,v) = —uv? + A(1 —u) and g(u,v) = uv? — v. If we put a functional space
X as X = C(Q) x C(Q), the operator Ts : X — X is a compact operator. Then
every solution of (SP1) in case 7 = v, becomes a fixed point of Ty in X.

Define a function space W as follows;
1
W:{w:(u,v)eX]ESu,ng}, (2.22)

where C' is a constant to be determined as follows. Let any 7. be fixed and consider
7 satisfying v > 7.. Then we see from Theorem 2.1 that for any solutions for (SP1)
except for (u,v) = (1,0) the following inequalities hold true;

Ci(\ 7)) <u(r) <1 for 2€Q

and

1 _
Co(A\, 74, 2, N) < v(x) §max{/\,—} for x €.
Vx
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Here C} and C; are constants defined by (2.11) and (2.12). So, if we take

1 1 1
C =2max{q —,—, 1, maxq \, — ,
{01 & { %}}

then the operator T, (0 < s < 1) has no fixed point on the boundary W for any
positive ;.

We will define an integer jo(y) as follows;

Definition 2.16. An integer jo(7y) is the number of eigenvalues p,, (counting alge-
braic multiplicity) which satisfy

1
fim + 8

v <

Then we will establish the following existence result.

Theorem 2.17. Assume X\ = 4 and jo(y) is the integer given by Definition 2.16. If
Jo(7y) is odd, then (SP1) admits at least one positive nonconstant solution.

For any fixed A > 4, we define the following integer j;(v) for i = 1,2;
Definition 2.18. Let A > 4 and v~ # 3v3 — X\ + 2v94/2(v3 — \). An integer j;()

fori = 1,2 is the number of positive eigenvalues p,, (counting algebraic multiplicity)
satisfying
Y < hptn, v2),
where h(p,v;) for i = 1,2 is the function given by Definition 2.6.
Then the following theorem holds true.

Theorem 2.19. Assume A\ > 4 and v~ # 303 — X+ 2v94/2(v5 — \). Furthermore,
Ji(v) (i = 1,2) is the integer given by Definition 2.18. If ji(v) + ja(7) is odd, then
(SP1) has at least one positive nontrivial solution.

These two existence results will be proved in subsections 2.3.1 and 2.3.2. Then
one can prove Theorem 2.7.

Proof of Theorem 2.7. Assume A = 4 and define

1

=———— for m>1.
ﬂm71+8

Ym
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Since every eigenvalue p,, is simple, we see that jo(y) given by Definition 2.16 is
odd if and only if

Y € (,}/Zmu’yZm—l) fOI' m = 172,... .

Making use of Theorem 2.17, one can show Theorem 2.7 in case A\ = 4.

Next, we consider the case A > 4. We see from Figure 2.2 that h(p,,,v1) given
by Definition 2.6 is always positive for any m > 1. On the other hand, there exists
a natural number m, such that

h(fim,v2) <0 for m < m,
and
h(fim,ve) >0 for m > m,.
Denote Vi1 = h(fm, v1) for m > 1 and
Ym2 = h(fim, v2)  with m > m,.

If we rearrange the sequences {Vin1},,50 and {ym2},,>,,., We can construct a mono-
tone decreasing sequence {7,}, -, which converges to zero as n — ooc.

Because every eigenvalue pu, is simple, we find that j;(v) + j2(7) given by Defi-
nition 2.18 is odd if and only if

v E (’72717’727171) for n= 1,2,

Thus the conclusion follows from Theorem 2.19. O

2.3.1 Proof of Theorem 2.17

We will prove theorem 2.17 in this subsection. Observe that constant fixed point of
Ts in W given by (2.22) is uniquely determined by

wp = (%2) : (2.23)

provided A = 4. The Leray-Schauder index property [2] implies that
Index(T,, wg) = (—1)7),

where 0¢(s) is the number of real negative eigenvalues (counting algebraic multiplic-
ity) of I — DTg(wg). Then the following lemma holds true.
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Lemma 2.20. Let jo(7y) be the integer given by Definition 2.16. Suppose that wy is
the constant defined by (2.23). Then,

Index(Ty, wo) = (_1)3’0(%)‘

Remark 2.21. If v = M satisfies M > %, then

Index(Tp, wy) = 1.

Then we see that

0).
E A+I {( u(l, 0) + 1) u+ (4, 0)v} )

Proof. Set wy = (4,

—A+ D)7 gu(@, 0)u + (75 gu(@,0) + 1) v}
A—i—[ {(1—)\—v)u—2fu§v}
A+[ Yyt oru + {y7 (240 — 1) + 1} 0]

(—A+ )7L (=Tu— 20)
(( A+1)7! {47;1u+(~y;1+1)v})' (2.24)

Every eigenvalue p of I — DT,(wy) satisfies
(I — DTy (wy)) z = pz, with 2z = (u,v). (2.25)
According to (2.24), one can describe (2.25) as follows;

(b —1)Au+ (8 — p)u+2v =0,
(b= 1)Av —dy7tu — (771 + v = 0.

Therefore it is sufficient to study the following infinitely many equations;

(1= 1)t +8 — 2
- B =0 for m=0,1,2,---. (2.26
’ —4y;! (1= p)pom — 75" = 1 (2.26)

After some calculation, one can show that (2.26) becomes
(:um + 1)2:“2 + Asp+ Bs =0, (2‘27)

where

AS = (:um + 1)(7;1 - 2ILLm - 8)7
B, = ,Um(,um +8— 7;1>'
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Let Dy be the discriminant of (2.27). Then we see after some computation that

sign D, = (7,1 — 8)* > 0,

S

where
1 if D>0
sign D = 0 if D=0 . (2.28)
-1 if D<O0

(a)If p, = 0, then A, = v;' — 8 and B, = 0. Thus the number of negative solution
for (2.27) is exactly one provided v, < %, and is zero provided v, > %.
1
computation, we see that (2.27) has exactly one negative real solution if v, <

1
Um—+8"

(b)Assume pu,, > 0. Note that Bj is negative if and only if 7, < After some

1
Hm+8 )
and has no negative real solutions if v, >

From the above argument, we conclude that oo(s) is equal to jo(7s)- O

Consequently, one can prove Theorem 2.17 by using the homotopy invariance prop-
erty for the degree.

Proof of Theorem 2.17. We use a contradiction argument. Suppose that (SP1) has
no nontrivial solutions if v5 = 7.

Let W is the set given by (2.22). Then we see that that T has no fixed point on
OW. Making use of Theorem 2.2 and Remark 2.21, we have

deg(] - T(), VV, 0) = iIldeX(To, wo) = ]_,

provided vy = M is sufficiently large. On the other hand, according to Lemma 2.20,
one can see

deg(I — T1,W,0) = index(Ty, wp) = (1) = —1.

It is a contradiction owing to the homotopy invariance property for deg(I —T%, W, 0)
(0 < s <1). Thus the proof is complete. O

2.3.2 Proof of Theorem 2.19

Next, we will fix A > 4 and regard v as a parameter. Then constant fixed points of
T, on the set W given in (2.22) are determined by

wy = (ug,v1), wo = (ug,vy), (2.29)

where (uy,v1) (resp. (ug,v2)) is defined by (2.4) (resp.(2.5)).
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The Lerey-Schauder index property asserts that
Index(Ty, wy) = (—=1)"®),  Index(T}, wy) = (~1)¢).

Here o1(s) (resp. o02(s)) is the number of real negative eigenvalues (counting alge-
braic multiplicity) of I — DTy(w,) (resp. I — DT,(ws)). Then we have the following
lemma.

Lemma 2.22. Let j;(v) (i = 1,2) be the integer given by Definition 2.18. Suppose
that wy and wy are the constants given by (2.29). Moreover, for any fized s € [0, 1],

assume that y;1 # 3vs — X\ + 2v94/2(v3 — N). Then,
IndeX(Ts7w1) = (_1)3‘1(%)—}-17 IndeX(Ts,wg) — (_1)]’2(%)‘

Remark 2.23. Let vy = M satisfy
M1+ A— U%
pn(pa + A+ 0f)
where vy is defined by (2.4). Then it follows that

Index(Ty, wy) = —1, Index(Tp, wy) = 1.

Proof. For each ¢ = 1,2, we will study the following eigenvalue problem;
(I — DTy(w;)) z = pz, with 2z = (u,v),
where s € [0, 1], and w;(i = 1,2) is defined as (2.29).

As in the same way of proof for Lemma 2.20, it suffices to discuss the following
infinitely many equations,

(ftm + 1?10 + Agu+ B, =0, for m=0,1,2,---. (2.30)
Here
As = (pm + 1) (5" = 2ptm = A= v3),
B = i, + (A 407 = 7 i + 957 (0] = ),
where v, and vy are defined as (2.4) and (2.5) for each i = 1, 2.
(i)Assume v; = v; and denote the discriminant of (2.30) by D;. Then

sign Dy = sign{(7;" = 2un — A —v7)? — 4B}
= sign {(A+v7)*72 +2(A = 3v])vs + 1}
— 41, (2.31)
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for each positive ;. Here sign D is defined by (2.28). Therefore, according to (2.31),
the number of real solutions for (2.30) is exactly two for any number m > 0.

()If p1,, = 0, then B, = v, (v — ) < 0. Hence the number of negative real solution
for (2.30) remains exactly one for any positive ;.

(b)For any fixed p,, > 0, the sign of B changes from negative to positive if 74
becomes larger. Note that B;=0 is equivalent to

Vs = h(,“/my U1)7

where h(u,v1) is the function given by Definition 2.6. Therefore, (2.30) has exactly
one negative solution provided v < h(p.,,v1) and has no negative real solutions
provided v > h(ptm, v1).

Consequently,
Index (T}, w;) = (—1)71¢) = (=1)710e)+1,

as required.

(ii)Next, we will deal with case v; = vo. Let Dy be the discriminant for (2.30). After
some computation, we see

sign Dy = sign {(A + v3)*v2 + 2(A — 3v3)vs + 1} . (2.32)
Put

_3u5 — A —2u04/2(v3 — N)

302 — X+ 2u91/2(v2 — X
O[()\)— o~ 7 o 2 2 (2 )
(N +v3)

B = (A + v3)2

Observe that the discriminant D, is positive provided v, € (0, a(\)) U (B(X), +00),
and is negative provided 75 € (a(X), G(\)) according to (2.32). This is the different
point with the previous case (i).

If v = B(A), then we see after some calculation that A is negative. However,
if 75 = a()), then Ay = 2(uy,, + 1) {v% — A+ v9y/2(v3 — \) — um} can be positive

and negative. If 77! # 303 — A + 2v91/2(v3 — \), we see that (2.30) has no negative
real solution or exactly two negative real solution provided 74 > h(p,, v2), and has
unique negative real solution provided 7 < h(pty,, v9). Therefore

Index(Ti, wg) = (—1)720) = (12025 = (1)),

where ¥ is the finite number of eigenvalues p,, when (2.30) has exactly two negative
real solutions. Thus the proof is complete. O

41



As in the proof of Theorem 2.17, one can prove Theorem 2.19 by using the
homotopy invariance principle for the degree.

Proof of Theorem 2.19. We see that deg(l — T5,W,0)(0 < s < 1) is well defined
because Ty has no fixed point on OW. Here the set W is defined by (2.22). Then
the homotopy invariance property shows that

deg(I — Ty, W, 0) = deg(I — Ty, W, 0). (2.33)

By setting 7o = M as sufficiently large constant, stationary problem (SP1) has no
nontrivial solution in view of Theorem 2.4. Hence it follows from Remark 2.23 that

deg(I — Tp, W,0) = Index(7p, wy) + Index(Tp, wy) = 0. (2.34)

Assume that (SP1) has no nontrivial solution if 75 = . Then, according to Lemma
9.92, we find

deg([ — Tl, W, O) = IndeX(Tl, wl) + IHdeX(Tl, wg)
(—1)r+1 4 (_1)3’2(7)
)

which is a contradiction with (2.33) and (2.34). Thus the proof is complete. O

2.4 Bifurcation analysis

2.4.1 Stability of constant stationary solutions

In this subsection, we study stability of constant stationary solutions for (SP1). We
will treat with the following non-stationary problem;

u = Au — uv? + N1 — u) in Q x (0,00),
Loy = yAv + uv? — v in x(0,00),
Gu— 2v — on 02 x (0,00), (2.35)

u(z,0) = ug(x), wv(x,0)=uvo(x) in Q.

Here \, 7 and d are parameters, and (uo(z),vo(z)) is a pair of nonnegative initial
functions.

As for constant stationary solutions of (SP1), we see that
(1) (u,v) =(1,0) if X < 4,
(i) (u, 0) = (1,0), (1,2) if A = 4,

(i) (u,v) = (1,0), (Aﬂ;j—“, AW&“) it > 4.
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First, we discuss stability of (u,v) = (1,0). Linearizing (2.35) around (u,v) =
(1,0), then one can easily show that (1,0) is linearly stable. Here we will show some
stability result for (1,0). Define a set ¥ as follows;

Y ={(u,v) e C(Q) xC(N);0<u<a, 0<v<b}, (2.36)
where a and b satisfy the following inequalities
a>1 and ab<1. (2.37)

Before stating our stability result, we define an invariant region as follows;

Definition 2.24. A function space ¥ is called an invariant region if for any ini-
tial data (ug(z),vo(x)) € X, there exists a unique global solution (u(x,t),v(x,t)) of
(2.35) satisfying

(u(z,t),v(z,t)) € X for any (x,t) € Q x (0,00).
Then we have the following theorem.

Theorem 2.25. Let 3 be given by (2.36) and (2.37). Then ¥ is an invariant region.
Moreover, every unique global solution (u(z,t),v(x,t)) of (2.35) for (ug,vy) € X
satisfies

lim (u(z,t),v(z,t)) = (1,0).

t—o00

Proof. We define
V= {—uv2 + A(1 —u), g(uzﬂ - U)} :
Y
(1)If we denote G = —u, then
d
VG V0o = (-1,0)- (A =Z0) = =<

(ii)Let G = —v. Then it follows that
VG - V]y=(0,—1) - (A(u — 1)) = 0.

(iii)Setting G = u — a, then one can see from (2.37) that

VG V]ya = (1,0) - (—av2 + A1 —a), %(ch — u))

= —av’ + A1 —a)
<0.
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(iv)Put G = v — b. Then we have from (2.37) that
d
VG- Vl]p=p = (0,1) - (—b2u + A1 — u), ;(bQU — b))

(b*u — b)

< —(ab® —b)

R

<

e}

Making use of the result of Smoller [32, Corollary 14.8], we find that 3 is an invariant
region.

Now, since u(x,t) < a for any = € Q and t > 0, it follows from (2.35) that
d 2
—vy < vAv + av” — v.
g

Observe that v(z,0) < b < é According to the comparison principle [32, Theorem
10.1], we deduce that

lim v(z,t) = 0.

t—o0
Therefore for any € > 0, there exists a large time 7" such that
A+ A=A+ eu<u <Au+AN1-u) for t>T.

This inequality implies that

< liminf u(z, t) < li <1
Nt e = limin u(z,t) < 1rtriigpu(x ) <

Taking € — 0, then we conclude
tlir?o u(z,t) = 1.
0
If A =4, then McGough-Riley [26] have obtained the following stability result.

Theorem 2.26 ([26]). Let A = 4. Suppose that wy is the constant solution given
by (2.23). Then wq is linearly stable if A\ > K, but is linearly unstable if v < K.
Here

1
K = gmax{l,d}.
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Next, we consider case A > 4. Then the following theorems have also shown by
McGough-Riley.

Theorem 2.27 ([26]). Assume X\ > 4. Let wy be the constant solution given by
(2.29). Then wy is linearly unstable for any positive v and d.

Theorem 2.28 ([26]). Let A\ > 4. Suppose that wy is the constant defined by

(2.29). Denote
d
L= max{ 2,]\/[} ,
A+ v3

/\_ 2
M:max{ fn + U22}.
neN | fn(fin + A +03)

where

Then wsq s linearly stable provided v > L. On the other hand, ws is linearly unstable
provided v < L.

2.4.2 Existence and stability for bifurcating solutions

In this subsection, we intend to study existence and stability of nontrivial small am-
plitude solutions for (SP1) through local bifurcation theory. The following existence
result has been given by McGough and Riley.

Theorem 2.29 ([26]). Suppose that A\ > 4 and w; for i = 1,2 is the constant
solution defined by (2.29). Assume that every eigenvalue p, (n =1,2,3---) given
by Notation 2.3 is simple. Denote

’Yn,i = h(:unyvz) (238)

Then nontrivial solutions bifurcate from w; at v = v,,;. Here h(p,v;) fori=1,2 is
the function given by Definition 2.6.

Remark 2.30. (A) When X =4, it follows that

1
W1 = Wy = (5,2)

and (2.38) is equivalent to




Therefore the sequence {v,;} is strictly decreasing.

(B) Assume A\ > 4. Then the sequence {y,1} strictly decreases and converges to
zero. If gy > D(X), then the sequence {Vn2} is decreasing and tends to 0 as n — oo.
However, if 1 < D(X), then the sequence {7y,2} increases at first, but decreases

later and converges to 0. Here D(A) = X — v3 4+ va1/2 (v3 — ).

When 7 is in a neighborhood of v, ; for « = 1,2, it follows from local bifurca-
tion theory [6] that nontrivial solutions (u,v,v) = (®y,i(€), ¥, i(€), Yni(€)) given by
Theorem 2.29 can be represented as follows;

ch,i(E) =Uu; + € {(p@n) -+ dz} s
Uni(e) = vi + e {(qidn) + Ti}, (2.39)
Vni(€) = Y, + €77,4(0) + 0(e),

where p; and ¢; are constants which satisfy
pitai =1, vipi+ (1 —ymipn)a =0, pi<0<gq, (2.40)

and ¢, is the eigenfunction corresponding to p,. Furthermore, u; and 0; are o(1)
functions.

The direction of the bifurcation has still been unknown. One can show the
following theorem.

Theorem 2.31. Let A > 4. Suppose that (D, i(€), Vyi(€), vni(€)) for i = 1,2 are
bifurcating solutions given in (2.39) and (2.40). Then the direction of bifurcation

Y,.i(0) satisfies

(si — ri)(QUipi + Uiqi) fQ ¢id$

" (0) = 2.41
where r; and s; are positive constants satisfying
rP+si =1, 2r;+ (Ynittn — 1)s; = 0. (2.42)

Remark 2.32. For fizedi = 1,2, the coefficient 2v;p;+u;q; of (2.41) is positive pro-
vided pi,, > 3v? — \, but is negative provided p,, < 3v? — \. After some computation,
one can see that r; < s;.

Proof. We only prove the case ¢ = 1. The other case can be treated in the same
way. Define the linearlized operator L : H*(Q2) x H*(Q) x Ry — L*(Q) x L*(Q) as
follows;

L(u,v,7) = (Au — (v} + Nu — 2v, yAv + viu +v).
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Note that (u,v,7) = (P1@n, ¢1¢n, Yn1) satisfies
L(u,v,7) =0,
and

Ker(L(u,v,vn1)) = {(p1¢n, 1n)} -

Here r; and s; are the constants given by (2.40). On the other hand, one can see
from the result of [6] that

(u1, 1) L Ker(L*(u, U,’Yn,l)):
and

Ker(L*(u,v,Yn1)) = {(r1¢n, s16n)},

where 47 and v are the functions defined by (2.39), r; and s; are the constants
given by (2.42), and L* is the adjoint operator of L.

Substituting (2.39) into (2.1) and (2.2), then
L(tir, 01, Y1) + (0, (Y1(€) = Y1) (Aqron) + A01)) + e(=A, A) + O(e?) = 0,
where

A= (@1 +11)° + 201 (P16 + @) (Q1dn + 01).

Taking L*(Q) x L*(Q) inner product with (r1¢,, s1¢,), then we see that

S1tn (Y1 (€) = Yn1) (q1 /Q gbidx + /Q gbnv]dx) +e(r; — s1) /Q Appdz + O(e?) = 0.

If we differentiate this equation with respect to € and take e — 0, then

$1/n V1 (0) / d2dx + (11 — 81)(2uip1 + u1qy) / ¢3dx = 0.
Q Q

This completes the proof of Theorem 2.31. 0

Finally, we discuss stability for the bifurcating solutions given by (2.39). By
linearizing (2.35) around a stationary solution (u,v) = (¢,v) for (SP1), then the
corresponding linearlized eigenvalue problem is as follows;

{ Au— (P2 + Nu — (2p0)v = pu

dAv + <d—f2) u+ %(2@1# — v =pv (2.43)

Here we define the stability index known as Morse Index.
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Definition 2.33. We define Morse Index of (¢,v) as the number of unstable eigen-
values of (2.43), and call it Morse Index (¢, ).

Then the following theorem can be shown by using the result of [7].

Theorem 2.34. Let v, ;(0) (i = 1,2) be defined by (2.39). Assume that
(1= Vit )d 7 Yi(pim + A +07)  for any m € N, (2.44)
If 7,,:(0) # 0, then there exists some small positive constant d,; such that

Morse Index (®,, ;(€), ¥y, ;(€))

[ MorselIndex (u;,v;) +1 if  7v,.(€) € (Vnsis Ynii + Oni),
| MorseIndex (u;, v;) — 1 if = ui(€) € (Vi — Onsis Yni)s
fori=1,2.

Proof. For fixed i = 1,2, we write by u;(€) (resp. fi;(€)) the eigenvalues of (2.43)

for (¢,v) = (us,v;) (resp. (¢, ) = (Pp.i(€), Uni(€))) in case v = v,.:(€). Note that
every eigenvalue y;(0) except for zero satisfies

Re p;(0) # 0,

in view of (2.44). By using the perturbation result of [7, Lemma 1.3], it suffices to
study the the eigvenvalue fi;(e) with ;(0) = 0. Then it follows from the result of
[7, Theorem 1.16] that

. —eTna(€)pile)
lim ——————==1.
=0, (20 fi;(e)
This implies that the theorem holds true. 0

Remark. After writing this thesis, the author has become aware of the paper R.
Peng and M. X. Wang [30], in which similar results discussed in this chapter are
investigated.
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Chapter 3

Standing pulse solution

In this chapter, we mainly discuss the following boundary value problem in entire
space;

Au —uv? + A1 —u) =0, r € RN,

yAv + uv? — v =0, r e RN,
lim (u,v) = (1,0),

|| —+oo

where A and v are positive parameters, and N > 1 is an integer. Throughout
this chapter, the stationary problem (3.1)-(3.3) is called (SP2). Note that constant
solution of (SP2) is uniquely determined by (u,v) = (1,0). A non-constant solution
of (SP2) like Figure 3.1 is generally called standing pulse solution for one dimensional
case, or spot solution for multi-dimensional case, and it is regarded chemically as
stationary chemical wave.

There are many known results concerned with (SP2). For one dimensional case,
Doelman-Gardner-Kaper [9] and Doelman-Kaper-Zegeling [10] have constructed multi-
pulse solutions in case A < 1, v < 1 and Ay < 1 through geometric singular pertur-
bation theory, and have studied their stability properties. Hale-Peletier-Troy [17, 18]
have treated (SP2) in case Ay ~ 1 for one dimensional case. They have established
a unique one-pulse solution making use of phase plane method and implicit func-
tion theorem, and shown its stability result. Ai [1] has also discussed (SP2) when
A7y is near one and obtained the unique one-pulse solution using contraction map-
ping theorem. One the other hand, there are few results concerned with (SP2) for
multi-dimensional case. For two dimensional case, Wei [37] has studied existence
and stability for two radially symmetric one-spot solutions in case v < 1 by singular
perturbation method.

In this chapter, we will mainly deal with the following three problems;
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Figure 3.1: Pulse-like solution for (SP2).

a) Existence and stability of non-trivial solutions for multi-dimensional case.
(b) Sufficient conditions about the nonexistence of nontrivial solutions for (SP2).

c) If we replace uv? in (SP2) by uv®(a > 1), then how about the solution structure
of (SP2) changes?

In Section 3.1, we will study the problem (a) in case A and ~ satisfy
Ay =1 (3.4)
Then we have the following theorem.

Theorem 3.1. Let X and 7 satisfy (3.4) and N > 2. If 0 <~ < 2, then (SP2) has
a solution (u(z),v(x)) with the following properties

Du(z) = u(lz]), v(@)=v(lz]), w(z)=1-9v(z) for xRN

(i)u'(r) >0 and V' (r)<0 for r=|z|>0;

(i) lim, — 4 oo (u(z), ¥ (), v(x),v'(x)) = (1,0,0,0).
On the other hand, if v > %, then (SP2) has no nontrivial solutions.

This existence result for multi-dimensional case is an extension of the existence
theorem for one-dimensional case given by [18]. Section 3.1 also deals with profile
of the solutions given by Theorem 3.1. Especially, we will focus on maximum value
and decay rate of the non-trivial solutions.

By setting s = u — 1, then the original problem (P) can be described as
St:AS—(1+S)U2_/\Sv (l'7t) GRNX (0700)7

(NSP2) Ty = yAv + (1 + s)v* — v, (z,t) € RN x (0, 00),
S(.I',O) = 50(35)’ U(.I',O) = UO(x) S RN:

90



where sq(z) and vo(z) are nonnegative smooth functions in RN. Furthermore, A, v
and d are positive parameters.

Set functional space W as follows
W = L*RN) x L*(RN).
Then we will also derive the following stability result in Section 3.1.

Theorem 3.2. Assume d = 1, then the radial symmetric solutions given by Theo-
rem 3.1 are linearly unstable in W.

Concerned with the problem (b), the following nonexistence results will be shown
in Section 3.2.

Theorem 3.3. Let \y > 1. Then there exists no nontrivial solution of (SP2) if
A< 4.

Theorem 3.4. Let X := Ay < 1. Then (SP2) admits no nontrivial solution if one
of the followmg conditions is satisfied:

(i)y = 1.
(ii)4 — 16y < X < 4y with + <y < ;
(i) X < 3, v < 1 with

4(1-4y) : *
X > m if X < X*(v),
X <4y if X >X'(q),
where X*(7) is a monotone decreasing function on 7y and satisfies

4 ~ 1
X*(’y)—>g as v—0 and X*(y)— X as (it

- - . _\ 2
Here X € (0,1) is a unique number satisfying X = (1 — X) (1 +V1-— X) :
Remark 3.5. These two nonexistence theorems hold true for any dimensional case.

Therefore we can draw the picture about the existence and nonexistence regions
of nontrivial solutions for (SP2) in one-dimensional case. See Figure 3.2.

Section 3.2 is devoted to prove the non-existence theorems. To prove the theorems,
we need a priori estimates derived by Strong Maximum Principle.

In Section 3.3, we study the following generalized stationary problem related to
the problem (c);

Au—uv®+ A1 —u)=0, xRN,
(GSP) YAV + uw® — v =0, r € RN,
lim, 4o (u, v) = (1,0),
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X=4(1-4y)/(1+4y =16y ?):

Y. 2/9 1/4 4

: existence region I ; nonexistence region

Figure 3.2: The existence and nonexistence regions.

where A and v are parameters, and « is a constant satisfying a > 1. Here the
corresponding chemical reaction is as follows;

U+aV — (1+a)V,
V — P.

This generalized stationary problem has been first discussed by [18] in one-
dimensional case. Hale-Peletier-Troy [18] have obtained a unique one-pulse solution
of (GSP) in case Ay ~ 1. In this section, using the method developed in Section 3.2,
we will derive some non-existence theorems of (GSP) for multi-dimensional space.
Moreover, we will show that unique constant solution (1,0) of (GSP) is globally
stable for some special parameter case.

3.1 Non-trivial solutions of (SP2) in case \y =1

In this section, we first prove Theorem 3.1.

Proof of Theorem 3.1. Define a function p = u + yv — 1. According to (3.1)-(3.3),
we have

1
Ap = ;p, lim p=0.

|z|—o00
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Therefore, strong maximum principle enables us to show that p must identically
zero. Setting u =1 — v in (3.2), then

Av+ f(v,y) =0, (3.5)

where
fv,v) = —%0(702 —v+1). (3.6)

Since v(x) — 0 as r = |x| — 400, then it follows from the result of [15] that every
positive ground state solution of (3.5) must be radially symmetric. Hence (3.5) can
be reduced to the following ordinary differential problem;

N -1
V' 4+ ——v' + f(v,7) =0, v(r)>0, lim J'(r)=0. (3.7)
T

r—-+00

Note that the reaction term f(v,) satisfies the following condition (J) if 0 < v < 2.
(J) There exists a number £ > 0 such that F'(§) > 0, where

i
P& = [ s,
0
Using the result of [5], we find that (3.7) has a solution v = v(r) which satisfies
v'(r) < 0.

On the other hand, f(v,7) does not satisfy the condition (J) if v > %. Therefore
(3.7) has no nontrivial solution. O

Proposition 3.6. Assume that (u,v) is the radially symmetric solution given by
Theorem 3.1. Then the convergence rate of the solution is exponential.

Proof. We begin to show that v(r) and v'(r) decay to zero exponentially. Recall
that

g 407 1

v—0 v y

Then it follows from the result of [28] that

lim v(r)e(\/;)r < 00

r—00

Y

for any € in <O, %) Moreover, owing to the result of [28], we find

/
lim v(r) = — l
r—oo v(r) v
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Hence v and v’ decay to exponentially zero as r — oo.

Note that u(r) — yv(r) + 1 =0 for r € [0, +0c]|. Then one can see

u'(r)

/
1
lim —0) gy 200 —\/j, (3.8)
r—oo L —u(r) o yo(r) v

and

lim (1 — u)e(\/gfe)r = lim ’yv(r)e( o < 00. (3.9)

T—00 r—00

Combining (3.8) and (3.9), we deduce that u —1 and u’ also decay to zero exponen-
tially as r — oo. O

Proposition 3.7. As for the mazimum values u(0) and v(0) for the solution (u,v)
giwen by Theorem 3.1, the following inequalities hold true.

1—yI—1 1+I—18y 2— I—18 1+ T4

Proof. Define

3
o=t {e>0: [ sl s-nf(es e >0
0
where f(v,) is defined by (3.6). After some computation, we find

¢ 2 — /I — 187 5 1+I—4y
0 = e —— =
2y

37
Using the result of [5], one can see
v(0) € (&, 7).

In view of u(0) —~yv(0) 4+ 1 = 0, it follows that w(0) € (1 — 0,1 —~&,). This means
that

1—+/1-—-4 1 4 — 18
%w(@%%.

Thus the proof is complete. 0

Concerned with the uniqueness of the solutions given by Theorem 3.1, we obtain
the following proposition.

Proposition 3.8. Let (u,v) be the radially symmetric solution given by Theorem
3.1. Then it is unique (up to translation) solution for (SP2).
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Proof. See the result of [35]. O
Making use of Proposition 3.8, we will show the following proposition.

Proposition 3.9. Let vn(r) denote the solution given by Theorem 3.1 for each
dimension N. Then it follows that

uns1(r) <won(r) for re€[0,400) and N > 1.

Proof. Note that vx(r) and vy,1(r) satisfy
Yo + ?UN + f(on) =0, (3.10)
and
VX1 + NT_UEVH + fon41) = _%U§V+1 > 0.

Therefore vy 41(r) is a lower solution of (3.10).

Moreover, vy_1(r) satisfies the following inequality,

N -1 1
YN+ T“?\fﬂ + f(un-1) = ;vaq <0.

Hence vy_1(r) is an upper solution of (3.10). Using the comparison principle and
uniqueness result given by Theorem 3.8, one can see that

unt1(r) <on(r) <woy_i(r) for r€[0,400).

Consequently, the proof is complete. O

Finally, we will prove Theorem 3.2. In order to construct an unstable eigenvalue,
we must use the result of [5].

Proof of Theorem 3.2. Let (y,1) be the radially symmetric solution given by The-
orem 3.1. Then

o(x) +yh(r) —1=0 for xecRN. (3.11)

By linearizing (NSP2) around (¢ — 1,%), the corresponding linearlized eigenvalue
problem in case d = 1 and Ay =1 is as follows:

{ As — (w2+%)s—2g0v = pu,

2 3.12
Av—l—%s—i—%(ng—l)v:uv. (3.12)
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Set some functional space Wy as
Wo = {(s,v) € W : s(x) +yv(z) =0 for any z € R},
where W = L2(RN) x L*(RN). If (s,v) € Wy, then it follows from (3.11) and (3.12)
that, s +yv =0 and
Av + %{—371&2 +2¢ — 1}v = pw. (3.13)

According to the result of [5], the eigenvalue problem (3.13) has a positive real
eigenvalue with the corresponding eigenfunction v(z) € L2(RN). Thus (3.12) has
also at least one unstable eigenvalue. O

3.2 A priori estimates and proofs of non-existence

results
In section 3.1, we have used the fact that (SP2) can be reduced to a single equation
when Ay = 1. However, if Ay is not 1, the property breaks down. Therefore, we
must consider essentially system problem in case Ay # 1. It becomes generally a
difficult problem.
To prove Theorems 3.3 and 3.4, we need some a priori estimates for solutions

of (SP2). Our analysis is based on the strong maximum principle in the following
form (see, e.g. Peletier-Troy [29]).

Strong maximum principle. Let w(Z 0) be a classical solution of
Aw +c(z)w = f(z), =€ RN,

where c(x) is a non-positive bounded continuous function on RN. Suppose that
f(x) <0 forx € RN, If

liminf w(z) > 0,

|z|—o0
then it follows that
w(r) >0 for xRN
Using the strong maximum principle, we can show the following lemmas.
Lemma 3.10. Assume Ay > 1 and A < 4. Then

Mu(z) —1) +v(z) >0 for ze€ RN
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Proof. Define s = A\(u — 1) +v. Then (3.1) and (3.2) lead to

1 1
As — 1-—— U2+/\}S:(——1)UU2—/\U+/\, lim s =0.
{( )\7) Ay ( ) [
If Ay > 1 and A <4, then

1 1
(1—)\—7>v2+)\>0 and ()\—’y—l)v(?ﬂ—/\v-i-/\)ﬁo-

Therefore we can use the strong maximum principle to show that s(x) > 0 for
r € RN, O

Making use of Lemma 3.10, we can prove Theorem 3.3.

Proof of Theorem 3.3. Addition of (3.1) and (3.2) gives that
Au+~yAv =Au+v — A\ (3.14)

Integrating (3.14) on RN, then we have

0= /N()\(u — 1) +v)du. (3.15)

But Lemma 3.10 means that the right side of (3.15) is positive. This is a contradic-
tion. Thus the proof is complete. O

Next, we will mainly discuss a priori estimate of nontrivial solution for (SP2) in
case Ay < 1.

Lemma 3.11. Let (u,v) be any nontrivial solution of (SP2). Then

0<u(z) <1, and v(x)>0 for xRN

Proof. We first show u(z) > 0 for z € RN by contradiction. Assume inf,cgn u(z) <
0. Since lim;| o u(x) = 1, u has its minimum at x = w;

xie%fN u(x) = u(zg) <0.

Note Au(zg) > 0. So it follows from (3.1) that
0 < Au(zg) = u(zo)v(m0)® + Mu(re) — 1) < =X < 0.

This is a contradiction. Therefore, inf, cg~ u(z) = min,cg~ u(z) > 0.
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We next put u — 1 = w. Then (3.1) and (3.3) imply that

Aw— A w=uv*>0 and lim w(z) = 0.

|z|—o0

We can use the strong maximum principle to show w(x) < 0 for x € RN, which
shows

u(r) <1 for x e RN
Finally (3.2) and (3.3) give

YAV —v = —uww?* <0, lim v(z)=0.

|| 00
Using the strong maximum principle again, we get
v(z) >0 for xc RN,
Thus the proof is complete. 0

Lemma 3.12. Let (u,v) be any nontrivial solution of (SP2). Then the following
inequalities hold true.

() If Ay < 1, then u(z) +yv(z) — 1 <0 for x € RN.

() If Ay > 1, then u(z) +yv(x) —1 > 0 for z € RN.

Proof. We first consider the case Ay < 1. Define p = u + yv — 1; then (3.1)-(3.3)
leads to

Ap—Ap=(1—=XM)v>0 and lim p(z)=0.

|z —00
Then the strong maximum principle yields
p(z) <0 for x<c RN

Thus the proof is complete in case Ay < 1. The proof for Ay > 1 is almost the same;
so we omit it. 0

Lemma 3.13. Let (u,v) be any nontrivial solution of (SP2). Then the following
inequalities hold true.

() If »y < 1, then u(z) + yv(x) > Ny for x € RN.

(i) If Ay > 1, then u(x) + yv(x) < Ny for z € RN.
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Proof. We give the proof only in the case Ay < 1. The other case can be treated
almost in the same way. Define ¢ = u + yv — Ay, then

1 1
Aq——q:()\——)ugo.
Y Y

Since lim|y|—. q(7) = 1 — Ay > 0, we see from the strong maximum principle that

q(z) = u(x) +yv(r) = Ay >0 for =€ RN,

For any solution (u,v) of (SP2) define

Unin = I u(r) and Ve, = max v(z).

Then we can show the following lemma.

Lemma 3.14. Assume Ay < 1.
() If My? > 1, then i = 1 and vpap = 0.
(i) If \y* < 1, then

>1—\/1—4)\72 <1+\/1—4/\72

Umin = and Umaz >
2 2y

Proof. Assume u #Z 1 and v # 0. Let u,;, = u(z,,) for some z,, € RN. In view of
(3.1), observe that

0 < Au(xy,) = u(@m) A+ v(z,)*) — A

Hence

> > A
T At u(x,)? T A+ 02

max

(3.16)

Set Ve = v(zar) for some zp; € RN, Then one can see from Lemma 3.12 that
VUmaz = Y0(Tp) < 1 —u(xpr) < 1 — Upin. (3.17)
Combing (3.16) with (3.17), we get

A
A+ 02

max

< Umin < 1 — YVmae- (3.18)
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If 4\y* > 1, then it is impossible to find (Umin, Vima) satisfying (3.18). So (SP2) has
no nontrivial solution in case 4\y? > 1. If 4\y? < 1, it is easy to see from (3.18)

that
1—\/1—4)\72< <1+\/1—4/\72
Umin ’
2 2
1—\/1—4)\72< <1+\/1—4)\72
Umaac .
2y 2y
Thus the proof is complete. O

Lemma 3.15. Let My < 1 and 4\y? < 1. Assume that there exists a positive
number a satisfying

14 /1 4r2
1> ay > — 5 r (3.19)
va® —a+4(1 — \y) > 0. (3.20)

Then any solution (u,v) of (SP2) satisfies
a(u(z) —1) +v(z) <0 for xc RN

Proof. Multiply (3.1) by a and multiply (3.2) by % Adding the resulting expres-
sions leads to

1 1
alAu+ Av = (a— —) uv? + al(u — 1) + ~v
g g
If we set 7 = a(u — 1) 4 v, then r satisfies lim;|—.oc 7(2) = 0 and

Ar—{A+(1—i)v2}r:1_a7v{v2—av+M}. (3.21)

ay ay 1—ay

Here

a(l—XMy) a2 a®  a(l—\y)
= = (v 3) R g

v?—av + —=
1 —ay

2

m{vcﬂ—a—i—ll(l—)q)};

so that the right hand side of (3.21) is nonnegative by (3.20). As to the coefficient
of r in (3.21), it follows from Lemma 3.14 that

2

1 1— 14 /1 —4)\y?

/\+<1——)v2 > A m( il 7)
ay ay 2y

14 /1 —4X\y? 1 14 4/1—4\y?
272 2ary

9
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which is nonnegative by (3.19). Then the strong maximum principle enables us to
show r(z) < 0 for z € RN. O

Remark 3.16. In Lemma 3.15, (3.20) holds true whenever D := 16Ay* —16y+1 <
0. On the other hand, if D > 0, then (3.20) is equivalent to

1++vVD a<1—\/5

2y or - 2y

a>

Therefore, in order to choose a satisfying (3.19) and (3.20), it is possible to take

>1+\/1—4/\72
a
> 2
if
A < max 167_1,i ,
1672 ' 5y
and
2 _
a>1+\/16m 167 + 1
> 2
if

16y—1 4
A > max b ,— .
1692 " 5y

Lemma 3.17. Assume Ay <1 and v < §. Let

— 2
14+4/1—4)y if A< 4

- 1+\/ig>\ 2_16y+1 - (3.22)
72 —16y , 4
2 ’Lf A > 5
Then the following inequalities hold true;
Umin = 17 Umaz = 0 Zf 25422 < A < 4,
Umin = %;74)\7 Umazx S W 0th€TWi8€.
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. 1—/1—4x2
Proof. Since 4\y? < 1, Lemma 3.14 means ,,;,, > fv Moreover,

16v—1 4 4
max ,— = —,
162 " 5y 5y

in case v < i. It is seen from Remark 3.16 that, if a is defined by (3.22), then a

satisfies (3.19) and (3.20). Hence Lemma 3.15 implies
Umaz < @(1 = Upmin). (3.23)

So, one can repeat the proof of Lemma 3.14 and use (3.23) in place of (3.17). Making
use of (3.22), one should note that

1
<7v < - and

a? < 4)\ if and only if 1 252

<A< 4.

| —

Hence the conclusion follows from (3.16) and (3.23) as in the proof of Lemma 3.14.
U

Lemma 3.18. Let My <1, v < i and define a by (3.22). Assume that there exists
a positive number b satisfying

a—+va? — 4\
b>—— = 3.24
a>b> a (3.24)
b — b+ 4(1 — \y) > 0. (3.25)

Then any solution (u,v) of (SP2) satisfies

b(u(zx) —1) +v(z) <0 for xRN

Proof. The idea of the proof is similar to that of Lemma 3.15. 0

Remark 3.19. If A < %, then we can show conditions (3.24) and (3.25) are
equivalent to

14+,/1-4 .
sz“ if X < X*(v), (3.26)
p> HVIOPTIOHL p ys xv(y).

where q = SVITA7 ”;4/\72, X = My and X*(v) € (0,1) is a unique number satisfying

X* = (1 - X*)(1 4+ 1T—4yX*)% It is not difficult to verify the condition of X*
given in (iii) of Theorem 3.4.
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Using Lemmas 3.11-3.18, one can prove Theorem 3.4.

Proof of (i) for Theorem 3.4. Assume that (SP2) has a nontrivial solution (u,v).
Define the following set

1
A:{(u,v)€R2:0<u<1, 0<v<—(1—u)}.
g

Lemmas 3.11-3.12 imply (u(x),v(x)) € A for every x € RN. Here observe that every

(u,v) € A satisfies uv < 1 if v > 1. Therefore, yAv = v(1 — uv) > 0 everywhere
in RN, Since lim|, oo v(x) = 0, then the strong maximum principle shows that
v(x) < 0. This is impossible. O

Proof of (ii), (iii) for Theorem 3.4. For v < ; and A < %, define
1 — /1 —4)\y?
B:{(u,v)ERQ: 5 i §u<1,0<v<a(1—u)},

where a is a positive number satisfying (3.19) and (3.20). Then by Lemmas 3.11-
3.14, (u(x),v(z)) € B for every z € RN. Here we should note that every (u,v) € B
satisfies uv < 1 if a satisfies a < 4. As in the proof of (i), (SP2) has no nontrivial
solutions if one can choose a satisfying (3.19), (3.20), and a < 4. Since a is given
by (3.22), this condition is possible when A and ~ satisfy

4
——16<A<4 with -
¥ )
Thus we see the nonexistence result in case (ii).
On the other hand, for the case where A and v do not satisfy (3.27), define the
following set

(3.27)

R

<7<

a— Va2 —4\

C:{(u,v)eRQ: 5

<wu<l, 0<v<b(1—u)},

where b is a positive number which satisfies (3.26). Similarly to the proof of (ii), it
is sufficient to show b < 4 in order to prove the nonexistence of nontrivial solutions.

14,/1-23 A—IX
Recall that we can take b = — o © with a = w if X < X*(). Then b <4
is equivalent to

AN
1- 5 <8y-1

After some calculations, it follows that

4(1 — 4v)
(1 44y —16v2)%
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For X > X*(v), we choose b = Ity 16/\;72_167“. Then b < 4 is equivalent to X < 4~.
Thus the proof is complete. 0

Figure 3.3 is represented as the regions A, B and C' in the proof of Theorem 3.4.

vl\

1y

Figure 3.3: The regions A, B and C.

3.3 Generalized stationary problem

In this section, we will discuss stationary solutions for the following generalized
problem;

uy = Au—uv® + M1 —u) in RN x (0,00),
(GP) Ty, =~vA > — in RN x (0

Tuy = yAv + uv® — v in x (0, 00),
where A, v and d are positive parameters, and « is a constant satisfying o > 1. Here
the corresponding chemical reaction is as follows;

U+aV — (1+a)V,
V- P

We mainly treat with the following stationary problem for (GP) in this section.
Au—uw® + A1 —-u)=0, ze€RN,
(GSP) YAV + uv® — v = 0, r € RN,
lim, 400 (u, v) = (1,0),
Note that constant solution of (GSP) is uniquely determined by (u,v) = (1,0).
There exists almost no results of (GSP) except for [18]. We will discuss existence,

non-existence, and stability of non-trivial solutions for (GSP). Moreover, we will
deal with global stability for the constant solution.
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3.3.1 One dimensional case

For one dimensional case, (GSP) can be described as

' —uv® + A1 —u) =0, r €R, (3.28)
" + uv® — v =0, r € R, (3.29)
liril (u,v) = (1,0). (3.30)

Throughout this subsection we call this stationary problem (GSP1). Here we define

2V/@D(q 4+ 2)(a — 1)
ala + 1)a/(a_1) ‘

(3.31)

7 () =

Then it is well known that the following theorem holds true.

Theorem 3.20 ([18]). Let Ay =1 and v1(«) be the constant defined by (3.31)
(a)If 0 < v < m1(«), then problem (GSP1) has a unique solution (u(z),v(x)) with
the following properties

Du(—z) =u(z), v(—z)=v(z), ulr)=1—qv(z) for z€R;

(i)u'(z) >0 and V' (x)<0 for x>0

(i) limy 4 oo (u(z), W' (2), v(2), ' (z)) = (1,0,0,0).
(i) If v > m(«), then problem (GSP1) has no non-trivial solution.

Remark 3.21. [In [18], Hale-Peletier-Troy have used the implicit function theorem
to show that (GSP1) has a unique one-pulse solution when Ay =1+¢€ and 0 < vy <
1 () if € is sufficiently small constant.

We will consider maximum value and convergence rate of the solutions given by
Theorem 3.20. Then the following proposition holds true in [18].

Proposition 3.22 ([18]). Let vpa, denote the mazimum of v given in Theorem
3.20. Then vpyqe s the smallest positive solution for the following equation;

2y(a+ 1v* = 2(a +2)v* '+ (a + 1)(a +2) = 0.

Proof. For the reader’s convenience, we will give the outline of the proof. Observe
that v satisfies the following differential equation in case Ay = 1;

" = v —v* 4+ vt (3.32)
Multiplying (3.32) by v" and integrate in R, then

Yone L, 1 a+1 v a+2
x — a2 _ - _— . 3.33
SR L L L (3.33)
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Denoting vymqe. = v (xar), we see that v’ (zp;) = 0. Because v (z7) > 0, then
2v(a+ 1)v2 ., —2(a +2)v2 1t + (a+1)(a+2) = 0. (3.34)

In view of (3.33), Uya. is the smallest positive solution for (3.34). Thus the proof is
complete. O

Proposition 3.23 ([18]). Let (u,v) be the one-pulse solution given by Theorem
3.20. Then it follows that

lim (1 —u(x)) e\/g‘m| <oo and lim U(x)e\/g‘m| < 00.

r—=F00 r—F00

Proof. The convergence result for v can be immediately derived by (3.32). Note
that

w(x) +yv(r) —1=0 for z€R.
Hence one can derive the estimate for u. Thus the proof is complete. O

Next, we will study stability for the one-pulse solutions given by Theorem 3.20.
By setting

s(z,t) =u(z,t) —1 for (x,t) € R x (0,00),
then (GP) can be written as

sp=5"— (14 s)v™ — As, in R x (0,00),
Tvp = 0" + (1 + 5)v* — v, in R x (0,00),
S(.T,O) = 80(-1'), U(.I',O) = UO(x) on R7

where so(x) and vo(z) denote non-negative initial values.
Then one can show the following stability result as in the proof of Theorem 3.2.

Theorem 3.24. Let d = 1 and denote W = L*(R) x L*(R). Then the one-pulse
solutions given by Theorem 3.20 are linearly unstable in W.

Next, we will discuss the case

Ay #£ 1. (3.35)

The following propositions are concerned with upper bound estimates of non-trivial
solutions for (GSP1) in case A and ~ satisfy (3.35).

Proposition 3.25. Let (u,v) be any nontrivial solution of (GSP1). Then

0<u(x)<1l and v(z)>0 for xcRN
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Proposition 3.26. Let (u,v) be any nontrivial solution of (GSP1). Then the fol-
lowing inequalities hold true.

() If Ay < 1, then u(z) +yv(z) — 1 <0 for x € RN.

(i) If Ay > 1, then u(x) +yv(x) —1 >0 for z € RN.

Proposition 3.27. Suppose that (u,v) is any nontrivial solution of (GSP1). Then
the following inequalities hold true.

() If Ay < 1, then u(z) + yv(z) > Ay for z € RN.

() If Ay > 1, then u(z) + yv(x) < Ay for x € RN,

The proof of the propositions are similar as that of Lemmas 3.11-3.13. So we
omit it here.

As for the lower bound for solutions of (GSP1), we can obtain the following
property.

Proposition 3.28. Assume that (u,v) is any solutions of (GSP1). Then

u(z) > for zeR,

A+ Ce

C:max{)\,l}.
Y

The proposition can be shown by using the same method of Lemma 3.14. We
omit its proof here.

where

Now, we will study the convergence rate of non-trivial solutions for (GSP1) in
case |x| is sufficiently large. By setting

/ /
u=p, V=g

then (GSP1) can be expressed as the following ODE system;

u' =p,

P =uv® + Nu—1),

v =g,

/ 1 a 1

q¢ = ——uv” + —v.
Y Y

Linearizing these differential equations around (u, p,v,q) = (1,0,0,0), then we have

1
u=p, p=i, VvV=¢q, ¢==>0v (3.36)
v
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Denote

O O > O

o O O
RN O O O
O = O O

Then (3.36) can be written as
2 =Az for z=(u,p,v,q).

Every eigenvalue p of A satisfies the following equation;

Thus, it follows that

1
w= j:\/x, i\/;.

Then the corresponding eigenvector (u, p, v, q) of u satisfies

1
p=pu, Au=up, q=pv, ;Zuq-

Therefore we see that the normalized eigenvector is
(1) (U,p, v, Q) = ﬁ(l, \/X, 0, 0) if n= \/X’
(ii) (u,p,v,9) = A= (1, =VA,0,0) if g = —V/X,

(if) (u.p,0.0) = \ /75 (0,0.1,4/1) if = /1,
(iv) (u,p,v,q) = \/% (0,0,1, —\/g) if p=-— %

Hence if x — —o0, then

1z
(u - 1,]9, v, Q) ~ Aeﬁxp_i + Be\ﬁ D2,

where A < 0 and B > 0 are some constants, and

T, 1 /1,
p= (6\/%7\/}6\/&7070) and p; = (0,0,e\ﬁ ,\/;eﬁ ) .
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On the other hand, if x — +o00, then we see

iz
(’LL - 17p7/Ua Q> ~ Ceiﬁzq_i + Def\ﬁ q2,

where C' < 0 and D > 0 are some constants. Furthermore,
_ /1 1 - /1,
g = <e_‘/xm,\/Xe_‘/Xx,O,0) and ¢ = (0,0,e ﬁ ,—1/—€ \ﬁ ) .
Y

Thus the convergence rate of non-trivial solutions for (GSP1) do not depend on a.
Moreover, if A (resp. %) is sufficiently large, a nontrivial solution u (resp. v) can be
like a needle shape.

Finally, we will derive important non-existence results of (GSP1). Put

(o) = 222 (3.37)

ao—1

Then one can show the following nonexistence theorem in case Ay > 1 through the
same method of the proof for Theorem 3.3.

Theorem 3.29. Let Ay > 1 and 7v2(«) be the constant defined by (3.37). If A <

—72%0[), then (GSP1) has no nontrivial solution.

Proof. Define a function s := A(u — 1) +v. Then s satisfies

1 1
() E e e

If \y>1and A < m, then we have

1 1
(1—A—7)UQ+A>O and ()\—’y—l)v(va—)\valﬂL)\)SO-

Therefore we can use the strong maximum principle to show that s(z) > 0 for z € R.

Addition of (3.28) and (3.29) implies that
u" + 0" = Au+v— A\ (3.38)
Integrating (3.38) on RN leads to
/ (A — 1) + v)dz = 0. (3.39)
R

But the left side of (3.39) is positive. This is a contradiction. Thus the proof is
complete. O
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Using the similar method as the proof for (i) of Theorem 3.4, one can show the
following nonexistence theorem.

Theorem 3.30. Let v5(a) be the constant defined (3.37). If Ay < 1 and v > y2(a),
then (GSP1) has no nontrivial solution.

Remark 3.31. (i) If a = 1, then (GSP1) has only trivial solution.
(ii) When « is sufficiently large, we can derive the following estimate;

lim () = 1.

a—00

Proof. Making use of (i) for Proposition 3.26, then

' = vl —uw* )
> oy —v* 4 1)
> 0,

provided v > (). Since limp|—. v(z) = 0, v(x) is a constant. Therefore u(x) is
also a constant. Thus the proof is complete. O

Theorems 3.29 and 3.30 imply that nonexistence region of non-trivial solutions
for (GSP1) can be larger if «v is near one, but can be smaller if « is sufficiently large.
Figure 3.4 is depicted as the nonexistence regions given by Theorems 3.29 and 3.30.

A A AIL

Ay=1 Ay=1

Y

Y

0 v o 1 1%

(a) a is near one (b) a is sufficiently large

Figure 3.4: The non-existence regions in case a ~ 1 and a — 00.

3.3.2 Higher dimensional case

For higher dimensional case, one can derive the following existence and stability
results when Ay =1 as in Section 3.1.
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Theorem 3.32. Let Ay =1 and N > 2. Suppose that v1(«) is the constant defined
by (3.31).
(a)If 0 < v < y1(«), then problem (GSP) has a solution (u(z),v(x)) with the fol-
lowing properties

u(z) =u(lz]), v(z)=v(z)), u@)=1-qv(z) for xeRN;

(i)u'(r) >0 and V' (r)<0 for r=|z|>0;

(i) limy— 4 oo (u(x), v/ (x), v(x), V() = (1,0,0,0).
(b) If v > v1(«), then problem (GSP) has no nontrivial solution.

Remark 3.33. As for the convergence rate of the radially symmetric solution (u(r),v(r))

given by Theorem 3.32, one can show that for any € € <O,%
l76 . T l76
lim u(r)e’ V7" < oo and lim v(r)e’Vo"" < .

In order to study stability for the solutions given in Theorem 3.32, we will con-
sider the following parabolic problem as in Theorem 3.24;

st =As— (14 s)v* — As in RN x (0, 00),
Ty = yAv + (14 5)v* —v in RN x (0, 00), (3.40)
S(.T,O) = 80(-1'), U(.I',O) = UO(x) on RNa

where so(z) and wvg(x) represent the initial functions. Then the following theorem
can be shown by the same method of the proof for Theorem 3.24.

Theorem 3.34. Let \y = 1 and define functional space W = L*(RN) x L*(RN).
If d = 1, then the radially symmetric solutions given by Theorem 3.32 are linearly
unstable in W.

Proof. The proof is almost same as that of Theorem 3.24. Therefore we omit it. [

Finally, we establish the following non-existence result of (GSP) for higher di-
mensional case.

Theorem 3.35. Let N > 2 and vo(«) be the constant defined in (3.31). If

A< !
72(04)

and 7y = ya(a),

then (GSP) has no nontrivial solutions.

Proof. The proof of the theorem is almost same as that of Theorems 3.29 and 3.30.
So we omit it here. O

71



3.3.3 Global stability for constant solution

In this subsection, we will show that the constant solution (1,0) of (GSP) is globally
stable for some special parameter case. Hence we treat with the following Cauchy
problem;

upr = Au — uv® + (1 — u) in RN x (0, 00),
v = yAv +uv® — v in RN x (0, 00), (3.41)
limg| oo (u, v) = (1,0) for t>0, '

(u(x,0),v(x,0)) = (ug(z),v0(x)) on RN,

In order to establish global stability results, we will need the following maximum
principle [4, 11], comparison principle, and a solution property for the linear heat
equation.

Theorem 3.36 ([4, 11]). Let z(x,t) be a continuous bounded function of
z—Az+c2<0  in RN x(0,00),
limg| oo 2(2,) <0 for t>0,
2(z,0) <0 on RN

Here ¢ = c(z,t) is a non-negative smooth function in RN x (0,00). Then it follows
that

2(z,t) <0 in RN x (0,00).

Theorem 3.37. Let w and z be smooth functions on RN x (0,00). Suppose that w
and z satisfy

wy — dAw — f(w) > 2z — dAz — f(2), (z,t) € RN x (0,00),
w(z,0) > =(z,0), RN,

lim w(z,t) > lim z(x,t), t € (0,00).
|z| =400 |x| =400

Then the following inequality holds true;

w(r,t) > 2(x,t) for (x,t) € RN x (0,00).

Theorem 3.38. Assume that z(z,t) is a solution for the following Cauchy problem;

z=A0Az—Az in RN, 2(x,0) = 2,

72



where A is a non-negative constant, and an initial function satisfies zo € L*(RN).

Then it holds that

lim sup |z(z,t)] = 0.

1—00 pcRN

Here we define the following functional space.

Notation 3.39. We denote Y = Cp(RN) x L} RN). Here f € Cp(RY) is a
continuous bounded function on RN.

Using these theorems, we can obtain the following lemma concerned with a priori
estimates and asymptotic behavior of solutions for (3.41).

Lemma 3.40. Let (u,v) be any solution for (3.41). Suppose that (uo(x),vo(z)) €
Y xY. Then there exists a positive constant M such that

0 <u(z,t) <M, v(x,t)>0 for (r,t)€RN x(0,00).
Moreover, it follows that
limsupu(z,t) <1 in xRN

t—+o0

Proof. Assume that u(xg, ) < 0 for some 2o € RN and t, > 0. Since Au(zg,ty) >
0, then we find that

u(o, to) = Aulxg, to) — u(zo, to)v(xg, to)* + A1 — u(xo, to)) > A
This is a contradiction. Hence u(x,t) > 0 for any x € RN and ¢ > 0.
Recall that
up = Au—uv? + A1 —u) < Au+A1—u) in RN x (0,00).
Using Theorems 3.37 and 3.38, then

limsupu(x,t) <1 for =€ RN

t——+00

Finally, note that

d d
vy —dAV+ —v = —uww® >0 in RN x (0,00), ‘l|im v=0 for t>0.
Y Y T|—00

Therefore we see from Theorem 3.36 that
v(z,t) >0 in RN x (0,00).

Thus the proof is complete. 0
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Next, we will derive some information about the upper bound and asymptotic
behavior for v in case d = 1.

Lemma 3.41. Assume d =1 and (u,v) is any solution for (3.41). Define a func-
tion p(z,t) := u(z,t)+vyv(x,t)—1. If \y <1 and p(x,0) € Y, there exists a positive
constant M such that p(x,t) < M for any v € RN and t > 0. Moreover,

limsupp(z,t) <0 for z € RN,
t—+00
Proof. Observe that p(z,t) satisfies the following equations;

pr—Ap+Ap=A—1v <0 in RN x (0,00),
limpy—~eep =0 for t>0.

It follows from Theorems 3.37 and 3.38 that

limsupp(z,t) <0 in z € RN,

t—+00
Thus the proof is complete. 0

Lemma 3.42. Suppose that d = 1 and (u,v) is any solution for (3.41). Define
q(z) = u(z) +yv(x) = Ay. If »y > 1 and q(x,0) € Y then there exists some positive
constant M such that

q(z,t) <M for (x,t) € RN x (0, 00),
and
limsupg(z,t) <0 for xRN
t—-+o0
Proof. Notice that ¢(z,t) satisfies

qt—Aq—l—%q:(l—/\v)ugO in RN x (0, 00),
limpy~0qg=1-Ay <0 for t>0.

As in the proof of Lemma 3.41, these inequalities complete the proof. O
Now, set two-dimensional region D, as follows;

2. < > < i <
DGZ{{(u,v)ER 0<u<libo>0u+yv<1+4¢€} if Iy <1, (3.42)

{(u,v) eR?:0<u<L,v>0ut+yw < Ay+et if \y>1,
for any fixed positive constant e. See Figure 3.5.

Making use of Lemmas 3.40-3.42, we can obtain the following theorem.
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v A v A
(1+e)/y A+e/y
0 1 u 0 1 u
@Aay<i (b)Ay>1

Figure 3.5: The region D, defined by (3.42).

Theorem 3.43. Let d = 1. Then for any (ug(x),vo(x)) € Y X Y, there erists a
unique time global solution (u(zx,t),v(x,t)) of (3.41) such that

(u(z,t),v(x,t)) € D, for (x,t) € RN x (T, 00),
of T is sufficiently large constant.

Finally, we will show that the constant solution (1,0) is globally stable if we
impose some suitable conditions with the parameters for (3.41). Our first stability
result is in case Ay <1 and d = 1.

Theorem 3.44. Suppose that Ay < 1 and d = 1. If v > (), then the corre-
sponding solution (u,v) of Theorem 3.43 satisfies

lim (u,v) = (1,0) uniformly in RN,

t—o00

for any initial data (ug(z),ve(x)) € Y X Y. Here yo(a) is defined by (3.37).
Proof. It follows from Theorem 3.43 that

max wv® ! < max (1 —qv+e)v*!

2ERIST TEREST
< max (1 —y)v* '+ max e®!
TEREST 2ERIST
a—1

e} 1
< el )+6 (—)

g g
< 1, (3.43)

provided v > 75(a) and T is sufficiently large. Then we see

1
vy = Av+ §v(uva’1 —1)<Av for (x,t) € RN x (T, 00).

75



According to Theorems 3.37 and 3.38, we find

lim v(z,t) =0 uniformly in z € RN

t—o0

Thus for any constant 6 > 0 there exists a large constant 7" not depending on x
such that

lv(z,t)| <d in RN x (T, 00).
It follows from (3.41) that
wy > Au— 6+ A1 —u) in RN x (T, 00).

Hence

A
ligglfu(x,t) > T

Taking 6 — 0, then we deduce that

lim u(x,t) = 1 uniformly in z € RN,

t—o0
Thus the proof is complete. O

Finally, we establish the following global stability result concerned with case
Ay >1and d=1.

Theorem 3.45. Assume that d =1 and Ay > 1. Let y2(«) be defined in (3.37). If
A\ < ——, then the solution (u,v) given by Theorem 3.43 satisfies

72(a)’

lim (u,v) = (1,0) uniformly in RN,

t—00
for any initial condition (up(x),vo(z)) € Y x Y.

Proof. Define a new function s = A(u — 1) + v. Then s(x,t) satisfies

1 _ 1 a a—1
st—As+{/\+ (1_)\_7) U}S— (1 )\7) v(v® — AT+ N), (3.44)

for (x,t) € RNx (0, 00). Since A < m, then the right side of (3.25) is non-negative.
Because

lim s(x,t)=0 for t>0,

|| =00
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it follows from Theorems 3.37 and 3.38 that

limsups(z,t) <0 for z € RN

t——+o00

Choosing T as sufficiently large, then we deduce

1
v < Av— )\_VU(UQ — P N) < Av for (2,t) € RN x (T, 00).

As in the proof of Theorem 3.44, this inequality completes the proof of Theorem
3.45. 0
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Chapter 4

Monotone front solution for
generalized stationary problem

In this chapter, we will primarily study the following generalized boundary value
problem;

v —uwv® + N1 —u) =0, in R,
(SP3) "+ uv® —v =0, in R,

(u7 U)(_OO) = (1’ 0)7 (u’ U)(+OO) = (u-l—v U-l—)v
where « is a constant satisfying o > 1. Furthermore, (u,,v,) is a pair of constants
which satisfies

1 ! (4.1)
up =1——v )
+ )\ +>
and v, is the smallest positive solution of the following equation

v — Nt A =0. (4.2)

A solution of (SP3) is generally called front solution. And it is regarded as stationary
chemical front wave and plays an important role for pattern formation of the Gray-
Scott model.

This chapter mainly treats with the following two problems;

(a) Existence and non-existence of monotone front solutions in case o = 2.

(b) Existence and stability of monotone front solutions in case Ay =1 and a > 1.
Here a monotone front solution of (SP3) is defined as follows;

Definition 4.1. A monotone front solution is a solution for (SP3) which satisfies

u'(z) <0, v'(x)>0 for ze€R.
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Y

Figure 4.1: The profile of monotone front solution for (SP3).

Figure 4.1 shows the profile of monotone front solution.

In Section 4.1, we mainly deal with the problem (a). Hale-Peletier-Troy have
studied (SP3) in case

2
AMy~1 and vy~ o (4.3)

and obtained a unique monotone front solution. However, if A and + do not satisfy
(4.3), the solution set of (SP3) has been largely open problem.

Let

A= VA2 —4N N+ VA2 —4)
(u27/02): 2\ 5 9 .

Then Section 4.1 gives the following non-existence results of monotone front solution.

(4.4)

Theorem 4.2. Let My <1 and oo = 2. Then (SP3) has no monotone front solution
provided

4vy — 6 6 }

.
i mm{ 302 " A(vg + 3)

where vy is defined by (4.4).

Theorem 4.3. Let Ay > 1 and a = 2. Then (SP3) admits no monotone front

solution provided
- 4vy — 6 6
max )
7 302 A(vs + 3)
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local branch of heteroclinic sol.

-~ nonexistence region

Figure 4.2: The nonexistence regions of monotone front solution for (SP3).

Figure 4.2 represents the non-existence regions given in these theorems.
Concerned with the problem (b), Hale-Peletier-Troy have discussed (SP3) in case
Ay =1and v = ;. Here

2V (o — 1) (o + 2)
1T T afa + 1)/

(4.5)

Then they have constructed the following monotone front solution.

Theorem 4.4 ([18]). Let v, be the constant defined by (4.5). Suppose that \y =1
and v = 1. Then (SP3) has a unique solution (p, ) which satisfies

o+7—1=0, ¢ <0, >0 for ze€R.
In order to discuss stability of the monotone front solution, we must consider

the following non-stationary problem:;

up = u” —uwv® + A(1 — u), in R x (0,00),
(NSP3) vy = " +uw® — v, in R x (0,00),
u(z,0) = up(x), wv(x,0) =wv9(x) on R.

Here ug(x) and vg(x) are non-negative continuous functions in R. Furthermore, A,
~v and d are positive parameters.

Notation 4.5. Cg(R) is a function space of continuous bounded functions on R.
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Let ( = (p,1) be the monotone front solution given by Theorem 4.4. If the
initial data zo = (ug(x),ve(x)) € C(R) x Cg(R), then we obtain our main stability
result in Section 4.2.

Theorem 4.6. Suppose that Ay =1 and vy satisfies (4.5). If d =1 and a > 1, then
¢ is asymptotically stable in the following sense: there exist constants 0, M,k > 0,
and ¢ € R such that, if

120 = C()lloe <6,
then the solution z(-,t) = (u,v) of (NSP3) corresponding to initial data zo satisfies

1201 t) = €+ Elloo < M|[2(+ 0) = C()floce™™"

This theorem is an extension of the result of [18]. Hale et al. have used the result
of Tistchmarsh [34] for proving Theorem in case o = 2. However, their method can
not be applied for the stability problem in case o > 1. To overcome this difficulty,
we will focus on zero point of eigenfunctions for linearized eigenvalue problem.

Finally, traveling front solution related to (SP3) is discussed in Section 4.3. We
primarily study the following equations;

{U”+CU’—UV°”+/\(1—U):0, ¢ €R,

W'+ GV + UV -V =0, ¢ ER. 40

Here the prime is the derivative with respect to & := x — c¢t. Moreover, A\, v and d
are positive parameters, and c is a constant called traveling wave speed. Here we
impose the following boundary condition;

(U(=00),V(=00)) = (uy,vy),  (U(+00), V(+00)) = (1,0), (4.7)
where (u4,v4) is defined by (4.1) and (4.2).

In Section 4.3, we treat with existence and stability for traveling front solutions
satisfying (4.6) and (4.7). Especially, we will show that traveling front solutions are
linearly stable for the special parameter case.

4.1 Proofs of non-existence results

If @ =2, then (SP3) can be written as

u” —uv? + A1 —u) =0, in R, (4.8)
W +uv® — v =0, in R, (4.9)
(u,v)(—00) = (1,0), (u,v)(+00) = (uz,v2),
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where (ug,v9) is defined by (4.4). This problem is called (SP3-1). In this section,
we will deal with existence and non-existence of monotone front solutions defined
by Definition 4.1.

Then the following theorem is well known in case Ay = 1.

Theorem 4.7 ([18]). Let Ay = 1. If v = 2 then (SP3-1) has a unique solution
(p, 1) which satisfies the following properties;

o+7—1=0, ¢ <0, >0 for ze€R.

If we purturbe v = %, then the following existence theorem has also shown by
Hale-Peletier-Troy.

Theorem 4.8 ([18]). Let (p,) denote the monotone front solution of Theorem
4.7 and define v, = 2. Then there is an ey > 0 such that there exist smooth branches
of front solutions {(u(e),v(e),v(€)) : |e| < €0} of (SP3-1) such that

Re)]

u(e) — o, v(e) > and as €—0

uniformly on R. Moreover,

Making use of Auto 97 [8], Hale-Peletier-Troy [18] have also made numerical
simulation about continuation for the branch of the front solutions. The curve
named C' in Figure 4.3 is depicted as the global branch for front solutions.

A

Figure 4.3: The global branch of front solutions (cf [18]).
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Next, we will discuss the non-existence results given by Theorems 4.2 and 4.3.
To prove these theorems, we will need the following a priori estimates derived by
the strong maximum principle in Section 3.2.

Lemma 4.9. Let (u,v) be any solution for (SP3-1). Define p(x) = u(z)+~yv(x)—1,
then the following inequalities hold true.

(i) If My < 1, then p(z) <0 for any x € R,

(i) If »y > 1, then p(xz) > 0 for any x € R.

Proof. We only prove the case Ay < 1. The other case can be treated in almost
the same way. Adding (4.8) with (4.9), we see

p'=Ap=(1—X)v>0.
By taking x — 400, then it follows that

lim p(z) =0,

T——00

and

lim p(x) =us +yv2 — 1,

T—+00
1
< up+ XUQ —1
= 0.
Therefore one can see from the strong maximum principle to show that
p(z) <0 for z€R.
This completes the proof of Lemma 4.9. 0

Lemma 4.10. Suppose that (u,v) is any solution for (SP3-1). Let q(x) = u(z) +
yo(x) — Ay. Then the following estimates hold true.

(i) If My <1, then q(z) > 0 for any x € R,

(i) If Ay > 1, then q(z) < 0 for any z € R.

Proof. We give the proof only for the case Ay < 1. The proof of the other case is
almost the same. If we add (4.8) with (4.9), then

1
q”—)\q:(/\——>u20.
Y

Taking x — +o00, then we have

lim g(x)=1— My >0,

r——00
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and
liril q(x) = ug + yva — N,
1
Z Ug + XUQ -1

=0.
Making use of the strong maximum principle, we deduce that

q(z) >0 for xe€R.

Using Lemmas 4.9-4.10, one can prove Theorems 4.2 and 4.3.

Proof of Theorems 4.2 and 4.3. We first prove Theorem 4.2 in case Ay < 1. Ac-
cording to Lemma 4.9, we have

W' = v — uv?
> v+ (yo — 1)v?
= v® — v . (4.10)

Note that v'(z) > 0 for any x € R. If we multiply (4.10) by v', then
' > (y0? —v? o), (4.11)

Integrating (4.11) from —oo to oo, then we find

3yv; — 4vg + 6 < 0. (4.12)
Therefore if
> 41}2 —6
/y 32}% )

then the left hand side of (4.12) is positive. It is a contradiction.
On the other hand, it follows from Lemma 4.10 that

" < yvd = Ayv? +o. (4.13)
Multiplying (4.13) by v" and integrating on R, then

3yvs — 4Myvg + 6 > 0. (4.14)
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Note that v, satisfies

vy — \vg + A = 0.

Since
.0
i /\(UQ + 3) ’
the left hand side of (4.14) is negative. This is a contradiction. Thus the proof is
complete for Ay < 1. The proof of Ay > 1 is almost the same, so we omit it. O

4.2 (Generalized stationary problem

This section is devoted to prove Theorem 4.6. We always assume that

)\7 =d= 17 Y=
where 7, is defined by (4.5).

Let L be the linearized operator about ¢ and denote its spectrum by o(L): we
define for n = (u,v)"

Uss P+l apyr! ) ( u )
Ln=— + 07 a a— .

It is well known that the following stability result holds true.

Theorem 4.11 ([19]). Assume o(L) = {0} U o*, where 0 is a simple eigenvalue
and Reo* > v with some v > 0. Then ( 1is stable in the following sense: for any
small neighborhood U in Cg(R) x Cp(R) of ¢, there are constants k > 0, M > 0
and £ € R such that, for any initial data in U, the corresponding solution z(x,t) of
(NSP3) satisfies:

12(-1 1) = €+ Elloo < M|[2(+ 0) = C()floce™"

First we study the essential spectrum o.(L) of L.
Lemma 4.12. It holds that

oc(L) C{peR|pu=c},

% a > 2,
¢ = a(a—1)

where

l<a<?2.
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Proof. In order to show Lemma 4.12, we will use Theorem A.2 in the monograph
of Henry [19, p140]. His result asserts

(L) C Sy US_ for Ln= —n + N(x)n,

where Sy = {p|det(7?I + Ny — puI) = 0 for some real 7, —0co < 7 < oo} with
N(z) — Ny as z — +o0.
We begin to determine S, . Since L is written as

we see that
a(x) = ay, blx) —=by, c(x)—>cy, dx)—dy as x— +00
with
1 o 1

_ o« _ a—1 _ [e% _
a+—v++§, by =auvi ", cy=-——0v{, di=——uivi+—.

Recall that o € Sy satisfies

2 1 0 ay b+ o 10 .
det{T(Ol + . d, m\ o 1 =0.

Hence
2 A+ B
=7
v 5
with
2
A =ay+dy=—— %u#ﬁrl + g,

B =+/(a; —d})?+4bycy = [v] — %u#)j“__l

?

uy =1—qvp = ﬁ’
~ (ala+1) l/a-l
o = (o)
After some calculations, one can show
S+:{{u€R|uZ%},_ a>2,
{preR|pu> a(gvl)}, l<a<2.
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Similarly, we have

1
S—Z{MERIMZ—}.
v

Therefore, the proof of Lemma 4.12 is complete. O

Next, we consider isolated eigenvalues with finite multiplicity. We introduce a
new function p = u + yv, then Ln = un is equivalent to

_ ”_|_l — ,
{ p P = Hp (4.15)

—" = Zp+{(L+a)p” — 2™+ Lju = .

Denote (4.15) by LO = for = (p,v)". Clearly p is an eigenvlaue of L if and
only if i is an eigenvalue of L. By the property of L, the eigenvalue p must be real.
Furthermore, the following lemma holds true.

Lemma 4.13. =0 is a simple eigenvalue.
Proof. The proof is almost the same as [17]. O
Lemma 4.14. There is no negative eigenvalue of L.

Proof. Suppose that p is a negative eigenvalue of L. By (4.15), —p” + (% —u)p = 0.
Since p is uniformly bounded, p must be identically zero. Therefore, there exists
v # 0 such that

To¥ " + f'(W)v = pv, (4.16)

where

! - (1 a_g a—1 l
F) = (4 a)p® = 29"+ =

Note that v’ is the eigenfunction corresponding to zero eigenvalue, then
Ty = 0. (4.17)

Now making use of (4.16) and (4.17), and integrating by parts, we see

" / " ode = glr),

'

where



Since f'(¢(r)) — a(g—;l) as r — oo and f'(¢(r)) — % as r — —oo, v and 1)’ decays

exponentially to zero as r — +oo. Therefore, it holds that

g(r)—0 as r— +oo.

/ v)'dr = 0.

Since ¢’ is positive, v has at least one zero point. Recall that v decays exponentially
to zero as r — +o00; then we can assume that there exists x, € R such that

Because p is negative, we see

v(z,) =0 and v>0 in (x.,00).

Now v and v’ satisfy the following equations:

— + fW =, (4.18)
"+ fl()w" = 0. (4.19)

Multiply (4.18)(resp. (4.19)) by ¢/(resp. v); then we get
— "Y' + ()" = poy. (4.20)

Integrate (4.20) from z, to +00. Integrating by parts and making use of v(z,) = 0,
one can see

+oo
V) =p [ ot
Recall that o'(z.) > 0,¢'(z,) > 0 and f;oo v'de > 0; then p > 0. This is a
contradiction. O

Making use of the above Lemmas 4.12-4.14, we can prove Theorem 4.6.

Proof of Theorem 4.6. To complete the proof of Theorem 4.6, it is sufficient to verify
the assumption of Theorem 4.11. Lemmas 4.13 and 4.14 show that there exists the
least positive isolated eigenvalue  with finite multiplicity. Spectrum of L consists
of essential spectrum and isolated eigenvalues with finite multiplicity. Therefore
combining with Lemma 4.12, we see

o(L)={0} U o" with Reo” >v,
where
v = min{c, 5} > 0.

Thus the proof is complete. O
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4.3 Traveling front Solution

In this section, we will discuss existence and stability of traveling wave solutions for
the original problem (P). First, we define the traveling wave as follows;

Definition 4.15. A traveling wave solution is a non-negative solution of (P) which
satisfies the following equation,

(ua, ), o(x,8) = (U, V(E) with &= —ct(c> 0),
where ¢ is called a traveling wave speed.

By definition, every traveling wave solution (U (&), V (§)) satisfies the following
equations;

" I o o —
{U+cU UVe+\1-U) =0, ¢ eR, (4.21)

W'+ QVI+ UV =V =0, {eR.

Here the prime is the derivative with respect to €. In this section, we always impose
the following boundary condition;

(U(—OO), V(_OO)) = (u-l—? U+) ) (U(+OO)’ V(+OO)) = (17 0)7 (4‘22)

where (u4,v4) is defined by (4.1) and (4.2).
Let A, v, and d satisfy the following relation;

M=1, d=1, 0<vy<m, (4.23)
where 7, is given by (4.5). Then we can obtain the following existence theorem.

Theorem 4.16. Suppose that \,~y and d satisfy (4.23). Then there exists a unique
solution (U, V,c) = (p, ¥, c.) of (4.21) with (4.22) such that

¢ >0, ¥<0, @+vp—1=0.

Proof. For the case of (4.23), one can describe (4.21) as

{ U"+cU' = UV +1(1-U) =0, £€R,

4.24
AV eV 4+ UV -V =0, ¢eR. (4.24)

Define a new function P = U 4+ vV — 1. Then we see

1
P'+cP — =P =0.
g

39



Because P is bounded in £ € R, we have
P&) =0 for £€R.
Substituting U + vV — 1 = 0 into second equation of (4.24), then

1
VW+dﬂ—;vu—vm*+7Vw=o. (4.25)

Therefore it follows from the result of [3] that (4.25) has a unique pair of solution
and speed (V, ¢) = (¢, ¢.) which satisfies

(¥ (=00), ¥(+00)) = (v4,0),

and
P <0 in R.

Denote ¢ = 1 — ~1), then

(p(=00), p(+00)) = (uy, 1),
and

P'(€)>0 for £€R.,

Thus the proof is complete. O

Next, we will treat with stability for the traveling front solution given by Theorem
4.16. Then we have the following theorem.

Theorem 4.17. The traveling wave solution ¢ = (p,1) given by Theorem 4.16
is linearly stable. That is, for any small neighborhood U C Cg(R) x Cg(R) of
(¢, there exist positive constants k and M such that the global solution z(x,t) =
(u(z,t),v(z,t)) of (NSP3) for any initial data in U satisfies the following inequality,

120 8) = ¢+ Olloo < M2(-,0) = C() oo™

As in the proof of Theorem 4.6, it suffices to study the following linearized
spectrum problem;

(s i o o

—"— e — %Qﬁau + %(1 . Oé(pwa*l)v = . (4.26)

Here ¢ and v is the traveling wave solution given in Theorem 4.16. And we denote
the speed by c := c,.

Spectrum consists of essential spectrum and isolated eigenvalue with finite mul-
tiplicity. First, we will determine the essential spectrum for (4.26).
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Lemma 4.18. Let o, be the essential spectrum of (4.26). Then the following rela-
tion holds true;

b? 1-—
oeC{a—i-bieC:aZ—Q—i-vﬁ:—l— a}.
c Y

10 —c 0
p=(at) =0 )
P+ L ot u
vo- (5 L) e ()
=\ 2pd eppergn ) =

Then (4.26) can be rewritten as
—Duw" + Mw' + N(§)w = pw.

Proof. Define

and

Observe that

N, = lim N(¢) = ( S (101&) ) N_:= lim N(¢)= (

1
T >

O =
2= O
N———

Then we define Sy as follows;
Sy = {u|det(r*D +itM + Ni — plI) = 0 for some real 7, —co < 7 < 00}.

After some computation, we see that

: vl
S+:{a+bz€C|a:g+—}, (4.27)
v
and
vl b? 1-—
S_:{a+bi€C|a:—2+—ora:—2+vi+ oz}‘
2y c 7y
Since
1 - ot 4 -«
s 7
vyoT
then
v’ 1-
S_C{a—l—biEC:aZ—Q%—vjf—i- Od}. (4.28)
¢ v
It follows from the result of [19] that
oe(L) C Sy US_. (4.29)
Thus the conclusion follows from (4.27)-(4.29). O
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Next, we will study the isolated eigenvalues with finite multiplicities.

Lemma 4.19. If u satisfies

11—«
Rep < v§ + ,
Y

then the eigenvalues of (4.26) must be real.

Proof. Put ¢ = u + yv. According to (4.26), we have

1
q" +cq + (u — 5) q=0. (4.30)
The characterized equation is equivalent to

1
p2+cp+,u—§:0. (4.31)
Define p=a-+biand p=1r+ st (7’ < %, s # 0). Then (4.31) can be expressed as

1
a®+ac+r—b — =+ (2ab+ bc+ s)i = 0.
Y

Hence it follows that

1
a+ac+r—b——=0, (4.32)
Y

2ab +bc+ s = 0. (4.33)

We see from (4.33) that (2a 4+ ¢)b = —s. Assume that 2a + ¢ = 0. Then, owing to
(4.32), we find

1
A+ +—-—r=0.

Y
This is a contradiction because r < %
Substitute b = —5*— into (4.32), then
1 52
2
- 4.34
a*+ac+r Y~ Gato? (4.34)

After some computation, we see that (4.34) has exactly one negative and one positive
solution. Let a; and a_ (a— < 0 < a,) be the solutions of (4.34). If we denote

s
2a4 + ¢’

by =
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then the solution of (4.30) can be represented as
q = Aela+ b+ | pela—+b-0¢ (A B constant).
Since ¢ is bounded for £ — 00, we find A = B = 0. Therefore,
q(§) =0 for &€R.
Inserting u = —yv into the second equation of (4.26), then
— — v’ + f()o = w,

where

_ a_g a—1 l
fW) =1 +a) SV

If we introduce a new function y = e2¢v, then
" 02
—y"+ (Z + f(w)) Y=y (4.35)

Note that f(¢(§)) — v + I_TO‘ provided £ — +o0, and f(¥(§)) — % provided

1
’Y’
to zero as £ — +oo. If we multiply (4.35) by 7 and integrate from —oo to 400, then

o0 2 +oo +o0o
s (Grw) [ Tkde = [ lopae

Consequently, ;1 must be real number, as required. O

£ — —o0. Since Rep < ij—l_Ta = min{ vl + 1_70‘}, then |y| decay exponentially

Lemma 4.20. 0 s a simple eigenvalue for L.

Proof. We use a Wronskian argument for the proof. Recall that (u,v) = (¢',¢’) is
the eigenfunction of the eigenvalue = 0. If we denote ¢/’ = v, then

—0" —ct' + f(¥)0 = 0.
Define h; := e3¢0, Then we see

i (o) o

Let (@, %) be another eigenfunction for = 0 and define hy = e2¢5. Then it follows
that

g+ (S50 =0 (4.37)
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Here we consider the Wronskian W (hy, ho) = hlhy — hyh)y. According to (4.36) and
(4.37), we have

W' = W'hy — hyhl) = 0.

Observe that h; and hs exponentially decay to zero in case £ — +o0o. Then we
deduce that

W(E) =0 for £€R.
Thus the proof is complete. O
Lemma 4.21. There is no negative real eigenvalue of L.

Proof. We use a contradiction argument. Assume that p is a negative real eigen-
value of L. Then there exists v # 0 such that —v"” — v’ + f(¢)v = pw. If we denote
j = ezfv, then

2
7 g (0 = i (4.38)

Recall that 1/ is an eigenfunction to zero-eigenvalue. Putting k := 2%y, then we
have

Tk = 0. (4.39)
It follows from (4.38) and (4.39) that

n f iz = g(0).
where
g(l) = =" (k) + 5" (=Dk(=1) + (DK (1) — j(=DE(=1).

Note that 5 and k exponentially decay to zero when [ — +o00. Hence we have

g(l) =0 as [ — +oo.

/ jkdx = 0.

Because k is a positive function, j has at least one zero point. Observe that j
exponentially decay to zero if [ — +o00. Then there exists x, € R such that

Since p is negative, we see

jx,) =0 and j>0 in (2. 00).
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Now, j and k satisfy the following equations;

="+ fW)i = wi, (4.40)
K"+ f()k = 0. (4.41)

If we multiply (4.40)(resp.(4.41)) by j(resp.k), then we see
—i"k+ K"j = pjk. (4.42)

Integrating (4.42) from z. to 400, it follows that

+oo
Jw k) = [ jhda.
Since j'(z.) > 0, k(z,) > 0 and f;:oojkdx > 0, then ¢ > 0. This is a contradiction.
Thus the proof of Lemma 4.21 is complete. O
Using Lemmas 4.18-4.21, we can prove Theorem 4.17

Proof of Theorem 4.17. We see from Lemmas 4.19-4.21 that the eigenvalue with the
least real part must be zero eigenvalue and the second eigenvalue (if exists) must

have positive real part. If we define the second eigenvalue by 3, then it follows from
Lemma 4.18 that

o(L)={0} U o" with Reo™ >v,
where
_ o l1—«
V:mln{er—i-T,Reﬁ} > 0.

Because zero is a simple eigenvalue for L, then one can verify the assumption of
Theorem 4.11. Thus the proof is complete. O
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