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Abstract

We consider two-way amplify-and-forward relaying in a multichannel system with two

end nodes and a single relay, using a two-slot multi-access broadcast (MABC) as well as

time-division broadcast (TDBC) relaying strategies. We investigate the problem of joint

subchannel pairing and power allocation to maximize the achievable sum-rate in the net-

work, under an individual power budget at each node. To solvethis challenging joint opti-

mization problem, an iterative approach is proposed to decompose the problem into pairing

optimization and joint power allocation optimization, andsolve them iteratively.

For given power allocation, we first consider the problem of subchannel pairing at the

relay to maximize the achievable sum rate in TDBC-based network. Unlike in the one-way

relaying case, our result shows that there exists no explicit SNR-based subchannel pairing

strategy that is optimal for sum-rate maximization for two-way relaying.

Nonetheless, for TDBC-based two way relaying, we formulatethe pairing optimization

as an axial 3-D assignment problem which is NP-hard, and propose an iterative optimiza-

tion method to solve it with complexityO(N3). Based on SNR over each subchannel, we

also propose sorting-based algorithms for scenarios with and without direct link, with a low

complexity ofO(N logN).

For the joint power allocation at the relay and the two end nodes, we propose another

iterative optimization procedure to optimize the power at the two end nodes and at the relay

iteratively. By using different forms of optimization parameters, the sum-rate maximiza-

tion problem turns out to be convex and the optimal solutionscan be obtained for each

subproblem.

The simulation first demonstrates the proposed sorting-based pairing algorithm offers

the performance very close to the iterative optimization method. Then, shows the gain of

joint optimization approach over other pairing-only or power-allocation-only optimization
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Chapter 1

Introduction

1.1 Overview

As our society moves toward information centricity, the need to have information acces-

sible at any time and anywhere takes on a new level. Wireless technology has become an

indispensable part of our life. Remote controllers, vehicle smart keys, cellular system and

WiFi access are all examples of wireless communication systems.

Traditional wireless communications are based on point-to-point communication, i.e.,

only two nodes are involved in the communication network. These two nodes are: the Base

Station (BS) and Mobile Station (MS) in a cellular environment, access point and laptop

in wireless Local Area Networks (LANs), or two MSs in peer-to-peer communications.

One of the most severe impairments to wireless communications is channel fading. Fading

results in a significant loss in the transmitted power compared to the noise power. Hence,

when the signal experiences a deep fading, the receiver can not decode it. So far, substantial

research has been done and many techniques have been established to reduce the influence

of fading. A widely used technique to combat the effects of channel fading is diversity.

Typical examples include spatial, time and frequency diversity. The diversity shows how
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Chapter 1 2

to improve the reliability of the transmission by using the available resources and sending

multiple copies of the initial information to the destination.

Recently, cooperative communication has attracted great attention due to the ability to

improve the spectral efficiency, extend the coverage area, and mitigate channel impairments

[1, 2]. To fully utilize these advantages in cooperative communication systems, efficient

wireless resource allocation is significant. Specifically,the problem formulation may differ

remarkably in terms of optimization objectives, relay strategies, transmit power constraints,

and system frameworks [3].

1.2 Relay Network

Relay network is a critical branch of cooperative wireless communication schemes, where

both terminal nodes (or the sources and the destinations) are exchanging their signal with

the help of one or multiple intermediate nodes. Because thisbidirectional communication

can improve bandwidth efficiency, it has recently receive substantially attention [4]. In

such circumstance, the transceiver may not transmit signaldirect with receiver because of

the poor quality of a direct transmission link or long distance.

The main idea of relay network is firstly proposed by the Van Der Meulen (in 1971) [5],

who studied the upper and lower bounds of the channel capacity, and proved relay tech-

nique can improve spectral efficiency and channel performance. The wireless relay net-

works are generally categorized as: relay models, resourceallocations, diversity combina-

tion approach, performance metrics, coding strategies andparticular relay modes [6]. For

the relay models, it can be classified into: one-way relaying, two-way relaying, multiple

access relaying and multi-node model. Regarding to the resource allocation term, it can be

categorized as: orthogonal channel, duplex system and coding level.

Applying relaying techniques in wireless networking can potentially improve the en-
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tire network performance, such as capacity and transmission range [7]. Relay network

deals with the situation that one or more multiple intermediate nodes consciously help

transceivers to get the information from the other transceivers. The introduction of relay

nodes creates more degrees of freedom in the system design, which can help to improve

the performance, but also complicates the design process.

1.3 Multichannel Communication

With the strong demand for multimedia services and broadband wireless applications with

higher data rate and wider bandwidth with fast and seamless connectivity everywhere and

any time. Multichannel communication technique has initiated to improve the wireless sys-

tem performance. Digital bandpass modulation techniques can be broadly classified in two

categories. The first is single-carrier modulation, where data is transmitted by using a sin-

gle radio frequency carrier. The other is multicarrier modulation, where data is transmitted

by simultaneously modulating multiple frequency carriers. The basic idea of multi-carrier

modulation is to divide the transmitted bit stream into different sub-streams and send these

over many sub-channels. The concept of multichannel transmission was first explicitly

proposed by Chang [8] in 1966. The sub-channels are orthogonal under ideal propaga-

tion conditions. The number of sub-streams is chosen to ensure that each sub-channel has

a bandwidth less than the channel coherence bandwidth, so the sub-channels experience

relatively flat fading. Therefore, the intersymbol interference (ISI) on each subchannel

is small. Examples of such multichannel system include an Orthogonal Frequency Divi-

sion Multiplexing (OFDM) system, where multiple subchannels (or subcarriers) are used

for transmission. Combining relay network with OFDM-basedtransmission is a power-

ful technique to increase date rates over broadband wireless network. In order to exploit

the potential abilities of OFDM-based relay networks, it isimportant to design efficient



Chapter 1 4

resource allocation strategies such as: deciding which relay node to cooperate with, which

set of subchannels to operate on, and with how much power to transmit the signals [9].

In OFDM [10–12], the entire channel is divided into many narrow-band subchannels,

which are transmitted in parallel to maintain high-data-rate transmission and, at the same

time, to increase the system duration to combat ISI [13]. OFDM is attractive because

it admits relatively easy solutions to some difficult challenges that are encountered when

using single-carrier modulation schemes on wireless channels. It has been the underlying

system for the current 4G and future wireless system such as LTE [14] and LTE-advanced

[15]. What is more, the emerging next-generation wireless systems adopt a multichannel

relaying architecture for broadband access and coverage improvement.

1.4 One-Way Relaying

In classical one-way relaying network, there are three nodes: one source node, one desti-

nation node, and one relay node. The transmission of signal completes in two time slots.

In the first time slot, the source node send the data to the relay node, while in second

time slot, the relay transfers processed signals to the destination node. Many transmit-

ting schemes have proposed in the literature based on different relaying techniques, such

as the amplify-and-forward (AF) [16, 17], decode–and-forward (DF) [16, 18, 19], selective

relaying (SR) [16], compress-and-forward(CF) [17], codedcooperation (CC) [20] etc. AF

relays retransmit the signal without decoding while DF relays decode the received signal,

encode the signal again, and transmit. The AF technique is limited to amplify and adjust

the phase of the received signal before retransmitting it tothe destination because there is

no need to detect the transmitted signals at the relays. While for DF technique, it is usually

used when noise at the relay is high and amplifying the signals will amplify the noise as

well [21]. However, the drawback side of DF is power consuming and increasing the de-
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sign complexity of the relays [22]. When the source and relaynode power is limited, the

relay node and the end nodes know channel state information (CSI), the power allocation

are the key to improve the entire system performance [23].

For one-way relaying, under given power allocation, channel pairing design and opti-

mization have been investigated for various network setups[24–27]. Joint optimization of

system resources, such as channel pairing, power allocation and channel assignment, has

been investigated in [26, 28], where efficient numerical algorithms were devised to solve

the complex joint optimization problems. In [29], distributed relay beamforming under

individual relay power budget is researched.

1.5 Two-Way Relaying

In traditional half-duplex dual-hop AF relay networks, thesource and destination nodes re-

quire four time slots to finish both the incoming and outgoingtransmissions, which makes

the spectral efficiency lower. The full-duplex mode, although better than the half-duplex,

it is difficult to eliminate the self-interference at relay node. In order to compensate the

drawbacks, Shannon in [30] firstly proposed the concept of two-way relaying communi-

cation, [4] further indicated that the spectral efficiency of two-way relaying is remarkable

higher than the one-way relaying. Comparing with one-way relaying, two-way relaying

offers substantial advantage in achievable sum-rate due toits bi-directional concurrent data

transmission. The main idea of two-way relaying is to let relay re-transmit a processed

version of the signal it receives from both terminal nodes, and each node can recover the

transmitted data from the original node after cancelling the self-interference generated by

its own transmission. Since the process is similar to network coding, but is done at sym-

bol level, it is also called two-way relay with analog network coding [31, 32]. Two-way

channels without relay were first proposed by [30]. It was later introduced in [5] from
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information theoretic point of view. For a two-way relayingsystem, beyond conventional

relay network problems, there exists channel pairing problem, where the relay can select

outgoing channels for data forwarding.

There are many literature related to this area. Under total power constrain, [33] present

an optimal joint relay selection and power allocation scheme to achieve the maximization

of SNR in two-way relaying network. The authors show that this problem has a close-form

solution and requires only a single integer parameter to be broadcasted to all relays. While

in [34], the system model is two single-antenna transceivers andn single-antenna relays.

It aims at optimally obtaining the beamforming coefficientsas well as the transceivers’

powers. It proposed two approaches to achieve their goal, one is minimizing the total power

subject to two constrains on the transceiver’s received SNR, another is an SNR balancing

technique. In [35], energy-efficient relay selection and power allocation scheme is studied

for two-way relay channel based on analog network coding, with the object of minimizing

power consumption at required end-to-end rates. Four new half-duplex protocols and four

existing half-duplex protocols are compared in [36], wherea comprehensive treatment of

8 possible half-duplex bi-directional relaying protocalsare discussed. A tone permutation

at the relay and power allocation for relay and end nodes are studied in [37], where a

dual decomposition technique is proposed for power allocation and a greedy strategy is

employed for tone permutation.

1.5.1 MABC Two-Way Relaying

For the two-phase multi-access broadcast (MABC) relaying strategy, the choices of incom-

ing/outgoing channels between the relay and the two end nodes are tied to each other. There

are two time slots in MABC scheme, at first time slot, terminal1 and terminal 2 transmit

data to relay, while at second time slot, relay transmits signal back to terminal 2 and ter-

minal 1. The strategy showed in Fig. 1.1. An example of the system model and two way
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relaying pairing is given in Fig. 1.2, 1.3. Since two sourcesknow their own transmitted

messages, they can subtract the self-interference before decoding.

T
im

e

Node 1 Node 2relays1 s2

f(s1, s2) f(s1, s2)

Figure 1.1: MABC-based two way relaying scheme

S1
Relay

S2

Figure 1.2: MABC-based two way relaying

S1

Relay

S2

Figure 1.3: MABC-based two way relaying pairing

Furthermore, simultaneous transmission at the end nodes and at the relay complicates

the received SNR structure, thereby making power allocation for two-way relaying a more

difficult task. Due to these factors, joint channel pairing and power allocation problem is

especially challenging.

There is few existing work addressing joint channel pairingand power allocation de-

sign in a two-way relay network. Under given power allocation, the pairing problem for

MABC two-way relaying is considered in [38] and [39], where anumerical optimization

algorithm and low-complexity pairing strategies were proposed, respectively. Pairing algo-

rithms were also proposed in [40] for time-division broadcast (TDBC) two-way relaying.
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Under the total power constraint in the network, the optimalpower allocation in an MABC

two-way OFDM system was obtained in [7], and joint power allocation and subcarrier as-

signment for a multi-relay system was investigated in [41].In [42], considering a two-way

DF MABC relaying network, where the author propose a relay-selection technique to im-

prove the diversity gain. Joint channel pairing and power allocation problem for individual

power constraints remains an open problem.

1.5.2 TDBC Two-Way Relaying

For time division broadcast(TDBC) two-way relaying scheme, we have three time slots

to complete the entire transmission. As you can see in Fig. 1.4, at first time slot, Node 1

transmits signal to relay. At second time slot, Node 2 transmits data to relay. At third time

slot, relay combines the received signal and forwards it to Node 1 and Node 2.

T
im

e

Node 1 Node 2relays1

s2

f(s1, s2) f(s1, s2)

Figure 1.4: TDBC-based two way relaying scheme

Since the transmission from each terminal node to the relay is performed in different

slots, channel pairing is no longer just between incoming and outgoing channels, but is

among the two incoming channels and the outgoing channel. For broadband systems with

large number of subchannels, designing efficient pairing strategies is thus important. An

example of the system model is given in Fig. 1.5.
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S1

Relay

S2

Figure 1.5: TDBC-based two way relaying

There have been many recent works on channel pairing design and optimization in

two-way relaying in various network setups, either under given power allocation [24–27],

or jointly with other resources, such as power and/or channel assignment in a multi-user

case [26, 28, 43]. While in [44], two major AF-based protocals, that is, analog network

coding and TDBC, in bidirectional relay networks with relayselection are studied. In [45],

buffer in relay station is discussed under TDBC scheme.

In [46], a multiuser two-way relay system with TDBC protocolwhere multiple nodes

compete to exchange information with another multiple nodes through the help of a sin-

gle half-duplex AF relay is considered. A tight closed-formlower bound for the system

outage probability over Nakagami-m fading channels is discussed with integer fading pa-

rameter. An asymptotic expression for the outage probability in the high SNR regine is also

acquired. A multiuser two-way relaying network with TDBC scenario, where one multi-

antenna BS and one out of M single-antenna MSs exchanging signal with the help of one

single-antenna AF relay is considered in [47]. The authors first present an optimal joint

user-antenna selection strategy, which minimizes the network outage probability. Then, by

fixing the power allocation parameter at the relay, a low-complexity suboptimal algorithm

is proposed.

In [48], a diversity-multiplexing tradeoff of the four-phase DF protocol is established in

the half-duplex, non-separated two-way relay channel. Themultiple access channel phase

of hybrid broadcast protocol is not necessary to achieve optimal performance as compared

with TDBC protocol.An energy-efficient power allocation strategy for MABC and TDBC
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two-way systems with multi-relay, under a specific transmission data rate of terminal nodes,

aiming to minimize the system energy consumption is proposed in [49].

Adaptive Relay-Assisted/ Direct Transmission (ARDT) proposed in [50] is a simple and

efficient protocol which adaptively applies the direct linkbetween two terminal nodes with

only channel state information at one side, and it validly enhances the spectrum efficiency

of TDBC scenario. Joint power allocation and relay selection for multi-relay network was

combined with ARDT protocol in [51], where each relay optimize its own forwarding

power to maximize the minimum end to end SNR towards two terminal nodes, and the

optimal relay is then selected to assist.

1.6 Motivation

Many existing research work in two-way relaying network field are focused on channel

pairing design under given power allocation or channel assignment in a multi-user case.

However, due to the complexity of joint channel pairing and power allocation problem for

individual power constraints, joint optimization problemremains an open problem.

For MABC-based two-way relaying system, We aim to maximize the achievable sum

rate in the network by jointly optimizing pairing strategy and power allocation at each

node, under an individual power budget at each node. To achieve this goal, we proposed

an iterative approach to decomposed the problem into pairing optimization and joint power

allocation optimization, and solve them iteratively.

For TDBC-based two-way relaying system, the problem of channel pairing is more

complicated due to the concurrent transmission than that ofone-way relaying. Specifically,

the choice of incoming/outgoing channels between the relayand two terminal nodes are

tied to each other, even though channel strength on each sidecan be drastically different.

In addition, the received signals at the relay from both sidecreate additional noise amplifi-
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cation to the forwarded signal to be considered. For a given power allocation, in one way

relay, the optimal pairing is a simple strategy based on sorted-SNR at the first and second

hops. This strategy is attractive due to its optimality and low-complexity withO(N logN)

for N subchannels. In light of these results, for TDBC-based two-way relaying, one natural

question to ask is whether a similar explicit SNR-based pairing scheme would still be opti-

mal. After we proof that there exist no explicit SNR-based subchannel pairing strategy that

is optimal for sum rate maximization, we propose two suboptimal pairing strategies, then

use similar iterative approach as MABC-based two-way relaying to solve the joint pairing

and power allocation problem in TDBC-based two-way relaying network.

1.7 Thesis Contribution

In this thesis, we consider joint optimization of channel pairing and power allocation design

in a multichannel MABC-based as well as TDBC-based two-way relying system. We aim

to maximize the achievable sum rate in the network by jointlyoptimizing pairing strategy

and power allocation at each node, under an individual powerbudget at each node.

Joint Pairing and Power Allocation Optimization – MABC-Based Two-Way Relay-

ing We propose an iterative approach to solve the challenging joint optimization problem.

Specifically, the problem is decomposed into pairing and joint power allocation problems

and solved iteratively. For the joint power allocation at the relay and two end nodes, we pro-

pose another iterative optimization procedure to optimizethe power at the two end nodes

and at the relay iteratively. By transforming the SNR expression with respect to differ-

ent form of optimization parameters, each power optimization problem turns out to be a

convex problem and the optimal solutions can be obtained. The simulation performance

demonstrates the gain of joint optimization approach over other pairing-only or power-
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allocation-only optimization approaches.

Joint Pairing and Power Allocation Optimization – TDBC-Based Two-Way Relaying

First, we show that, unlike one-way relaying, there exist noexplicit SNR-based subchan-

nel pairing strategy that is optimal for sum rate maximization in TDBC-based two-way

relaying, regardless whether direct link exists or not.

A few low-complexity suboptimal pairing strategies are then proposed. We first for-

mulate the pairing optimization as an axial 3-D assignment problem (3-DAP) which is

NP-hard, and propose an iterative optimization method to solve it with complexityO(N3).

Based on SNR over each subchannel, we also propose sorting-based algorithms for both

with and without direct link scenarios. The algorithms havecomplexity of onlyO(N logN),

which is the same as that of the one-way relaying case. The complexity reduction is

substantial especially for broadband multichannel systems of 10-20MHz bandwidth with

N ≥ 1024. The simulation results also show the proposed algorithm offers the performance

very close to the iterative optimization method.

We propose a similar iterative approach as that in the MABC-based two-way relaying to

solve the challenging joint optimization problem. Specifically, the problem is decomposed

into pairing and joint power allocation problems and solvediteratively. For the joint power

allocation at the relay and two end nodes, compare to MABC-based two-way relaying, we

propose one more step to optimize the fractionα at relay. By transforming the SNR ex-

pression with respect to different form of optimization parameters, each power optimization

problem turns out to be a convex problem and the optimal solutions can be obtained. The

simulation performance demonstrates the gain of joint optimization approach with different

pairing strategy over other pairing-only or power-allocation-only optimization approaches

with or without direct link.
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1.8 Thesis Organization

In Chapter 2, joint pairing and power allocation optimization of MABC-based two way

relaying will be proposed. In Chapter 3, joint pairing and power allocation optimization of

TDBC-based two way relaying will be proposed. Final conclusions and necessary mathe-

matical derivations will be given in Chapter 4 and 5, respectively.



Chapter 2

Joint Pairing and Power Allocation

Optimization in Multichannel

MABC-Based Two-Way Relaying

2.1 System Model

We consider an MABC-based two-way relay network including two end nodes (Nodes 1

and 2) and one relay node, all equipped with single antenna. All nodes exchange infor-

mation in a multichannel system withN subchannels, where each subchannel experiences

frequency flat fading. We assume that transmitting and receiving signals to and from the

relay are over the same set ofN subchannels, and that the relay channels to and from each

end node are reciprocal.

Under the MABC relay protocol, in the first phase, both end nodes transmit their signals

to the relay at the same time. The received signal at the relayover thenth subchannel is

14
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given by

yrn =
√

P1nh1ns1n +
√

P2nh2ns2n + vrn (2.1)

wheres1n ands2n are signals transmitted by Nodes 1 and 2 with unit-power overthenth

subchannel, respectively,P1n andP2n are the transmit power at Nodes 1 and 2 over thenth

subchannel, respectively,h1n andh2n are the channel coefficients over thenth subchannel

from the relay to Nodes 1 and 2, respectively, andvrn is additive white Gaussian noise

(AWGN) with varianceσ2 at the relay receiver over thenth subchannel.

In the second phase, the relay normalizes the power of the received signal over the

nth subchannel and retransmits it over themth subchannel with powerPrm. The received

signals at Nodes 1 and 2 over themth subchannel are given by

y1,mn = h1mwmnyrn + v1m,

y2,mn = h2mwmnyrn + v2m

wherev1m andv2m are AWGN with varianceσ2 over themth subchannel at the receivers

of nodes 1 and 2, respectively, andwmn is the relay power coefficient given by

wmn =

√

Prm

P1n|h1n|2 + P2n|h2n|2 + σ2
. (2.2)

We assume that the channel pairing scheme is known at Nodes 1 and 2. Thus, each end

node can cancel the self-interference in its respective received signal, before performing
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detection. The residual signals after self-cancellation at Nodes 1 and 2 are given by

ỹ1,mn =
√

P2nwmnh1mh2ns2n + wmnh1mvrn + v1m

ỹ2,mn =
√

P1nwmnh2mh1ns1n + wmnh2mvrn + v2m.

The post-self-cancellation received SNR on themth subchannel at Nodes 1 and 2, for the

signal transmitted over thenth subchannel from each respective source, is respectively

given by

SNR1,mn =
P2n|wmn|2|h1m|2|h2n|2

σ2(1 + |wmn|2|h1m|2)
(2.3)

SNR2,mn =
P1n|wmn|2|h1n|2|h2m|2

σ2(1 + |wmn|2|h2m|2)
. (2.4)

The pairing of the incoming subchannels to the relay and the outgoing subchannels to

the end nodes can be described using a permutation functionp(·), wherem = p(n), for

n = 1, · · · , N . Different permutation functions provide different pairing schemes. As a

special case, the traditional two-way relaying with directpairing,i.e., the same subchannel

is used for incoming signal and outgoing signal at the relay,can be expressed asn = p(n).

An example of the relay system withN = 2 is given in Fig. 2.1.

The sum-rate for Nodes 1 and 2 achieved over the pairednth andmth subchannels,

under a given pairing functionm = p(n), can express as

Rmn = log (1 + SNR1,mn) + log (1 + SNR2,mn) . (2.5)

The overall sum-rate achieved in the multichannel system isgiven by

R =

N
∑

n=1,m=p(n)

Rmn. (2.6)
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relay
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Figure 2.1: An MABC two-way relay system withN = 2.

2.2 Joint Two-Way Pairing and Power Optimization

Substituting the expression ofwmn in (2.2) into the SNR expressions in (2.3) and (2.4), we

can re-writeSNR1,mn andSNR2,mn in terms ofP1n, P2n, andPrm as

SNR1,mn =
P2nPrm|h1m|2|h2n|2/σ2

σ2 + Prm|h1m|2 + P1n|h1n|2 + P2n|h2n|2
(2.7)

SNR2,mn =
P1nPrm|h1n|2|h2m|2/σ2

σ2 + Prm|h2m|2 + P1n|h1n|2 + P2n|h2n|2
. (2.8)

Thus, the sum-rateRmn in (2.5) is a function of{P1n, P2n, Prm}. Let p1, p2, andpr

denote theN × 1 vectors containing the power allocated on each subchannel at Nodes 1

and 2, and at the relay, respectively, with[p1]n = P1n, [p2]n = P2n, and[pr]m = Prm.

Let Ptot denote the power budget at each node1. Our goal is to maximize the sum rate in

(2.6) by jointly optimizing the subchannel pairing strategy p(·) and the power allocation

{p1,p2,pr} under the individual power constraintPtot at each node. We formulate this

joint optimization problem as follows

1We assume the same power budget at each node for simplicity.
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(P0) : max
Φ,p1,p2,pr

N
∑

n=1

N
∑

m=1

φmnRmn

s.t.
N
∑

n=1

φmn = 1,
N
∑

m=1

φmn = 1, φmn ∈ {0, 1}, ∀m,n,

N
∑

n=1

Pjn ≤ Ptot, for j = 1, 2,

N
∑

m=1

Prm ≤ Ptot,

p1 < 0,p2 < 0,pr < 0

whereφmn is a binary variable indicating the pairing outcome of subchannelsn and

m, andΦ is anN × N matrix with [Φ]mn = φmn. Note thatΦ andp(·) are one-to-one

correspondent and can be used interchangeably for a pairingstrategy.

The joint optimization problemP0 is a mixed-integer programming which is difficult to

solve. We propose an iterative method in which we separateP0 into two sub-problems: 1)

An optimal paring problem under given power allocation{p1,p2,pr}; and 2) an optimal

power allocation problem under given pairing strategyΦ. In the following, we first address

the two optimization problems separately, and then presentthe iterative approach for the

joint optimization.

2.2.1 Subchannel Pairing Optimization

We first consider the subchannel pairing optimization problem, when power allocation

{p1,p2,pr} is given. The sum-rate in (2.5) can be re-written as

Rmn = log
(

1 + SNReff
mn

)

(2.9)
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whereSNReff
mn is the effective received SNR combining both end nodes and relay with

given a pairing functionp(·), defined by

SNReff
mn

∆
= SNR1,mn +SNR2,mn+SNR1,mn SNR2,mn . (2.10)

Combining the paired incoming subchanneln from the two end nodes and the outgoing

subchannelm from the relay,SNReff
mn can be viewed as the effective received SNR over

this path. It is a function of subchannels paired, as well as power allocated to the paired

subchannels at each end node and the relay{P1n, P2n, Prm}.

For given power allocation{p1,p2,pr}, the joint optimization problemP0 reduces

to the subchannel pairing problem which is reformulated into the following optimization

problem

(P1) : max
Φ

N
∑

n=1

N
∑

m=1

φmn log(1 + SNReff
mn)

s.t.

N
∑

n=1

φmn = 1,

N
∑

m=1

φmn = 1,

φmn ∈ {0, 1}, ∀m,n.

The above optimization problem is known as the two-dimensional assignment problem.

It was discussed in [39], where both an optimal solution and low-complexity subopti-

mal solutions are given. The authors first proof that unlike one-way relaying, there ex-

ist no explicit SNR-based subchannel pairing strategy thatis optimal for sum-rate maxi-

mization in MABC two-way relaying case. Then, they proposeda low-complexity SNR-

based suboptimal pairing scheme,i.e.,, SNReff -Greedy algorithm, which have much lower

complexity(O(N2 logN)) as compared to optimal solution(O(N3)) by using the Hungar-

ian Algorithm [52].
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2.2.2 Joint Power Allocation Optimization

With a fixed pairing strategyp(·) (or Φ), the optimization problemP0 reduces to the joint

optimization of power allocation{p1,p2,pr} at Nodes 1 and 2 and at the relay, given by

(P2) : max
p1,p2,pr

N
∑

n = 1
m = p(n)

log(1 + SNR1,mn) + log(1 + SNR2,mn)

s.t.
N
∑

n=1

Pjn ≤ Ptot, j = 1, 2,
N
∑

m=1

Prm ≤ Ptot,

p1 < 0,p2 < 0,pr < 0.

From (2.7) and (2.8), we observe thatSNR1,mn andSNR2,mn are not jointly convex with

respect to (w.r.t.){p1,p2,pr}. Thus, the optimization problemP2 is non-convex and thus

is difficult to solve. Instead, we separate this joint power optimization problem into two

sub-problems, and solve them iteratively. Specifically, weseparate power allocation at the

relaypr , and those at end nodes{p1,p2}, for sum-rate maximization.

2.2.2.1 Joint Optimization of{p1,p2} Givenpr

The objective inP2 can be rewritten as

max
pr

max
p1,p2

N
∑

n = 1
m = p(n)

log(1 + SNR1,mn) + log(1 + SNR2,mn) (2.11)

s.t.
N
∑

n=1

Pjn ≤ Ptot, j = 1, 2,
N
∑

m=1

Prm ≤ Ptot,

p1 < 0,p2 < 0,pr < 0.
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SinceSNR1,mn andSNR2,mn are not jointly convex w.r.t.{p1,p2}, givenpr, the inner

maximization over{p1,p2} is non-convex and thus might not have a computational ef-

ficient solution. However, from (2.3) and (2.4), we see thatSNR1,mn andSNR2,mn can

be expressed in terms of of{P2n, wmn} and{P1n, wmn}, respectively. If we fix the relay

power coefficients{wmn} instead ofpr at the relay, the inner maximization above turns out

to be convex.

Let w be the relay power coefficient vector with[w]n = wmn, wherem = p(n). From

wmn in (2.2), the joint power optimization problemP2 can be rewritten as

(P2’) : max
w

max
p1,p2

N
∑

n = 1
m = p(n)

log(1 + SNR1,mn) + log(1 + SNR2,mn)

s.t.

N
∑

n=1

|wmn|
2(P1n|h1n|

2 + P2n|h2n|
2 + σ2) ≤ Ptot,

N
∑

n=1

Pjn ≤ Ptot, j = 1, 2, p1 < 0,p2 < 0.

whereSNR1,mn andSNR2,mn are expressed in (2.3) and (2.4), respectively, as functions of

{P1n, P2n, wmn}. For givenw, the inner maximization ofP2’ is given by

(P2’a) : max
p1,p2

N
∑

n = 1
m = p(n)

log(1 + SNR1,mn) + log(1 + SNR2,mn)

s.t.
N
∑

n=1

|wmn|
2(P1n|h1n|

2 + P2n|h2n|
2 + σ2) ≤ Ptot,

N
∑

n=1

Pjn ≤ Ptot, j = 1, 2, p1 < 0,p2 < 0.

From (2.3) and (2.4),SNR1,mn andSNR2,mn are both linear with respect toP1n andP2n re-

spectively, thus the objective inP2’a is jointly convex with respect to{p1,p2}. Therefore,
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the optimization problemP2’a is convex and can be solved by standard convex optimiza-

tion tools.

2.2.2.2 Optimization ofpr Given {p1,p2}

With given pair of{p1,p2}, the optimization problemP2 becomes

(P2’b) : max
pr

N
∑

n = 1
m = p(n)

log(1 + SNR1,mn) + log(1 + SNR2,mn)

s.t.

N
∑

m=1

Prm ≤ Ptot, pr < 0.

Given{p1,p2}, we see from (2.7) and (2.8) thatSNR1,mn andSNR2,mn are both concave

functions ofPrm. As a result, the objective inP2’b is concave with respect topr, and the

optimization problemP2’b is convex.

However, the expression ofSNR1,mn in (2.7) w.r.t.pr has a complicated fractional form

that cannot be easily implemented by standard convex optimization tools for a solution.

Therefore, we obtain the solution forP2’b using Karush-Kuhn-Tucker (KKT) conditions

[53].

Denoteλ = [λ1, · · · , λN ] as the vector of Lagrange multipliers corresponding to the

non-negative relay power constrains on each subchannel. Denoteν as the Lagrange mul-

tiplier corresponding to the relay power budget constraint. SinceSNR1,mn andSNR2,mn

are now only functions ofPrm, to explicit show this dependency, we denote the sum-rate

objective inP2’b as
∑N

m=1Rm(Prm), where

Rm(Prm)
∆
= log(1 + SNR1,mn) + log(1 + SNR2,mn).

It is easy to see that at optimality, the relay power constraint is attained at the equality,i.e.,
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∑N

m=1 Prm = Ptot. Thus, using the KKT conditions, we have

pr < 0, λ < 0,

N
∑

m=1

Prm = Ptot, λmPrm = 0,

R′
m(Prm)− λm + ν = 0, m = 1, . . . , N (2.12)

whereR′
m(Prm) denote the derivative ofRm(Prm) w.r.t. Prm, and the value ofν should

ensure
∑N

m=1 P
o
rm = Ptot. From (3.27), if the optimalP o

rm > 0, we haveλm = 0. Thus,

P o
rm, for m = 1, · · · , N , should satisfy

P o
rm > 0 andR′

m(P
o
rm) + ν = 0, or P o

rm = 0. (2.13)

The above solution forP o
rm can be viewed as a variation of classical waterfilling solution,

the detail of solution is provided in Appendix A.

2.2.2.3 Iterative Procedure for Joint Power Optimization

We now solve the joint power optimization problemP2by iteratively solving the optimiza-

tion subproblemsP2’a andP2’b to updatepr and{p1,p2}, respectively.

Specifically, let{pl
1,p

l
2,p

l
r} denote the power allocation solutions obtained after thelth

iteration, and letwl be the corresponding relay power coefficient obtained from{pl
1,p

l
2,p

l
r}.

At the (l + 1)th iteration:

1. Givenwl, we solve the joint optimization problemP2’a to obtain{pl+1
1 ,pl+1

2 };

2. Given{pl+1
1 ,pl+1

2 }, we solve the optimization problemP2’b to obtainpl+1
r , and

obtainwl+1.

Repeat steps 1-2 until the sum-rate objective inP2 converges, and we obtain a local maxi-

mum solution forP2.
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2.2.3 Joint Pairing and Power Allocation Iterative Optimization

Finally, to solve the original joint subchannel pairing andpower optimization problemP0,

we iteratively solve the optimization problemsP1 andP2. Thekth iteration contains two

steps:

1. Given power allocation{pk
1,p

k
2,p

k
r}, we solve subchannel pairing problemP1 and

obtain pairing permutation functionpk+1(·);

2. Givenpk+1(·), the joint power allocation optimization problemP2 is solved using

iterative approach described in Section 3.2.2.4.

The above procedure is repeated until the value of the sum-rate objective converges.

Note that the convergence of this iterative approach is guaranteed, since the value of the

sum-rate objective in each step of the iterative procedure is non-decreasing. However, the

original joint optimization problem may have multiple local maxima, and the global con-

vergence is not guaranteed. Thus, for a better result, typically we need a few initialization

trials and select the one with the highest objective value. Our iterative joint optimization

approach is summarized in Algorithm 1.
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Algorithm 1: Iterative Optimization Approach to SolveP0
Initialize: Setp0

1,p
0
2,p

0
r, p

0(·), ǫ; Setk = 0;

ComputeR0 in (2.6) withp0
1,p

0
2,p

0
r, p

0(·). Set∆R0 > ǫ.

while ∆Rk > ǫ do
// Givenpk(·), solve power optimization inP2

Setl = 0, p̃0
1 = pk

1, p̃0
2 = pk

2, p̃0
r = pk

r ;

Let R̃l be the objective value inP2 at thelth iteration.

ComputeR̃0 with {p̃0
1, p̃

0
2, p̃

0
r}. Set∆R̃0 > ǫ.

while ∆R̃l > ǫ do
Computewl in (2.2) based on{p̃l

1, p̃
l
2, p̃

l
r, p

k(·)};

Givenwl, solveP2’a to obtain{p̃l+1
1 , p̃l+1

2 };

Given{p̃l+1
1 , p̃l+1

2 }, solveP2’b to obtainp̃l+1
r ;

ComputeR̃l+1 using{p̃l+1
1 , p̃l+1

2 , p̃l+1
r , pk(·)};

Set∆R̃l+1 = R̃l+1 − R̃l;

Setl ← l + 1;

end

Output: pk+1
1 = p̃l

1, p
k+1
2 = p̃l

2, p
k+1
r = p̃l

r;

Given{pk+1
1 ,pk+1

2 ,pk+1
r }, solve the pairing optimization problemP1 to obtain

pk+1(·);

ComputeRk+1 using{pk+1
1 ,pk+1

2 ,pk+1
r , pk+1(·)};

Set∆Rk+1 = Rk+1 −Rk;

Setk ← k + 1;

end

Output: pk
1, pk

2, pk
r andpk(·);



Chapter 2 26

2.3 Simulation Results

We evaluate the performance of the proposed algorithm through simulations using an

OFDM system withN subchannels. The channel gain over each subchannel is complex

Gaussian with zero mean and varianceσ2
h, whereσ2

h follows a pathloss modelσ2
h = Kod

−κ

with pathloss exponentκ = 3 andKo = 1. The receiver noise is assumed AWGN with

varianceσ2 = 1. Let d12, d1r, anddr2 denote the distance between two end nodes, that

between Node 1 and the relay, and that between Node 2 and the relay, respectively. The

total power at each node is set toPtot = N . We defineSNR
∆
= Ptotd

−κ
12 /σ

2 as the average

SNR from Node 1 to Node 2 over the direct path. We setSNR = 2 dB in our simulations.

Convergence Behavior We first study the convergence behavior of the iterative power

allocation optimization method in Section 3.2.2.4 and iterative joint pairing and power

allocation algorithm in Algorithm 1. We set the relay to be atthe middle point between the

two end nodes,i.e.,d1r = dr2.

Fig. 2.2 plots the average sum-rate per subchannel versus the number of iterations by

solving the joint power allocation optimization problemP2 using the iterative approach

in Section 3.2.2.4. The pairing schemep(·) is randomly generated at the beginning but is

fixed during the experiment. A few randomly generated initializations for{p0
1,p

0
2,p

0
r} are

used to study the convergence behavior and performance to the local maxima. Each curve

corresponds to a different initialization. Similarly, Figs. 2.3 and 2.4 plot the average sum-

rate per subchannel versus the number of iterations under Algorithm 1 for solving the joint

optimization problemP0 for N = 8 andN = 64, respectively. Each curve corresponds to a

different initialization for{p0
1,p

0
2,p

0
r, p

0(·)}, which are randomly generated. The same set

of channel realizations are used for Figs. 2.2-2.4. From Figs. 2.2-2.4, we see that, for the

iterative optimization for bothP2 andP0, the sum-rate converges in just a few iterations.

In addition, we see that several local maximum points may exist and different initialization
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may converge to different local maxima, although the difference is not large. This shows

that a few initializations are required to improve the performance.
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Figure 2.2: Average sum-rate vs. iterations for solving joint power allocation problemP2.

Performance We investigate the performance among different strategiesasN increases.

Specifically, four schemes are compared: 1) Equal power allocation at all nodes and direct

pairing; 2) Pairing only: pairing is optimized usingP1 by Hungarian Algorithm, while

equal power allocation is assumed; 3) Power allocation only: only P2 is solved by the

proposed iterative procedure, while a random pairing is given; 4) Joint pairing and power

allocation: our proposed Algorithm 1 to solveP0. We assume the relay is at the middle

point between the two end nodes,i.e.,d1r = dr2.

Fig. 2.5 plots the average sum-rate per subchannel vs.N . It can be seen that the

performance of joint pairing and power allocation optimization in Algorithm 1 is the best.

The additional performance gain of joint optimization overthe pairing-only and the power-

allocation-only schemes is clearly seen. The spectral efficiency under the pairing-only
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Figure 2.3: Average sum-rate vs. iterations for solving joint paring and power allocation
problemP0, when number of subchannelN is 8.
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Figure 2.4: Average sum-rate vs. iterations for solving joint paring and power allocation
problemP0, when number of subchannelN is 64
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scheme and joint optimization (Algorithm 1) increases withN , due to the pairing gain

increasing withN as discussed earlier. For the other two schemes, the spectral efficiency

remains almost flat asN increases, as they do not exploit the pairing benefit.
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Figure 2.5: Average Sum-rate per subchannel vs.N (SNRsd = 2dB)

Finally, we show the performance of average sum-rate versusthe relay position between

the two end notes in Fig. 2.6. We setN = 32. Performances under the four schemes are

again compared. Again, the sum-rate increases as the relay moves towards to the middle

point between Nodes 1 and 2. The best performance is when the relay is at the middle point

to benefit. Comparing different schemes, we see that when therelay is at the middle point,

the gain due to pairing alone exceeds the gain due to power allocation alone, indicating the

significance of subchannel pairing. The additional performance gain of joint pairing and

power allocation optimization over the pairing-only and the power-allocation-only schemes

is clearly seen at any relay location.
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Figure 2.6: Average sum-rate per subchannel vs.d1r/d12 (N = 32).

2.4 Summary

In this chapter, the joint subchannel paring and power allocation optimal problem for a mul-

tichannel MABC-based two-way relay network is considered.The objective is to maximize

the sum-rate of both end nodes. The joint optimization is a difficult problem, especially for

two-way relaying. We proposed an iterative algorithm whichsolves the pairing and power

allocation problem iteratively. For the joint power allocation among the two end nodes and

the relay, an iterative optimization procedure was proposed to solve the power allocation

at the relay and at two end nodes iteratively. By transforming the SNR expression w.r.t.

different form of optimization parameters, each power optimization problem turns out to

be a convex problem and can be solved to obtain the optimal solution.

Finally, for the original joint subchannel pairing and power allocation problem, we pro-

posed an additional iterative algorithm to solve the pairing and power allocation subprob-

lems iteratively. The simulation performance demonstrates the gain of joint optimization
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approach over other pairing-only or power-allocation-only optimization approaches.



Chapter 3

Joint Pairing and Power Allocation

Optimization in Multichannel

TDBC-Based Two-Way Relaying

3.1 System Model

We consider a wireless relay network where one relay node help two terminal nodes (Nodes

1 and 2) to exchange information in a multichannel system withN subchannels. We assume

that the relay channels to and from each terminal node are reciprocal and that each terminal

node has perfect knowledge of the channel state information. Assuming transmission over

each subchannel experiences flat fading, we denoteh1i andh2i as the channel coefficient

over theith subchannel from the relay to Nodes 1 and 2, respectively, and the channel

coefficient of the direct link between the two terminal nodesover theith subchannel as

h0i. We consider a three-phase TDBC-based two-way transmission strategy and assume

the channel coefficient remains unchanged within the duration of three-phase transmission.

In phases one and two, Nodes 1 and 2 transmit their data to the relay. The received signal

32
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at the relay over theith subchannel in Phasej, denoted asrji, is given by

rji =
√

Pjihjisji + vji, j = 1, 2; i = 1, · · · , N (3.1)

wheresji andPji are the information symbol and transmitted power of Nodej (j = 1, 2),

respectively whilevji is the additive white Gaussian noise (AWGN) with varianceσ2 at the

relay on theith subchannel in Phasej. The signals received at Nodes 1 and 2 from the

direct link over theith subchannel during Phases 2 and 1 are given by

yd
j̃i
=

√

Pjih0isji + nd
j̃i
, j = 1, 2; i = 1, · · · , N (3.2)

wherej̃ = 1 (or 2) for j = 2 (or 1); nd
j̃n

is the AWGN with varianceσ2 at Nodej̃, for

j̃ = 1, 2. In the third phase, the relay performs both pairing and power amplification for

forwarding. Specifically, the relay combines the received signals from Nodes 1 and 2 on

the kth andmth subchannels, respectively, and retransmits the combined signal over the

nth subchannel with powerPrn. The received signals at Nodesj over thenth subchannel

are given by

yjn = hjn(w1nkr1k + w2nmr2m) + njn, j = 1, 2 (3.3)

wherenjn is the receiver noise over thenth subchannel at Nodej in the third phase, re-

spectively with varianceσ2; the coefficientw1nk andw2nm are given by

w1nk =

√

αnPrn

P1k|h1k|2 + σ2
, w2nm =

√

(1− αn)Prn

P2m|h2m|2 + σ2
(3.4)

wherePrn is the relay transmit power over thenth subchannel, andαn ∈ [0, 1] is the

fraction applied to forward signal from relay over thenth subchannel.
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Assume Nodes 1 and 2 know the pairing scheme used at the relay,and thus, they can

cancel the self-interference received, before performingdetection. The residual signal after

self-cancellation at Node 1 is given by

ỹ1n =
√

P2mw2nmh1nh2ms2m + h1n(w1nkv1k + w2nmv2m)

+ n1n. (3.5)

Using (3.2) and (3.5), the received signal from the direct link over themth subchannel

and that from the relay over thenth subchannel will be combined for the detection of

transmitted symbols2m from Node 2. It is known that the maximum ratio combining

(MRC) is optimal in the sense that it results the highest received SNR output given by

SNR1nm =
P2m|w2nm|2|h1n|2|h2m|2

σ2(1 + (|w1nk|2 + |w2nm|2)|h1n|2)
+

P2m|h0m|2

σ2
(3.6)

SNR2nk =
P1k|w1nk|

2|h2n|
2|h1k|

2

σ2(1 + (|w1nk|2 + |w2nm|2)|h2n|2)
+

P1k|h0k|
2

σ2
(3.7)

where the first terms are the post-cancellation received transceiver’s SNRs over the relay

after self-cancellation, and the second terms are the SNR from the direct link. Similarly

we can write the received SNR at Node 2, denoted asSNR2nk, for transmitted symbols1k

from Node 1. An example of the system model is given in Fig 3.1.

Note that for this three-phase two-way relaying scheme, thechannel pairing involves

three subchannels: the two incoming subchannels to the relay from Nodes 1 and 2, and the

common outgoing subchannel to the Nodes 1 and 2. The pairing can be described using

two permutation functionsk = p(n), m = q(n), for n = 1, · · ·, N . In other words,p(·)

andq(·) provide specific pairing strategies of subchannels to and from the relay for Nodes

1 and 2, respectively.
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relayS1 S2

h2m

h1k

h1n h2n

h0k

h0m

Figure 3.1: System model for TDBC-based two way relaying

The system sum-rate of Nodes 1 and 2 under a given pairing function k = p(n) and

m = q(n) can express as

Rnmk = log (1 + SNR1nm) + log (1 + SNR2nk) . (3.8)

The overall sum-rate achieved in multichannel system is given by

R =
N
∑

n = 1

k = p(n),m = q(n)

Rnmk (3.9)

3.2 Joint Two-Way Pairing and Power Optimization

Using (3.4), we can rewriteSNR1nm andSNR2nk in (3.6) and (3.7) in terms ofP1k, P2m,

Prn andαn as

SNR1nm =
P2m(1 − αn)Prn|h1n|2|h2m|2(P1k|h1k|2 + σ2)/σ2

(P2m|h2m|2 + σ2)(P1k|h1k|2 + αnPrn|h1n|2 + σ2) + (1 + αn)Prn|h1n|2(P1k|h1k|2 + σ2)

+
P2m|h0m|2

σ2
(3.10)



Chapter 3 36

SNR2nk =
P1kαnPrn|h2n|

2|h1k|
2(P2m|h2m|

2 + σ2)/σ2

(P1k|h1k|2 + σ2)(P2m|h2m|2 + (1− αn)Prn|h2n|2 + σ2) + αnPrn|h2n|2(P2m|h2m|2 + σ2)

+
P2m|h0m|2

σ2
. (3.11)

The sum-rateRnmk in (3.8) is a function of power allocation at each end node andthe

relay, i.e., {P1k, P2m, Prn, αn}. Let p1, p2, pr andα be theN × 1 vectors containing

the power allocation and fraction on each subchannel at Nodes 1and 2, and at the relay,

respectively, with[p1]k = P1k, [p2]m = P2m, [pr]n = Prn and [α]n = αn. Let Ptot

be the power budget at each node1. Our goal is to maximize the sum-rate in (3.9) by

jointly optimizing the subchannel pairing strategyp(·) andq(·) and the power allocation

{p1,p2,pr,α} under the individual power constraintPtot. The joint optimization problem

is formulated as the following:

(P0) : max
Φ,p1,p2,pr,α

N
∑

m=1

N
∑

k=1

N
∑

n=1

φnmkRnmk

s.t.
N
∑

m=1

N
∑

k=1

φnmk = 1, ∀n;
N
∑

n=1

N
∑

k=1

φnmk = 1, ∀m

N
∑

m=1

N
∑

n=1

φnmk = 1, ∀k; φnmk ∈ {0, 1}, ∀m, k, n.

N
∑

k=1

P1k ≤ Ptot,

N
∑

m=1

P2m ≤ Ptot,

N
∑

n=1

Prn ≤ Ptot.

p1 < 0,p2 < 0,pr < 0, αn ∈ [0, 1], ∀n

whereφnmk is a binary variable indicating the pairing outcome of subchannelsn,m and

k, andΦ is a three-dimensional matrix with[Φ]nmk = φnmk. The joint optimization prob-

lemP0 is a mixed-integer programming problem which is difficult tosolve. We propose an

1We assume the same power budget at each node for simplicity.
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iterative method in which we separateP0 into two sub-problems: an optimal paring prob-

lem under given power allocation{p1,p2,pr α}, and an optimal power allocation problem

under given pairing strategyΦ.

3.2.1 Subchannel Pairing Optimization

We first consider the subchannel pairing optimization problem, when power allocation

{p1,p2,pr,α} is given. The sum-rate in (3.8) can be re-written as

Rnmk = log
(

1 + SNReff
nmk

)

(3.12)

whereSNReff
nmk is the effective received SNR combining both end nodes and relay with

given a pairing functionp(·) andq(·), defined by

SNReff
nmk

∆
= SNR1nm +SNR2nk +SNR1nm SNR2nk . (3.13)

Combining the paired incoming subchannelk andm from two end nodes and outgoing

subchanneln from the relay,SNReff
nmk can be considered as the received effective SNR over

this path. It is a function of subchannels paired, as well as power allocated to the paired

subchannels at each end node and the relay.

The sum-rate expression in (3.12) is now in the same format asthat in a traditional

one-way relaying system. For a one-way relaying system, it has been shown that for given

power allocations at the relay, the optimal pairing strategy for end-to-end sum-rate max-

imization is anSNR-sortingbased pairing strategy [25, 27], where the subchannel at the

1st hop with thekth highest SNR is paired with the subchannel at the 2nd hop with the

kth highest SNR. This optimal pairing strategy uses explicitSNR ordering and thus is effi-
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cient in computation withO(N logN) complexity (determined by the sorting complexity).

The efficiency of this strategy comes from the fact that it canseparately and independently

sort the incoming and outgoing channels according to a certain SNR-based metric. Due to

the computational benefit, for two-way relaying, we are interested in investigating whether

such a similar SNR-based efficient pairing strategy also exists. In the following, we show

that, unfortunately, such SNR-based pairing strategy is not optimal for two-way relaying.

3.2.1.1 Sub-optimality of SNR-Based Pairing

Re-grouping the variables in (3.10) and (3.11), we can re-write the received SNR expres-

sions as

SNR1nm =
γ2mθ1n

1 + θ1n + γ2m + θ1n
αn

1−αn

γ2m+1
γ1k+1

+ η1m (3.14)

SNR2nk =
γ1kθ2n

1 + θ2n + γ1k + θ2n
1−αn

αn

γ1k+1
γ2m+1

+ η2k (3.15)

whereγ1k andγ2m are the received SNRs at the relay from Nodes 1 and 2 over thekth

and themth subchannels, respectively;θjn is the received SNR at Nodesj from the relay

over thenth subchannel; andη1m andη2k are the received SNRs at Nodes 1 and 2 from the

direct link over thekth andmth subchannels, respectively. They are expressed as:

γ1k =
P1k|h1k|

2

σ2
, γ2m =

P2m|h2m|
2

σ2
(3.16)

θ1n =
(1− αn)Prn|h1n|2

σ2
, θ2n =

αnPrn|h2n|2

σ2
(3.17)

η1m =
P2m|h0m|2

σ2
, η2k =

P1k|h0k|2

σ2
(3.18)
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Figure 3.2: SNR-based two way relaying pairing

Thus, the received SNRs at Nodes 1 and 2 are functions of SNR over each of the six

subchannels used for transmissions,i.e., thekth andmth subchannels to the relay and over

the direct link, and thenth outgoing subchannels to Nodes 1 and 2. An example of the

SNR-based pairing is given in Fig 3.2.

Based on (3.14) and (3.15),SNReff
nmk is a function of(γ1k, γ2m, θ1n, θ2n, η1m, η2k) ex-

pressed as

Direct : SNReff
nmk = Φ(γ1k, γ2m, θ1n, θ2n, η1m, η2k) (3.19)

No direct: SNReff
nmk = Φ̃(γ1k, γ2m, θ1n, θ2n). (3.20)

Definef, g, h : R2 → R, wheref(γ1k, η2k) is a function of SNRs on thekth subchannel

from Node 1 to relay and Node 2 over the direct link,g(γ2m, η1m) is a function of SNRs on

themth subchannel from Node 2 to relay and Node 1 over the direct link, andh(θ1n, θ2n)

is a function of SNRs on outgoingn subchannel from relay to Nodes 1 and 2 (h̃(θ1n, θ2n)

for the no direct link case). For a SNR-based pairing strategy, the pairing will be based on

the value off , g andh over each subchannel. We intend to find out whetherSNReff
nmk can
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be expressed as

Direct : Φ(γ1k, γ2m, θ1n, θ2n, η1m, η2k)

= Ψ(f(γ1k, η2k), g(γ2m, η1m), h(θ1n, θ2n)) (3.21)

No direct: Φ̃(γ1k, γ2m, θ1n, θ2n)

= Ψ̃(γ1k, γ2m, h̃(θ1n, θ2n)) (3.22)

whereΨ(f, g, h) is only a function off , g andh, and similarly forΨ̃(γ1k, γ2m, h̃). The

following result shows that such functions cannot be found for the optimal pairing.

Lemma 1. 1) There do not exist functionsf(x1, y1), g(x2, y2), h(x3, y3), andΨ(x, y, z)

satisfying(3.21); 2) There do not exist functions̃h(x1, y1) andΨ̃(x, y, z) satisfying(3.22).

Proof : See Appendix B.

Following Lemma 1, we have the following conclusion.

Proposition 1. For the TDBC-based two-way relaying multichannel system with or without

direct link, with given power allocations at Nodes 1 and 2 andthe relay, there exist no

explicit SNR-based subchannel pairing strategy optimal for sum-rate maximization.

Recall that, when there is no direct link, the explicit SNR-based pairing strategy is op-

timal for a one-way relaying system [24–26]. Proposition 1 indicates that the TDBC-based

two-way multichannel relaying system lacks of an efficient (explicit) optimal pairing strat-

egy, regardless of availability of direct link. Using exhaustive search among a total of(N !)2

possible pairing combinations results in the computational complexity ofO
(

2N
)

, which

is impractical whenN is large. Thus, our focus is to design low-complexity suboptimal

pairing strategies with good performance, which is particularly important for broadband

systems with largeN .
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3.2.1.2 Low-Complexity Suboptimal Pairing Strategy

For given power allocation{p1,p2,pr,α}, the optimization problem(P0) reduces to the

subchannel pairing problem and can be formulated as

(P1) : max
φnmk

N
∑

m=1

N
∑

k=1

N
∑

n=1

φnmk log(1 + SNReff
nmk)

s.t.
N
∑

m=1

N
∑

k=1

φnmk = 1, ∀n;
N
∑

n=1

N
∑

k=1

φnmk = 1, ∀m

N
∑

m=1

N
∑

n=1

φnmk = 1, ∀k; φnmk ∈ {0, 1}, ∀m, k, n.

The above optimization problem is essentially an axial 3-DAP [54]. In contrast to the 2-D

assignment problem which can be solved efficiently by algorithms such as the Hungarian

Algorithm [52], the 3-DAP is an NP-hard problem. This problem has been studied exten-

sively in literature, and various heuristic methods have been proposed to solve it.

Iterative Optimization Here, we use an iterative approach to solve the 3-DAP by re-

ducing it into a 2-D assignment problem and solving it iteratively, an idea which was first

proposed in [55].

Let Cmk, Cnm, andCnk be the 2-D permutation matrices over the pair(m, k), (n,m),

and (n, k), respectively, under given permutationsp(·) and q(·). Let Cnmk be the 3-D

permutation matrix over the tuple(n,m, k). Determining the optimal 3-D permutation

matrix under a fixed 2-D permutation matrix is essentially a 2-D assignment problem. Since

there are three 2-D permutation matrices, thelth iteration involves three steps as follow. An

example of the procedure (3.23) is given in Fig 3.3, where each column stands forkth,mth

andnth subchannel respectively.
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FixC
(l)
mk ⇒ find optimalC(l+1)

nm (3.23)

FixC(l+1)
nm ⇒ find optimalC(l+1)

nk (3.24)

FixC
(l+1)
nk ⇒ find optimalC(l+1)

mk . (3.25)

The optimal solution in each optimization above can be obtained by the 2-D assignment

problem through the Hungarian algorithm. Note that the above procedures in each iteration

will effectively determine the two permutationsp(·) and q(·). The iteration repeats the

above procedures (3.23)-(3.25) to heuristically optimizes the sum-rate in (3.9) until no more

improvement can be achieved. An example of the procedure (3.23) is given in Fig 3.3,

where each column stands forkth, mth andnth subchannel respectively. The iterative

optimization approach is summarized in Algorithm 2.

mk n

Figure 3.3: Iterative Optimization Pairing
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Algorithm 2: Iterative Optimization Algorithm
1): InitializePmk, thresholdǫ

2): Setl ← 0, R(0) ← 0 for R(0) in (3.9)

while R(l+1) − R(l) > ǫ do

ObtainC(l+1)
nm , C(l+1)

nk , C(l+1)
mk using (3.23), (3.24), and (3.25), respectively, using the

Hungarian algorithm.

UpdateR(l+1) in (3.9) withC(l+1)
nm , C(l+1)

nk .

l← l + 1.

end while

Complexity: The complexity of Hungarian algorithm isO (N3), thus the complexity of

each iteration is alsoO (N3). From simulations, we show that the performance converges

in a couple of iterations.

Sorting-Based Algorithm It is known that for one-way relaying, without the direct link,

the optimal pairing strategy is an explicit SNR-based pairing [24–26]. We utilize this result

to propose a similar sorting strategy for TDBC-based two-way relaying.

Without Direct LinkLet {γ1(k)} denote the sorted version of{γ1k}, i.e.,γ1(k) ≥ γ1(k+1).

Similarly, we denote{γ2(m)}. For thenth outgoing subchannelθ1n and θ2n, assuming

θ1n and θ2n are ranked then1th among{θ1n}, and then2th among{θ2n}, respectively.

Our proposed algorithm is to pairγ1(n2) with θ2n, andγ2(n1) with θ1n. In this case, in

each one-way direction, the SNR-sorting based pairing is used, which is optimal if there

is no interference from the other direction. The summary of this procedure is given in

Algorithm 3. An example of the sorting-based pairing strategy is given in Fig 3.4.

With Direct LinkWhen we consider the direct link, a sorting-based strategy has been

proposed in [27] for one-way relaying which is optimal undera fixed-gain power ampli-

fication. Adopting that sorting strategy into the two-way relaying case, we can adjust our

ranking metric by including the direct link,i.e., γ1k
1+η2k

and γ2m
1+η1m

. Algorithm 4 provides a
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Figure 3.4: Sorting-based pairing

summary of the procedure in this case.

Complexity: The complexity of sorting a queue of lengthN isO(N logN). Thus, the

total complexity of the sorting-based strategy isO(N logN). Comparing toO (N3) of Al-

gorithm 2, we see that the complexity of Algorithms 3 and 4 is extremely low. It maintains

the same pairing complexity as in the one-way case. As we willsee from simulation studies

that the performance of such sorting-based strategy is close to that of the optimal pairing,

demonstrating the effectiveness and the excellent performance of the proposed suboptimal

algorithm.

Special case – direct pairingIt is known that for one-way relaying, the optimal pairing

strategy is an explicit SNR-based pairing [25, 27], where the nth strongest subchannels,

measured by SNR, over the first hop and second hop are paired. If we directly apply this

one-way optimal pairing strategy to two-way relaying, it iseasy to see that it is simply

equivalent to the direct pairing case,i.e., n = m = k. As we will see from simulation

studies that the performance of such direct pairing strategy for two-way relaying is inferior

to that of the iterative optimization algorithm and sorting-based algorithm we proposed

above.
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Algorithm 3: Sorting-Based Algorithm (without direct link)
1): Sortingγ1k, γ2m, θ1n andθ2n in descending order to obtain rank(γ1k), rank(γ2m),

rank(θ1n) and rank(θ2n).

2): Perform pairing

for n = 1→ N do

For rank(γ1k∗) = rank(θ2n), pair(n, k∗);

For rank(γ2m∗) = rank(θ1n), pair(n,m∗).

end for

3): Obtain the pairing result{(n,m∗, k∗) : n = 1, . . . , N}

Algorithm 4: Sorting-Based Algorithm (include direct link)
1): Sorting(γ1k/(1 + η2k)), (γ2m/(1 + η1m)), θ1n andθ2n in descending order to obtain

rank(γ1k/(1 + η2k)), rank(γ2m/(1 + η1m)), rank(θ1n) and rank(θ2n).

2): Perform pairing

for n = 1→ N do

For rank
(

γ1k∗

1+η2k∗

)

= rank(θ2n), pair(n, k∗).

For rank
(

γ2m∗

1+η1m∗

)

= rank(θ1n), pair(n,m∗).

end for

3): Obtain the pairing result{(n,m∗, k∗) : n = 1, . . . , N}

3.2.2 Joint Power Allocation Optimization

With given pairing strategyp(·) andq(·), the optimization problemP0 reduces to the joint

optimization of power allocation{p1,p2,pr,α} at each end nodes and at the relay, given
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by

(P2) : max
p1,p2,pr,α

N
∑

n = 1
k = p(n), m = q(n)

log (1 + SNR1nm) + log (1 + SNR2nk)

s.t.
N
∑

k=1

P1k ≤ Ptot,
N
∑

m=1

P2m ≤ Ptot,
N
∑

n=1

Prn ≤ Ptot.

p1 < 0,p2 < 0,pr < 0, αn ∈ [0, 1], ∀n.

From (3.10) and (3.10), we observe thatSNR1nm andSNR2nk are not jointly convex with

respect to (w.r.t.){p1,p2,pr,α}. Thus the optimization problemP2 is non-convex and

difficult to solve. We propose to separate this joint power optimization problem into three

sub-optimization problems, and solve them iteratively. Specifically, givenpr andα, we

first optimize{p1,p2} to maximize the objective inP2. Then, using the obtained{p1,p2}

with givenpr, we optimizeα. Finally, with obtained{p1,p2,α}, we optimizepr.

3.2.2.1 Joint Optimization ofp1 and p2 Givenα and pr

The objective inP2 can be rewritten as

max
pr ,α

{max
p1,p2,

N
∑

n = 1
k = p(n), m = q(n)

log (1 + SNR1nm) + log (1 + SNR2nk)}

s.t.

N
∑

k=1

P1k ≤ Ptot,

N
∑

m=1

P2m ≤ Ptot,

N
∑

n=1

Prn ≤ Ptot.

p1 < 0,p2 < 0,pr < 0, αn ∈ [0, 1], ∀n. (3.26)

However, from (3.10) and (3.11), we see that, givenpr andα, the inner maximization

problem with respect to{p1,p2} is not convex and thus might not have a computationally

efficient solution. From (3.6) and (3.7), we see thatSNR1nm andSNR2nk can be expressed

in terms of of{P2m, w1nk, w2nm} and{P1k, w1nk, w2nm}, respectively. If we fix the relay
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power coefficientsw1nk andw2nm instead ofpr andα at the relay, the inner maximization

above turns out to be convex.

Let w1 andw2 be the power coefficient vector with[w1]k = w1nk and[w2]m = w2nm,

wherek is related ton based on the pairing resultk = p(n) andm is related ton based

on the pairing resultm = q(n). Using (3.4), the joint power optimization problemP2 can

then be rewritten as

(P2’) : max
w1,w2

max
p1,p2

N
∑

n = 1
k = p(n), m = q(n)

log (1 + SNR1nm) + log (1 + SNR2nk)

s.t.
N
∑

n=1

[|w1nk|
2(P1k|h1k|

2 + σ2)+

|w2nm|
2(P2m|h2m|

2 + σ2)] ≤ Ptot,
N
∑

k=1

P1k ≤ Ptot,

N
∑

m=1

P2m ≤ Ptot.

p1 < 0,p2 < 0, αn ∈ [0, 1], ∀n.

whereSNR1nm andSNR2nk are expressed in (3.6) and (3.7), respectively, as functions of

{P1n, P2n, w1nk, w2nm}. For givenw, the inner maximization ofP2’ is given by

(P2’a) : max
p1,p2

N
∑

n = 1
k = p(n), m = q(n)

log (1 + SNR1nm) + log (1 + SNR2nk)

s.t.

N
∑

n=1

[|w1nk|
2(P1k|h1k|

2 + σ2)+

|w2nm|
2(P2m|h2m|

2 + σ2)] ≤ Ptot,
N
∑

k=1

P1k ≤ Ptot,
N
∑

m=1

P2m ≤ Ptot.

p1 < 0,p2 < 0, αn ∈ [0, 1], ∀n.

From (3.6) and (3.7),SNR1nm andSNR2nk are both linear with respect toP1k andP2m, thus
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the objective inP2’a is jointly convex with respect to{p1,p2}. Therefore, the optimization

problemP2’a is convex and can be solved by standard convex optimization tools.

3.2.2.2 Optimization ofα Givenp1, p2, andpr

With given power allocation{p1,p2,pr}, the optimization problemP2 becomes

(P2’b) : max
α

N
∑

n = 1
k = p(n), m = q(n)

log (1 + SNR1nm) + log (1 + SNR2nk)

s.t. αn ∈ [0, 1], ∀n.

LetR(αn) = log(1+SNReff
nmk), andR′(αn) be the derivative ofR(αn). SinceR′(αn) =

0 leads a quadratic equation as shown in the Appendix C, the rootsαn1 andαn2 of R′(αn) =

0 is the maximum or the minimum points ofR(αn). If αn1 andαn2 are within the interval

[0, 1], we then compareR(αn1) andR(αn2) with R(0) andR(1), the maximum one is the

optimal solution forR(αn). The detail of solution is in Appendix C.

3.2.2.3 Optimization ofpr Given p1, p2 andα

With given power allocation{p1,p2,α}, the optimization problemP2 becomes

(P2’c) : max
pr

N
∑

n = 1
k = p(n),m = q(n)

log (1 + SNR1nm) + log (1 + SNR2nk)

s.t.
N
∑

m=1

Prn ≤ Ptot, pr < 0.

Given{p1,p2}, we see from (3.10) and (3.11) thatSNR1nm andSNR2nk are both concave

functions ofPrn. As a result, the objective inP2’c is concave with respect topr. Thus, the
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optimization problemP2’c is convex. However, the objective inP2’c with respect topr

has a complicated fractional form that cannot be easily implemented using standard convex

optimization tools. Therefore, we obtain the solution forP2’c using Karush-Kuhn-Tucker

(KKT) conditions [53].

Denoteλ = [λ1, · · · , λN ] as the vector of Lagrange multipliers corresponding to the

non-negative power constrains on each subchannel. Denoteν as the Lagrange multiplier

corresponding to the power budget constraint. SinceSNR1nm andSNR2nk are now only

functions ofPrn, to explicit show this dependency, we denote the sum-rate objective in

P2’c as
∑N

n=1Rn(Prn), where

Rn(Prn)
∆
= log(1 + SNR1nm) + log(1 + SNR2nk).

It is easy to see that at the optimum, the relay power constraint is attained at the equality,

i.e.,
∑N

n=1 Prn = Ptot. Thus, using the KKT conditions, we have

pr < 0, λ < 0,
N
∑

n=1

Prn = Ptot, λnPrn = 0,

R′
n(Prn)− λn + ν = 0, n = 1, . . . , N (3.27)

whereR′
n(Prn) denote the derivative ofRn(Prn) w.r.t. Prn, and the value ofν should

ensure
∑N

n=1 P
o
rn = Ptot. From (3.27), if the optimalP o

rn > 0, we haveλn = 0. Thus,P o
rn,

for n = 1, · · · , N , should satisfy

P o
rn > 0 andR′

n(P
o
rn) + ν = 0

or P o
rn = 0, n = 1, · · · , N. (3.28)
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The above solution forP o
rn can be viewed as a variation of classical waterfilling solu-

tion, the detail of solution is provided in Appendix. A.

3.2.2.4 Iterative Procedure for Joint Power Optimization

We solve the joint power optimization problemP2 by iteratively solving the optimization

subproblemsP2’a, P2’b, andP2’c to update{p1,p2},α, andpr, respectively. Specifically,

let {pl
1,p

l
2,p

l
r,α

l} be the power allocation solutions obtained after thelth iteration, and let

wl
1 andwl

2 be the corresponding relay power coefficient obtained from{pl
1,p

l
2,p

l
r,α

l}. At

the(l + 1)th iteration:

1. Givenwl
1 andwl

2, we solve the joint optimization problemP2’a to obtain{pl+1
1 ,pl+1

2 };

2. Given{pl+1
1 ,pl+1

2 } andpl
r, we solve the optimization problemP2’b to obtainαl+1;

3. Given{pl+1
1 ,pl+1

2 ,αl+1}, we solve the optimization problemP2’c to obtainpl+1
r .

Repeat steps 1-3 until the sum-rate objective inP2 converges, and we obtain a local maxi-

mum solution forP2.

3.2.3 Joint Pairing and Power Allocation Iterative Optimization

Finally, to solve the original joint optimization problemP0, we iteratively solve the opti-

mization problemsP1 andP2. Thesth iteration contains two steps:

1. Given power allocation{ps
1,p

s
2,p

s
r,α

s}, we solve subchannel pairing problemP1

and obtain pairing permutationps+1(·) andqs+1(·);

2. Given pairing permutation functionps+1(·) andqs+1(·), the power allocation problem

P2 is solved using iterative approach mentioned in Section 3.2.2.4.
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The above procedure is repeated until the sum-rate converges.

Note that the convergence of this iterative approach is guaranteed as the value of the

sum-rate objective in each step of the iterative procedure is non-decreasing. However, the

original joint optimization problem may have multiple local maxima. Thus, typically we

need a few initialization trials and select the one with the best performance. The iterative

joint optimization approach is summarized in Algorithm 5.
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Algorithm 5: Iterative Optimization to SolveP0
Initialize: Setp0

1,p
0
2,p

0
r, α

0, p0(·), q0(·), ǫ;

Sets = 0; ComputeR0 in (3.8) withp0
1,p

0
2,p

0
r, α

0, p0(·), q0(·). Set∆R0 > ǫ.

while ∆Rs > ǫ do
// Givenps(·), qs(·) solve power optimization inP2

Setl = 0, p̃0
1 = ps

1, p̃
0
2 = ps

2, p̃
0
r = ps

r, α̃
0 = α

s;

Let R̃l be the objective value inP2 at thelth iteration.

ComputeR̃0 with {p̃0
1, p̃

0
2, p̃

0
r}, α̃

0. ∆R̃0 > ǫ.

while ∆R̃l > ǫ do

Obtainwl
1, w

l
2 using (3.4) based oñpl

1, p̃
l
2 p̃

l
r andα̃l;

Givenwl
1, w

l
2 solveP2’a to obtain{p̃l+1

1 , p̃l+1
2 };

Given{p̃l+1
1 , p̃l+1

2 }, andp̃l
r solveP2’b to obtainp̃l+1

r ;

Given{p̃l+1
1 , p̃l+1

2 }, andα̃l+1 solveP2’c to obtainp̃l+1
r ;

ComputeR̃l+1 based on{p̃l+1
1 , p̃l+1

2 , p̃l+1
r ,αl+1, ps(·), qs(·)}.

Setl ← l + 1;

end

Output: ps+1
1 = p̃l

1, p
s+1
2 = p̃l

2, p
s+1
r = p̃l

r, α
s+1 = α̃

l;

Given{ps+1
1 ,ps+1

2 ,ps+1
r ,αs+1}, solve pairing optimization problemP1 to obtain

ps+1(·) andqs+1(·);

ComputeRs+1 based on{ps+1
1 ,ps+1

2 ,ps+1
r ,αs+1, ps+1(·), qt+1(·)};

Set∆Rs+1 = Rs+1 − Rs;

Sets← s+ 1;

end

Output: ps
1, p

s
2, p

s
r, α

s, ps(·) andqs(·);
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3.3 Simulation Results

We evaluate the performance of the proposed pairing strategy and iterative joint optimiza-

tion of pairing and power allocation through simulations using an OFDM system withN

subchannels. The channel gain over each subchannel is complex Gaussian with distribu-

tion CN (0, σ2
h), whereσ2

h follows the pathloss modelσ2
h = Kod

−κ with pathloss exponent

κ = 3 andKo = 1. Let d12, d1r anddr2 denote the distance between Nodes 1 and 2, Node

1 to the relay, and Node 2 to the relay, respectively. We definethe average SNR from Node

1 to Node 2 over the direct path asSNR12
∆
= PT

N
d−k
12 /σ

2.

3.3.1 Performance Comparison under Pairing Schemes

We first fix the power allocation and compare the performance under different pairing

strategies. We choseαn in (3.4) such thatw1nk = w2mk
2. Let d12, d1r anddr2 denote

the distance between Nodes 1 and 2, Node 1 to the relay, and Node 2 to the relay, re-

spectively. We define the average SNR from Node 1 to Node 2 overthe direct path as

SNR12
∆
= PT

N
d−k
12 /σ

2. Besides the proposed Algorithms 2-4, we also consider the following

schemes for benchmark comparison 1) A random pairing scheme, in whichp(·) andq(·) is

a random permutation; 2) Direct pairing,i.e.,k = m = n.

We first show the convergence behavior under the Iterative Optimization over iteration

in Fig. 3.5. We setN = 128 and assume no direct link. For initialization, we use the

pairing result under either the random pairing or the sorting-based algorithm. We see that

the performance under the two initialization methods is different only in first a couple of

iterations. This indicates that the convergence is not sensitive to the initial pairing used.

Furthermore, the convergence is fast with typically only 3-4 iterations needed.

2In our simulation study, we observe that the sum-rate performance under this specific power allocation
is higher than other power allocations. Therefore, we choose this particular setting. Joint optimization of
pairing and power allocation will show in following section.
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Figure 3.5: Convergence behavior under the Iterative Optimization scheme over iteration

Then, we compare the sum-rate performance among different pairing schemes asN

increases. We assumed1r = dr2, and setSNR12 = 2dB. Fig. 3.6 and Fig. 3.7 show the

average sum-rate per subchannel vs.N , with or without direct link, respectively. From

Fig. 3.6, we observe that the sum-rate per subchannel under each pairing algorithm in-

creases asN increases, indicating higher pairing gain is achieved asN increases. We also

see that the performance of the proposed sorting-based algorithm is very close to the inter-

active optimization algorithm, while the latter has significantly higher complexity than the

former. As expect, the random pairing and direct pairing provides the lowest performance

as they do not actively seeking pairing to improve the sum-rate. Fig. 3.7 shows similar trend

when the direct link is considered. We also observe that using Algorithm 4 that includes

direct link SNR in the metric for pairing improves upon the performance of Algorithm 3

that does not involves the direct link for pairing.

Next, we show the performance vs. different relay locationsbetween two terminal

nodes under the proposed pairing algorithms. We setN = 128. Shown in Fig. 3.8 (without
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Figure 3.6: Sum rate per subchannel vs.N (No direct link;SNR12 = 2dB)

direct link) and Fig. 3.9 (with direct link), the sum-rate ismaximized as the relay moves to

the middle point between Nodes 1 and 2, and the pairing gain isthe highest as the relay is

moved to the middle between Nodes 1 and 2.

3.3.2 Performance under Joint Pairing and Power AllocationStrate-

gies

We now study the performance under the joint pairing and power allocation.

Convergence Behavior We first study the convergence behavior of the iterative power

allocation optimization method in Section 3.2.2.4 and iterative joint pairing and power

allocation algorithm in Algorithm 5. We assume the relay is at the middle point between

the two end nodes,i.e., d1r = dr2. We set subchannel number asN = 64 for power

allocation optimization problemP2, N = 32 for iterative optimization problemP0.
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Figure 3.7: Sum rate per subchannel vs.N (With direct link;SNR12 = 2dB)
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Figure 3.8: Sum rate per subchannel vs.d1r/dr2 (N = 128; No direct link)
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Figure 3.9: Sum rate per subchannel vs.d1r/dr2 (N = 128; With direct link)

Fig. 3.10 plots the average sum-rate per subchannel versus the number of iterations by

solving the joint power allocation optimization problemP2 using the iterative approach

in Section 3.2.2.4. The pairing schemep(·) and q(·) is randomly generated at the be-

ginning but is fixed during the experiment. A few randomly generated initializations for

{p0
1,p

0
2,p

0
r,α

0} are used to test the convergence behavior and the local maximum . Each

curve corresponds to a different initialization. Similarly, Fig. 3.11 and Fig. 3.12 plots the

average sum-rate per subchannel versus the number of iterations under Algorithm 5 for

solving the joint optimization problemP0. Fig. 3.11 uses Algorithm 2 as its pairing strat-

egy, while Fig. 3.12 uses Algorithm 3 as its pairing strategy. Each curve corresponds to

a different initialization for{p0
1,p

0
2,p

0
r ,α

0, p0(·), q0(·)} which are again randomly gener-

ated. The same set of channel realizations are used for Figs.3.10-3.12 and all of them are

without direct link. From Figs. 3.10-3.12, we see that, for the iterative optimization for both
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Figure 3.10: Average sum-rate vs. iterations for solving joint power allocation problemP2
(without direct link).

0 1 2 3 4 5
2

2.5

3

3.5

A
vg

 s
um

−
ra

te
 (

bi
ts

/c
ha

nn
el

 u
se

)

 

 

Random initialization 1
Random initialization 2
Random initialization 3

Iteration (N = 32)

Figure 3.11: Average sum-rate vs. iterations for solving joint pairing and power allocation
problemP0, (iterative pairing algorithm and without direct link)
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Figure 3.12: Average sum-rate vs. iterations for solving joint pairing and power allocation
problemP0, (sorting-based paring strategy and without direct link)

P2 andP0, the sum-rate converges in just a few iterations. In addition, we see that several

local maximum points may exist and different initializations may converge to different lo-

cal maxima, although the difference is not large. This showsthat a few initializations are

required to improve the performance.

Performance We study the performance of average sum-rate versus the relay position

between the two end notes with or without direct link, respectively. We set subcannel as

N = 8 for without direct link andN = 32 for with direct link. Performances under

four schemes are compared: 1) Equal power allocation at all nodes and no pairing (i.e.,

the same incoming and outgoing subchannels); 2) Pairing only: pairing is optimized using

P1 with two pairing strategies: Iterative Optimization Algorithm and Sorting-Based Al-

gorithm, while equal power allocation is assumed; 3) Power allocation only: onlyP2 is

solved by proposed power allocation iterative procedure, while a random pairing is given;
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4) Power allocation and pairing: our proposed Algorithm 5 tosolveP0.
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Figure 3.13: Average sum-rate per subchannel vs.d1r/d12 (N = 8; Iterative Pairing Algo-
rithm; no direct link)

Shown in Figs. 3.13, 3.14(without direct link) and Figs. 3.15, 3.16(with direct link),

the additional performance gain of joint optimization overthe pairing-only and the power-

allocation-only schemes is clearly seen. The sum-rate increases as the relay moves towards

the middle point between Nodes 1 and 2. Note that, for two-wayrelaying, it is desirable to

have the relay at the middle point to benefit both end nodes for.

Then we compare the performance of our proposed joint pairing and power allocation

Algorithm 5 under two different suboptimal pairing schemes: Iterative Optimization 2 and

Sorting-Based Algorithm 3, 4 with or without direct link. Weset subcannel asN = 32.

Shown in Fig. 3.17(without direct link) and Fig. 3.18(with direct link), Sorting-Based

Algorithm 3, have better joint pairing and power allocationoptimization performance than

Iterative Optimization 2 without direct link, while Iterative Optimization 2 have better joint

optimization performance than Sorting-Based Algorithm 4 with direct link.
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Figure 3.14: Average sum-rate per subchannel vs.d1r/d12 (N = 8; Sorting-Based Pairing
Strategy; no direct link)

0.1 0.2 0.3 0.4 0.5
3.2

3.4

3.6

3.8

4

4.2

4.4

4.6

A
vg

 s
um

−
ra

te
 (

bi
ts

/c
ha

nn
el

 u
se

)(
N

=
32

)

 

 

Joint Power Allocation and Pairing
Power−Allocation−Only
Pairing−Only
Equal power and direct pairing

d1r/d12 (iterative algorithm)

Figure 3.15: Average sum-rate per subchannel vs.d1r/d12 (N = 32; Iterative Pairing
Algorithm; with direct link)
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Figure 3.16: Average sum-rate per subchannel vs.d1r/d12 (N = 32; Sorting-Based Pairing
Strategy; with direct link)
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Figure 3.17: Average sum-rate per subchannel vs.d1r/d12 (N = 32; no direct link)
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Figure 3.18: Average sum-rate per subchannel vs.d1r/d12 (N = 32; with direct link)

3.4 Summary

In this chapter, the joint paring and power allocation optimal problem for TDBC-based two-

way AF relaying among two terminal nodes and one relay is considered. The objective is

to maximize the sum-rate of both end nodes. We have first studied the subchannel pairing

problem, which the subchannel pairing schemes are designedto maximize the achievable

data rate under certain power allocation in the network. Unlike in the one-way case, we

showed that there exists no efficient SNR-based pairing strategy that is sum-rate optimal

for two-way pairing. Formulating the pairing optimizationas an axial 3-D assignment

problem, we proposed an iterative optimization method to solve it with complexityO(N3).

Based on SNR over each subchannel, we also proposed sorting-based algorithms for sce-

narios with and without direct link, with a low complexity ofO(N logN). The complexity

reduction is substantial especially for broadband systems, and the simulation performance

is shown to be very close to the iterative optimization method.
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For the joint power allocation among the two end nodes and therelay, a further iterative

optimization procedure was proposed to solve the power allocation at the relay and at two

end nodes iteratively. By transforming the SNR expression with respect to different form

of optimization parameters, each power optimization problem turns out to be a convex

problem and can be solved to obtain the optimal solution.

Finally, for the original joint subchannel pairing and power allocation problem, we pro-

posed an additional iterative algorithm which solves the pairing and power allocation sub-

problem iteratively. The simulation performance demonstrates the gain of joint optimiza-

tion approach over other pairing-only or power-allocation-only optimization approaches.
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Conclusions

In this thesis, the joint subchannel paring and power allocation optimal problem for a mul-

tichannel MABC-based and TDBC two-way relay network is considered. Based on the

theoretical analysis and numerical results, we can make conclusions as follow.

First, in MABC-based two way relaying, We proposed an iterative algorithm which

solves the pairing and power allocation problem iteratively. For the joint power alloca-

tion among the two end nodes and the relay, a further iterative optimization procedure was

proposed to solve the power allocation at the relay and at twoend nodes iteratively. By

transforming the SNR expression with respect to different form of optimization parame-

ters, each power optimization problem turns out to be a convex problem and can be solved

to obtain the optimal solution. The simulation performancedemonstrates the gain of joint

optimization approach over other pairing-only or power-allocation-only optimization ap-

proaches.

Then, in TDBC-based two way relaying, We studied the subchannel pairing problem,

which the subchannel pairing schemes are designed to maximize the achievable data rate

under certain power allocation in the network. Unlike in theone-way case, we showed

that there exists no efficient SNR-based pairing strategy that is sum-rate optimal for two-

65
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way pairing. Formulating the pairing optimization as an axial 3-D assignment problem, we

proposed an iterative optimization method to solve it with complexityO(N3). Based on

SNR over each subchannel, we also proposed sorting-based algorithms for scenarios with

and without direct link, with a low complexity ofO(N logN). The complexity reduction

is substantial especially for broadband systems, and the simulation performance is shown

to be very close to the iterative optimization method.

Finally, in TDBC-based two-way relaying, the joint optimization is, on the other hand,

a difficult problem. We proposed a similar iterative algorithm as MABC-based two way

relaying, which solves the pairing and power allocation problem iteratively. For the joint

power allocation among the two end nodes and the relay, a further iterative optimization

procedure was proposed to solve the power allocation at the relay and at two end nodes

iteratively. Unlike MABC-based two-way relaying, there isanother parameter the fraction

α need to consider. By transforming the SNR expression with respect to different form

of optimization parameters, each power optimization problem turns out to be a convex

problem and can be solved to obtain the optimal solution. Thesimulation performance

demonstrates the gain of joint optimization approach over other pairing-only or power-

allocation-only optimization approaches.
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Derivation of the Optimal Solution P o
rm

in (2.13)

Let am = φn
|h1m|2

σ2 , bm = 1 + φn + γn, cm = |h1m|2

σ2 , dm = γn
|h2m|2

σ2 , em = |h2m|2

σ2 . Then,

Rm(Prm) can be written as:

Rm = log(1 +
amPrm

bm + cmPrm

(A.1)

+
dmPrm

bm + emPrm

+
amdmP

2
rm

(bm + cmPrm)(bm + emPrm)
)

By using KKT conditions, we have equation (3.27) and (2.13).

WhenP o
rm > 0, the equation in (2.13),i.e.,

R′
m(P

o
rm) + ν = 0

can be expressed as

AmP
4
rm +BmP

3
rm + CmP

2
rm +DmPrm + Em = 0 (A.2)
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where

Am = ν(ame
2
mcm + amdmemcm + c2me

2
m + c2mdmem)

Bm = ν(2bmcmemam + 2bmc
2
mem + 2bmcmemdm + 2bmcme

2
m

+ bmame
2
m + amdmembm + amdmcmbm + c2mdmbm)

Cm = νb2m(4cmem + 2amem + amcm + c2m

+ emdm + 2cmdm + e2 + amdm)

− (ambme
2
m + bmemamdm + bmc

2
mdm + bmcmamdm)

Dm = νb3m(am + 2cm + dm + 2em)

− bm(2bmamem + 2bmcmdm + 2bmamdm)

Em = νb4m − b3m(am + dm)

Lagrange operatorν should ensure relay power constrainti.e.,

N
∑

m=1

P o
rm = Ptot.

We can solve this problem by using bisection method: for a given ν, we can obtain a

set ofP o
rm by solving quartic function (D.1), then, we adjust the valueof ν based on the

comparison of
∑N

m=1 P
o
rm and relay power constraintPtot. Finally, we can find the proper

νo which satisfy relay power constraint and substituteνo in quartic function (D.1) to obtain

the optimal relay powerP o
rm.
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Proof of Lemma 1

We proof by contradiction. Assume there exist an optimal pairing strategy based onf(γ1k, η2k),

g(γ2m, η1m) andh(θ1n, θ2n), and (3.21) holds. Then, the partial derivatives ofΦ(·) and

Ψ(·) with respect to(w.r.t) the same variables should also be equal. The ratio of the partial

derivatives ofΨ(f(γ1k, η2k), g(γ2m, η1m), h(θ1n, θ2n)) w.r.t. γ1k andη2k is given by

∂Ψ

∂γ1k
/
∂Ψ

∂η2k
=

∂Ψ

∂f

∂f

∂γ1k
/
∂Ψ

∂f

∂f

∂η2k
=

∂f

∂γ1k
/
∂f

∂η2k
. (B.1)

It follows that the following equality must hold

∂Φ

∂γ1k
/
∂Φ

∂η2k
=

∂f

∂γ1k
/
∂f

∂η2k
(B.2)

∂Φ

∂φm

/
∂Φ

∂η1,m
=

∂g

∂φm

/
∂g

∂η1,m
(B.3)

∂Φ

∂λn

/
∂Φ

∂θn
=

∂h

∂λn

/
∂h

∂θn
. (B.4)

From (3.14) and (3.15),Φ(γk, µ2,k, φm, η1,m, λn, θn) in (3.19) is given by
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Φ(γk, µ2,k, φm, η1,m, λn, θn) =

(1 +
φmλn

2 + γk + φm + 2λn

+ η1,m)(1 +
γkθn

2 + φm + γk + 2θn
+ µ2,k)− 1.

SetX andY as

X = φmλn(µ2,k + 1)(2 + φm + 2θn) + γ2
kθn(η1,m + 1)

+ γk[φmλnθn + θn(η1,m + 1)(2 + φm + 2λn) + φmλn(µ2,k + 1)]

Y = (2 + γk + φm + 2λn)(2 + φm + γk + 2θn).

Let X ′ is the derivative ofX with respect toγ1k, Y ′ is the derivative ofY with respect

to γ1k we have

∂Φ

∂γk
=

X ′Y −XY ′

(2 + γk + φm + 2λn)2(2 + φm + γk + 2θn)2
. (B.5)

The expression of∂Φ
∂η2k

can be written as

∂Φ

∂η2k
= 1 + η1,m +

φmλn(2 + φm + 2θn + γk)

(2 + γk + φm + 2λn)(2 + φm + γk + 2θn)
. (B.6)

From (B.5) and (B.6) we can see that left hand side of (B.2) depends onφm, η1,m, λn,

andθn, while the right hand side of (B.2) is not. Thus, the condition (B.2) does not hold.

Similarly, we can show that (B.3) and (B.4) cannot hold either. This leads to contradiction

of our earlier assumption.
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Relay Power Fractionα Optimization in

TDBC-Based Two-Way Relaying

Let ân = γ2mθ
′
1n, b̂n = 1+ θ′1n + γ2m, ĉn = θ′1n

γ2m−γ1k
γ1k+1

, d̂n = γ1kθ
′
2n, ên = 1+ θ′2n

γ1k+1
γ2m+1

+

γ1k, f̂n = θ′2n
γ2m−γ1k
γ2m+1

, ĝn = η1m, ĥn = η2k.

Whereθ′1n = Prn|h1n|2

σ2 , θ′2n = Prn|h2n|2

σ2 . R(αn) can be written as

R(αn) = log(1 +
ân(1− αn)

b̂n + ĉnαn

+ ĝn)

+ log(1 +
d̂nαn

ên + f̂nαn

+ ĥn) (C.1)

The derivation ofR(αn) is:

R′(αn) =
d̂nên

(ên + f̂nαn)(ên + ênĥn + d̂nαn + f̂nαn + ĥnf̂nαn)

−
ân(b̂n + ĉn)

(b̂n + ĉnαn)(ân + b̂n + b̂nĝn − ânαn + ĉnαn + ĉnĝnαn)
(C.2)
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Let R′(αn) = 0, we obtain quadratic equation:

Ânα
2
n + B̂nαn + Ĉn = 0 (C.3)

Where

Ân =d̂nênĉn
2 − ânĉnf̂n

2
− ânb̂nf̂n

2
+ ĉn

2d̂nênĝn − ânb̂nĥnf̂n
2

− ânĉnĥnf̂n
2
− ând̂nĉnf̂n − ând̂nênĉn − ânb̂nd̂nf̂n

B̂n =2b̂nĉnd̂nên − 2ânb̂nd̂nên − 2ânb̂nênf̂n − 2ânĉnênf̂n

+ 2b̂nĉnd̂nênĝn − 2ânb̂nênĥnf̂n − 2ânĉnênĥnf̂n

Ĉn =b̂n
2
d̂nên − ânĉnên

2 − ânb̂nên
2 − ânb̂nên

2ĥn

− ânĉnên
2ĥn + b2nd̂nênĝn + ânb̂nd̂nên

The rootsαn1 andαn2 can be expressed as:

αn1 =
−B̂n +

√

B̂n

2
− 4ÂnĈn

2Ân

αn2 =
−B̂n −

√

B̂n

2
− 4ÂnĈn

2Ân
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Derivation of the Optimal Solution P o
rn

in (3.28)

Let an = αn

1−αn

γ2m+1
γ1k+1

, bn = (1−αn)|h1n|2

σ2 , cn = γ2m, dn = γ1k, en = αn|h2n|2

σ2 , gn = η1m,

hn = η2k, Rn(Prn) can be written as

Rn(Prn) = log(1 +
cnbnPrn

1 + cn + bn(1 + an)Prn

+
dnenPrn

1 + dn + en(1 +
1
an
)Prn

+
cnbndnenP

2
rn

(1 + cn + bn(1 + an)Prn)(1 + dn + en(1 +
1
an
)Prn)

)

By using KKT conditions, we have equation (3.27) and (3.28).

Let An = cnbn, Bn = 1 + cn, Cn = bn(1 + an), Dn = dnen, En = 1 + dn, Fn =

en(1 +
1
an
). WhenP o

rn > 0 equation (3.28)i.e.,

R′
n(P

o
rn) + ν = 0
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can be expressed as

ÃnP
4
rn + B̃nP

3
rn + C̃nP

2
rn + D̃nPrn + Ẽn = 0 (D.1)

where

Ãn = (C2
nF

2
n + AnCnF

2
n + C2

nDnFn + AnCnDnFn)ν

B̃n = (2BnCnF
2
n + AnBnF

2
n + 2BnCnDnFn)ν

+ (AnBnDnFn + 2C2
nEnFn)ν

+ (2AnCnEnFn + C2
nDnEn + AnCnDnEn)ν

C̃n = (4BnCnEnFn + 2AnBnEnFn + 2BnCnDnEn)ν

+ (AnBnDnEn +B2
nF

2
n +B2

nDnFn)ν

+ (C2
nE

2
n + AnCnE

2
n)ν

+ AnBnF
2
n +DnEnC

2
n + AnDnBnFn + AnDnCnEn

D̃n = (2B2
nEnFn + 2BnCnE

2
n + AnBnE

2
n +B2

nDnEn)ν

+ 2AnBnEnFn + 2DnEnBnCn + 2AnDnBnEn

Ẽn = B2
nE

2
nν + AnBnE

2
n +DnEnB

2
n

Lagrange operatorν should ensure relay power constrainti.e.,

N
∑

n=1

P o
rn = Ptot.

We can solve this problem by using bisection method: for a given ν, we can obtain a

set ofP o
rn by solving quartic function (D.1), then, we adjust the valueof ν based on the
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comparison of
∑N

n=1 P
o
rn and relay power constraintPtot. Finally, we can find the proper

νo which satisfy relay power constraint and substituteνo in quartic function (D.1) to obtain

the optimal relay powerP o
rn.
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