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Abstract—As wireless communication develops rapidly, next-
generation networks have higher demand for short delay.
Routing is an important part of network configuration, and can
influence the network performance including delay significant-
ly. Thus designing an effective routing is essential. To achieve
the global best network performance, the problem of routing
can be modeled as a mathematical optimization problem.
An effective routing with the objective of delay minimization
for multi-hop wireless mesh network (RODM) is proposed
in this paper. Delay is derived according to interference,
bandwidth and probability of transmission failure. As the
link between two neighboring nodes is bidirectional, RODM
considers the asymmetrical transmission failure probabilities
of two-direction links between two neighbor nodes. The rela-
tionship between delay and the number of interfering nodes
is then built. To solve this optimization problem, an improved
genetic algorithm is proposed to balance load. The dynamic
network performance produced by different chosen routes
is also considered. Simulation results show that RODM can
obtain better network performance.

I. INTRODUCTION

Wireless mesh network (WMN) is low-cost, self-
configuration and self-healing, which has a wide range of
applications such as military communication, internet of
things, and emergency communication [1] [2]. The multi-
hop feature can help WMN extend its flexible coverage area.
The network model of WMN is shown in Fig. 1.

WMN contains mesh routers and mesh clients [3]. The
mesh router with stronger function and wired interface to the
Internet can be seen as a gateway. Mesh routers can have
multiple radio interfaces banded with orthogonal wireless
channels. Mesh clients always have only one radio interface.
Destinations of data traffic in WMN can be gateway or

 

Fig. 1. Network model of WMN

mesh nodes [4]. In both traffic types, data packets can be
forwarded by multiple hops. Routing is to select effective
paths from sources to destinations by considering the con-
dition of multiple mesh nodes on the whole path. To obtain
global best network performance, routing can be modeled
as an optimization problem [5]. As more and more users
require the service with little delay nowadays, such as video
and autonomous cars, delay is a very essential factor that
should be considered to be minimized when selecting paths.
The Routing with the Objective of Delay Minimization for
wireless mesh network (RODM) proposed in this paper
builds an optimization model with constraints. The main
contributions of RODM can be summarized as follows:

• Build an optimization model to solve routing problem
in multi-hop WMN. For the objective of minimizing
delay, the mathematical expression of delay is de-
rived. In the process of modeling delay, bandwidth,
interference, Signal to Interference plus Noise Ratio
(SINR), transmission failure probability and asymme-
try of link are all considered. The total transmission
failure probability of each hop can be obtained by
the packet loss probabilities of forward and reverse
links, and this probability is influenced by interference.
The relationship between delay and the number of
interfering nodes is built in first time. Delay can then
be easily expressed without proactive detecting.

• Improve the genetic algorithm (GA) [6] to solve the
optimization problem. According to the derived rela-
tionship between delay and number of interfering mesh
nodes, the improved GA can select a replaced node
with least number of interfering nodes to avoid multiple
data flows using a same congested node. The dynamic
network condition caused by route selection is also
considered. RODM checks the number of interfering
nodes every time of finding optimal paths in the
iterative optimization.

The structure of this paper is as follows. Section II
reviews some related research. Section III explains RODM
in detail. Evaluation results are given in Section IV , and
Section V gives the conclusion.

II. RELATED WORKS

The researches about routing optimization problem have
two focuses: the model establishment and the improvement
of solution method. For the part of model establishment,
one search-based routing is proposed in [7]. It considers



expected transmission time to evaluate link quality, and
uses GA to solve the optimization problem. The method
in [8] gives a method of evaluating end-to-end throughput,
which can guide routing. It considers the relationship among
neighboring interfaces and transmission rate. IQoSR [9]
considers the constraints of delay, throughput and packet
error ratio. The weight values of these parameters will be
different according to different quality of service (QoS) flow
types. The routing proposed in [10] builds a mixed integer
linear program model by maximizing throughput. Different
interference relationships are considered when calculating
link capacity. LARS [5] uses queuing network model to
estimate capacity and selects paths with sufficient remaining
capacity to accommodate the bandwidth demands. A routing
method based on minimizing the Lyapunov drift is proposed
in [11]. It uses a tuple-based multidimensional conflict
graph model to design multipath routing. For the part of
improved solution, CSO-AODV [12] improves the cuckoo
search algorithm and applies it to route reply. Then the best
available path considering QoS can be selected. The QoS
guaranteed routing in [13] integrates the strength of PSO
and GA. It can find an optimal path which reduces the cost
and also satisfies the QoS constraints.

However, existing research does not consider and give
relationship between delay and interference. If the delay
can be expressed by the simple factor such as the number
of interfering nodes, it can be evaluated easily without using
proactive probes. Heavy load and congestion at a node
can decrease the network performance, so load should be
balanced when finding the solution of routing optimization
problem. Besides, the solution of routing can influence the
network condition in turn. This influence should also be
considered when selecting the optimal path.

III. ROUTING WITH THE OBJECTIVE OF DELAY
MINIMIZATION (RODM) DESIGN

RODM formulates the best route selection as a mathe-
matical optimization problem. As delay is a very impor-
tant network performance metric nowadays, RODM sets
minimizing delay as its objective. Considering interference,
SINR, the asymmetry of link and transmission failure prob-
ability, the mathematical expression of delay is given. To
adapt to typical routing problem in multi-hop WMN, an
improved GA which can balance load is proposed to solve
the optimization problem.

A. System model

A network connectivity graph G=(V, L) is used to describe
WMN. V is the set of mesh nodes, and L is the set of all
links in WMN. Mesh nodes are uniformly deployed in the
network, and multiple orthogonal channels are randomly
banded with multiple radio interfaces of mesh routers.
Several data flows (i.e., F) are given.

To evaluate the path loss, both free space propagation
model and two-ray ground reflection model [14] are used.
Then the path loss effect between node i and node j (i.e.,

PLij) can be expressed as

PLij=
P

ij

PTi
=


GtGrλ

2

(4πdij)
2 , 0 < dij ≤ d0

GtGrh
2
th

2
r

(dij)
4 , d0 < dij ≤ rT

(1)

where ht and hr are heights of transmitting and receiving
antennas, and λ is the wavelength. dij is the distance
between node i and j, and rT is the transmission range. Gt

and Gr are the gain of transmitting and receiving antennas
respectively. Pij is the receiving signal power at destination
node j from source node i. PTi is the transmission power of
source node i. d0 is the critical distance, and d0 = 4πhthr

λ .
The IEEE 802.11 standard [15] is used as the Medium

Access Control protocol. The backoff process will start if
the wireless channel is contended. Retransmission can be
caused if transmission is not successful before the maximum
number of retransmission is reached. A packet can be seen
as transmitted successfully if the source node can receive
the Acknowledgement (ACK) from destination. Thus, the
link quality of forward and reverse directions should be
considered at the same time.

B. Optimization model

1) Objective: Minimizing end-to-end delay is set as the
objective of RODM, and it is given as

minimize

 ∑
(i,j)∈L

∑
e∈F

Xe
ijT

e
(i,j)(N

e
i + 1)

 , ∀e ∈ F

(2)
where Xe

ij is the binary decision variable of the optimization
problem to show whether flow e is via link (i,j). If link (i,j)
is chosen and used to transmit packets of data flow e, then
Xe

ij is 1, or Xe
ij is 0. T e

(i,j) is the delay cost by transmitting
each packet on link (i,j) for data flow e. Ne

i is the number
of data packets waiting to be transmitted in data flow e at
mesh node i. This objective is to minimize the end-to-end
delay in multi-hop WMN for each data flow.

As the delay to transmit each packet on link (i,j) (i.e.,
T(i,j)) is composed of transmission and backoff time [16],
after some simplification, it can be expressed as

E[T(i,j)]=
Length
B(i,j)

[
1−pK

l(i,j)

1−pl(i,j)
]

+
CWmin[1−(2pl(i,j))

K+1]·SlotT ime

2(1−2pl(i,j))
− (1−pK

l(i,j))·SlotT ime

2(1−pl(i,j))

(3)
where pl(i,j) is the transmission failure probability between
nodes i and j, and it is based on the transmission failure
probability of forward and reverse links. Length is the size of
data packet, K is the largest allowed number of retransmis-
sion, B(i,j) is the bandwidth of link (i,j). When the number
of retransmission is beyond the maximum allowed number
K, the packet will be dropped. SlotTime is the time of a slot.
CWmin is the size of minimum backoff window. Thus the
delay is related to the available bandwidth and transmission
failure probability.

1⃝ Available bandwidth



The available bandwidth is related to the SINR, and the
SINR is determined by the receiving power of signal and
interference.

According to formula (1), the receiving power of signal
from node i to node j (i.e., Pij) is

Pij = PTi · PLij =

 PTi · GtGrλ
2

(4πdij)
2 , 0 < dij ≤ d0

PTi · GtGrh
2
th

2
r

(dij)
4 , d0 < dij ≤ rT

(4)
Then the receiving power of interference to link (i,j) (i.e.,

Iij) is

Iij =
∑

∀a∈V,a ̸=i

∑
∀b∈V,b̸=j

PTa · PLaj ·Xab ·Xij ,

∀i, j ∈ V, i ̸= j
(5)

where a and b are the source and destination nodes of
interfering link (a,b) respectively. The total receiving power
of interference is the sum of power of all interfering links.

Then the available bandwidth can be expressed as

B(i,j) = B0 · log2(1+SINRij) = B0 · log2(1+ Pij

N+Iij
),

∀i, j ∈ V, i ̸= j
(6)

where B0 is the nominal bandwidth, SINRij is the SINR
of link (i,j) and N is the power of background noise.

2⃝ Transmission failure probability
When the SINR is lower than threshold, the destination n-

ode cannot decode signal successfully and transmission will
be failed. A successful transmission needs the source node
receiving ACK. Thus the transmission failure probability
of the reverse link should also be considered. The total
transmission failure probability between nodes i and j is
based on the transmission failure probabilities of the forward
and reverse links. Based on the relationship between receiv-
ing power and distance, the probability density function of
receiving signal and interference power can be obtained.
Thus the transmission failure probability of forward link
(i,j) is

p(i,j) = p(SINRij < β) = p(
Pij

N+
∑
a∈Ij

Paj
< β)

≈ p(Pij < β
∑
a∈Ij

Paj) = p(Px < βnPa)

=
∫ +∞
−∞ fPaj (Pa) · p(Px <nβPa|Pa)dPa

=
∫ +∞
−∞ fPaj (Pa)

∫ nβPa

−∞ fPij (Px)dPxdPa

(7)

where β is the threshold of SINR. Ij is the set of interfering
nodes of node j. n is the size of Ij . fPij (Px) and fPaj (Pa)
are the probability density functions of receiving signal and
interference power respectively. In the interference limited
network, interference from other transmitters is much larger
than the white noise in the receivers, so the background
noise can be ignored [17] [18]. Similarly, the transmission
failure probability of reverse link (j,i) (i.e., p(j,i)) can also
be obtained. Then the total transmission failure probability
between node i and j (i.e., pl(i,j)) is

pl(i,j) = 1− (1− p(i,j)) · (1− p(j,i)) (8)

After some simplification, pl(i,j) can be expressed as

p
l(i,j)
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(9)
Thus, according to the available bandwidth and trans-

mission failure probability, the expression of delay can
be obtained, and the relationship between delay and in-
terference is built. Delay can then be evaluated by the
number of interfering nodes in RODM, which is simple
and useful. As the solution of path selection can influence
the interference condition, RODM checks the number of
interfering nodes every time of finding optimal paths in the
iterative optimization.

2) Constraints: The source node of each data flow must
connect one neighbor node to transmit data packets out:∑

(i,j)∈L

Xe
ij = 1, i ∈ S, ∀e ∈ F (10)

where S is the set of source nodes. Similarly, the destination
also needs to connect one neighbor node to receive data
packets: ∑

(i,j)∈L

Xe
ij = 1, j ∈ D, ∀e ∈ F (11)

where D is the set of destination nodes. Then the interme-
diate nodes should guarantee that all the receiving packets
can leave through another link:∑
(i,j)∈L

Xe
ij =

∑
(j,u)∈L

Xe
ju, ∀j ∈ V − {S,D}, ∀e ∈ F (12)

where u is the next hop of node j in data flow e.
Besides, the wireless links selected to be used must can

exist in the WMN:

ceij ≥ Xe
ij , ∀(i, j) ∈ L, ∀e ∈ F (13)

where ceij is a binary variable to show whether link (i,j)
exists in the network. If the distance between nodes i and
j is within the transmission range of each other, then link
(i,j) exists and the value of ceij is 1. Otherwise, the value of
ceij is 0.

The optimization model then can be formulated with the
objective (2), subject to the constraints (10)-(13).
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Fig. 2. An example of selecting the replacement node

C. Solution of optimization model

Due to the interaction between the solution of routing and
the network condition, the formulated optimization problem
is difficult to be solved by the conventional optimization
algorithms such as the mathematical programming. On the
other hand, GA is applicable to the given optimization
problem. Further, GA is even regarded as the best choice
for finding optimal path [7]. Thus, GA is used to solve the
formulated optimization problem in RODM. Some random
and valid paths are set as the initial population.

Two main parts of GA are crossover and mutation. In the
process of crossover, RODM uses single-point crossover.
Two parent chromosomes have a common node, and this
common node is the crossover point. The former and latter
parts of these two parent chromosomes will be exchanged,
and two new chromosomes are produced. In this way, the
solution area of RODM can be extended.

In the mutation part, standard GA does mutation random-
ly without considering the typical routing condition in multi-
hop WMN. Same nodes can be used to transmit multiple
data traffic. To balance load effectively, RODM improves
the standard GA to avoid using a same node by multiple
data flows. When more than one data flows use a same
node, the improved GA in RODM will mutate this node to
another neighbor, which can also guarantee the transmission
requirement. If several neighbors are available, according
to the relationship between delay and number of interfering
nodes in formulas (3) and (9), the neighbor with the least
number of interfering nodes will be selected. A simple
example of this method is shown in Fig. 2.

In Fig. 2, we can see that there are two data flows which
use a same node B. The improved GA in RODM can mutate
node B to node D or node E to transmit data flow 1. In
this way, the heavy load and congestion at node B can
be effectively reduced. Assume node D has the minimum
number of interfering nodes, then node D will be selected
to replace node B.

TABLE I
SIMULATION PARAMETERS

Simulation Parameters Values

Simulation time 100 s
Traffic type UDP
Packet size 1024 bytes
Number of mesh routers 25
Number of mesh clients 50
Number of radio interfaces in each router 3
Number of radio interfaces in each client 1
Transmission range 250 m
Interference range 550 m
Antenna Omnidirectional

IV. SIMULATION EVALUATION

A. Simulation environment

Simulation is implemented through NS3 [19], and the
simulation area is 1000m × 1000m. The packet transmission
rate and the length of paths are changed to evaluate the
performance of RODM. The detailed simulation parameters
are shown in Table I.

B. Performance metrics

Average packet loss rate, average delay and average
network throughput are used to evaluate the network per-
formance.

• Average packet loss rate (i.e., Pl)

Pl =
Nloss

Ntotal
=

Ntotal −Nreceived

Ntotal
(14)

where Nloss is the number of packets which are lost
during transmission. Ntotal is the total number of
packets sent by the source. Nreceived is the number
of packets received successfully by the destination.

• Average delay (i.e., D)

D =

m∑
i=1

Di

m
(15)

where Di is the delay cost to transmit packet i. m is
the total number of packets received by the destination
in success.

• Average network throughput (i.e., Th)

Th =
Nreceived ×Byte× 8

(Tend − Tstart)× 1024
(16)

where Nreceived is the number of packets received by
the destination. Byte is the number of bytes contained
in one data packet. Tend is the time when the last
packet is received successfully. Tstart is the time of
starting to send the first data packet. The unit of average
network throughput is kbps.

C. Simulation results

The performance of RODM, search-based routing [7]
and routing method with minimized hop count (minHop)
is evaluated and compared. The minHop is the most widely
used routing method, and it is always used as the benchmark
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Fig. 3. Average packet loss rate with different packet transmission rate
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Fig. 4. Average delay with different packet transmission rate

[7] [20]. Besides, the search-based routing proposed in [7]
is quite relevant to RODM, and therefore it is also used to
compare.

When there are 4 data flows in the network, the simulation
results with different packet transmission rate are given in
Fig. 3 - Fig. 5.

Fig. 3 - Fig. 5 show RODM can obtain better network
performance in terms of average packet loss rate, average
delay and network throughput. With the increasing packet
transmission rate, the network is more likely to be con-
gested. The minHop only selects path with the least hop
count, but neglects network condition. As a result, the path
with heavy congestion and bad condition may be selected.
Thus, minHop gets the worst performance. The search-
based method considers the expected transmission time on
each link, so it can get better performance than minHop.
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Fig. 5. Average network throughput with different packet transmission
rate
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Fig. 6. Average packet loss rate with different path length
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Fig. 7. Average delay with different path length

However, this method neglects the load balance problem,
and assumes the values of expected transmission time of
all links in the network are known and constant. In fact,
these values will be variable when selecting different paths,
but the search-based method overlooks this feature, which
makes it not very accurate. RODM can effectively avoid
using a same congested node, and will find another node
with the least number of interfering nodes to replace it.
High congestion can then be avoided and heavy load can be
balanced in this way. Besides, RODM also considers the dy-
namic network condition caused by different selected paths
when finds routing solution, which leads to choose routes
more effectively and accurately. Due to these advantages,
RODM performs best in the simulation.

When the number of data flows is 4, the simulation results
with different average path length (that is hop count) are
shown in Fig. 6 - Fig. 8.

From Fig. 6 - Fig. 8, we can see that RODM can achieve
lower average packet loss rate, lower average delay and
higher network throughput than the search-based routing
method and minHop. When the path is longer, the prob-
ability of interference will become larger. Unlike minHop
and search-based method, RODM considers interference
condition, and builds the relationship between SINR, trans-
mission failure probability, bandwidth and delay. Then the
delay can be evaluated easily and effectively when finding
the solution of routing. In addition, when calculating the
transmission failure probability, the asymmetry of link is
taken into account. Then the more practical transmission
failure probability can be obtained. Finally, the paths with
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Fig. 8. Average network throughput with different path length

less delay, less interference, large bandwidth and SINR
will be selected to service data flows, which brings high
performance of the whole network.

V. CONCLUSION

Routing is an essential part of network configuration, and
it can be formulated as an optimization problem. As more
and more services require short delay in rapid development
of wireless communication nowadays, RODM proposed in
this paper builds an optimization model with the objective
of minimizing delay to find optimal paths. Delay is derived
by considering interference, SINR, available bandwidth and
asymmetrical transmission failure probabilities. The rela-
tionship between delay and the number of interfering nodes
is then established, which gives a simple way to evaluate
delay. When solve the optimization problem, standard GA is
improved in RODM to avoid a same node used by multiple
data flows. The same node will be replaced by an available
neighbor node with the least number of interfering nodes.
Load can be balanced effectively in this way. Besides,
because the different solutions of routing can influence
the network condition such as interference relationship,
RODM checks the number of interfering nodes every time
when finding optimal paths in the iterative optimization.
Simulation results through NS3 show that RODM can find
effective paths to gain better network performance.
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