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Abstract—This paper presents a new speaker classification 
scheme based on Australian accents which are broad, general 
and cultivated. Speakers are classified in to speaker groups 
according to their accents, ages and genders. Mel-frequency 
cepstral coefficients extracted after speech processing were 
used to build Gaussian speaker group mixture models. Fusion 
of speaker group classifiers is then performed. Experiments 
showed high performance for the proposed method. 
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I. INTRODUCTION 
According to linguists, three main varieties of spoken 

English in Australia are Broad (spoken by 34% of the 
population), General (55%) and Cultivated (11%) [1]. They 
are part of a continuum, reflecting variations in accent. 
Although some men use the pronunciation, the majority of 
Australians that speak with the accent are women. 

Broad Australian English is usually spoken by men, 
probably because this accent is associated with Australian 
masculinity. It is used to identify Australian characters in 
non-Australian media programs and is familiar to English 
speakers. The majority of Australians speak with the General 
Australian accent. Cultivated Australian English has some 
similarities to British Received Pronunciation, and is often 
mistaken for it. In the past, the cultivated accent had the kind 
of cultural credibility that the broad accent has today. For 
example, until 30 years ago newsreaders on the government 
funded ABC had to speak with the cultivated accent [2]. 

Although the accent is only spoken by a minority of the 
population, it has a great deal of cultural credibility. It is 
disproportionately used in advertisements and by 
newsreaders. Current research on Australian accent and 
dialect is focusing on linguistic approach to dialect of 
phonetic study [3][4], classification of native and non-native 
Australian [5], or to improve Australian automatic speech 
recognition performance [6] [7]. However, there is no 
research on automatic speaker classification based on the 
three Australian accents of Broad, General, and Cultivated. 
This speech information as well as gender, age, and emotion 
are called voice signatures, which are useful for speech 
mining applications or for the design of a natural spoken-
dialog system [8].  

Current speech recognition systems are highly speaker 
dependent. Parametric representations and their probability 
distributions suitable for a certain speaker may not be 

suitable for other speakers [1]. For example, the speech 
recognition performance for female speakers is almost worse 
than that for male speakers [9]. To improve the performance 
of speaker-independent speech recognition systems, separate 
female and male speech models should be used. For 
example, the performance of the SPHINX-II ASR system 
improved from adding gender-dependent parameters [10].  

In this paper, we propose an automatic speaker 
classification scheme based on the three Australian accents 
which are Broad, General, and Cultivated. We also consider 
the influence of speaker age and gender on the accent 
classification performance. We use a very large Australian 
speech corpus ANDOSL [11] in our experiments. There are 
18 speaker groups to be classified based on three accents 
(broad, general, and cultivated), three age ranges (young, 
middle, and elder), and two genders (female and male). Each 
group contains 6 speakers. Each speaker speaks 200 
utterances and we use 20 of those for training Gaussian 
mixture models and the remaining 180 utterances for 
classification. The selection of 20 training utterances is 
random and is repeated 10 times. The speaker classification 
method is text-independent, i.e. the text used to train and test 
the system is completely unconstrained. The Gaussian 
parameters which are mean vector, covariance matrix and 
mixture weight are trained in an unsupervised classification 
using the expectation maximisation (EM) algorithm [12]. 
Experiments have shown that as long as the training samples 
cover a sufficient variety of the speaker's speech sound, 
GMMs are effective models capable of achieving high 
identification rates for short utterance lengths from 
unconstrained speech [13]. 
     The rest of the paper is organised as follows. The GMM 
method and its use for speaker classification are summarised 
in Section 2. Section 3 presents our experimental results and 
Section 4 concludes our work. 

II. GAUSSIAN MIXTURE MODEL 
Let { }TxxxX ,...,, 21=  be a set of T vectors, each of 

which is a d-dimensional feature vector extracted by digital 
speech signal processing. Since the distribution of these 
vectors is unknown, it is approximately modelled by a 
mixture of Gaussian densities, which is a weighted sum of K 
component densities, given by the equation 
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where λ denotes a prototype consisting of a set of model 
parameters },,{ iiiw Σμλ = ,  iw , i = 1,…, K, are the 
mixture weights and ),,( iitxN Σμ , i = 1,…, K, are the d-
variate Gaussian component densities with mean vectors iμ  
and covariance matrices iΣ   
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In training the GMM, these parameters are estimated such 
that in some sense, they best match the distribution of the 
training vectors. The most widely used training method is 
the maximum likelihood (ML) estimation. For a sequence of 
training vectors X, the likelihood of the GMM is 
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The aim of ML estimation is to find a new parameter model 
λ  such that )|()|( λλ XpXp ≥ . Since the expression in 
(3) is a nonlinear function of parameters in λ, its 
maximisation is not possible. However, parameters can be 
obtained iteratively using the expectation-maximisation 
(EM) algorithm [12]. An auxiliary function Q is used  
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where ),|( λtxip  is the a posteriori probability for acoustic 
class i, i = 1,…,c and satisfies 
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The basis of the EM algorithm is that if ),(),( λλλλ QQ ≥  
then )|()|( λλ XpXp ≥  [10]. The following reestimation 
formulas are found 
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The algorithms for training and classification are described 
as follows. 

Speaker Group Training Algorithm: 

Step 1: Generate ),|( λtxip  at random satisfying (5) 
Step 2: Compute the mixture weight, the mean vector, 
and the covariance matrix following (6), (7) and (8)   
Step 3: Update ),|( λtxip  according to (5) and compute 
the function Q using (4) 
Step 4: Stop if the increase in the value of the function Q 
at the current iteration relative to the value of the Q 
function at the previous iteration is below a chosen 
threshold, otherwise go to step 2. 

Speaker Group Classification Algorithm: 

Let kλ , k = 1,…, N, denote accent models of N speaker 
groups. Given a feature vector sequence X, a classifier is 
designed to classify X into N speaker groups by using N 
discriminant functions )(Xgk , computing the similarities 
between the unknown X and each speaker group model kλ  
and selecting the model *kλ  if 

     )(maxarg*
1
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In the minimum-error-rate classifier, the discriminant 
function is the a posteriori probability. Using the Bayes rule 
and assuming equally likely speakers, the discriminant 
function in (10) is equivalent to the following  

     )|()( kk XpXg λ=    (10) 

Finally, using the log-likelihood, the decision rule used for 
speaker identification is 

     Select speaker group k* if 
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where )|( ktxp λ  is given in (1). 
 

III. EXPERIMENTAL RESULTS 

A. ANDOSL Database 
The Australian National Database of Spoken Language 

(ANDOSL) corpus [11] comprises carefully balanced 
material for Australian speakers, both Australian-born and 
overseas-born migrants. The aim was to represent as many 
significant speaker groups within the Australian population 
as possible. Current holdings are divided into those from 
native speakers of Australian English (born and fully 
educated in Australia) and those from non-native speakers of 
Australian English (first generation migrants having a non-
English native language). A subset used for speaker 
verification experiments in this paper consists of 108 native 
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speakers. There are 36 speakers of General Australian 
English, 36 speakers of Broad Australian English and 36 
speakers of Cultivated Australian English in this subset. 
Each of the three groups comprises 6 speakers of each 
gender in each of three age ranges (18-30, 31-45 and 46+). 
So there are total of 18 groups of 6 speakers labeled ijk, 
where i denotes f (female) or m (male), j denotes y (young) 
or m (medium) or e (elder), and k denotes g (general) or b 
(broad) or c (cultivated). For example, the group fyg contains 
6 female young general Australian English speakers. Each 
speaker contributed in a single session, 200 phonetically rich 
sentences. All waveforms were sampled at 20 kHz and 16 
bits per sample. 

B. Speech Processing 
Speech processing was performed using HTK [14], a 

toolkit for building hidden Markov models (HMMs). The 
data were processed in 32 ms frames at a frame rate of 10 
ms. Frames were Hamming windowed and pre-emphasised 
with mp = 0.97. The basic feature set consisted of 12th-order 
mel-frequency cepstral coefficients (MFCCs) and the 
normalised short-time energy, augmented by the 
corresponding delta MFCCs to form a final set of feature 
vector with a dimension of 26 for individual frames. 

GMMs are initialized as follows. Mixture weights, mean 
vectors, and covariance matrices were initialized with 
essentially random choices. Covariance matrices are 
diagonal, i.e. 2][ kiik σσ =  and 0][ =ijkσ  if i ≠ j, where 2

kσ , 1 < 
k < K are variances. A variance limiting constraint was 
applied to all GMMs using diagonal covariance matrices 
[13]. This constraint places a minimum variance value 

22
min 10−=σ  on elements of all variance vectors in the GMM 

in our experiments. 

C. Accent Classification Results versus Number of 
Gaussian Components  
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Figure 1.  Accent classification for Broad, General and Cultivated groups  

Figure 1 presents the classification rate averaged on 10 
experiments where the 20 training utterances were randomly 
selected. Overall the classification rates are higher when the 
number of Gaussian components increases. The Cultivated 
accent gets better results for 15 Gaussians or higher and 
achieves the highest classification rate of 96% for 256 
Gaussians.  

The standard deviation (STDEV) was measured to 
consider how widely values are dispersed from the average 
value. Low STDEV indicates that the values tend to be very 
close to the mean and the accuracies are consistent when 
repeating experiments. Table I shows the STDEV of the 
accent classification rates for the 10 experiments. The 
results are consistent for 256 Gaussians. 

 
TABLE I.  STANDARD DEVIATION (%) OF ACCENT CLASSIFICATION 

FROM 10 EXPERIMENTS  
 

2 4 8 16 32 64 128 256 
Broad 1.61 2.39 2.00 1.55 1.24 0.82 0.52 0.34 
General 2.91 3.65 4.27 2.74 2.13 1.34 0.92 0.62 
Cultivated 2.62 2.09 3.76 2.21 1.51 1.02 0.65 0.61 

 

D. Accent Classification Results versus Age and Gender 
We consider the influence of age and gender on the 

accent classification. We divide 108 speakers in to 18 
speaker groups based on the three accents Broad, General, 
and Cultivated, three ages Young, Middle, and Elderly, and 
two genders Male and Female. Each group contains 6 
speakers. The number of Gaussians was set to 256. 

Figure 2 shows the accent classification versus age. 
While the classification rates of Broad and General slightly 
increase from 94% and 96% at Young age to 98% and 97%, 
respectively for Middle age and Elderly age, the accuracy of 
Cultivated is dropped down from 98% for Young to 94% for 
Middle and to 89% for Elderly. The best results were found 
for the Middle group. These show that the accent is best 
recognized for middle speakers and the Cultivated accent is 
hard to recognize for elderly speakers. 
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Figure 2.  Accent classification versus age 

Similar to the previous classification results, we also 
considered the robustness of this classification by 
calculating the STDEV values on 10 experiments and listed 
them on Table II below. The values are very low, ranging 
from 0.39% to 1.41%, which guarantee the robustness. 

 
TABLE II.  STANDARD DEVIATION (%) OF ACCENT CLASSIFICATION 

VERSUS AGE AVERAGED ON 10 EXPERIMENTS  
DA DAM DAF 

Y M E Y M E Y M E 
Broad 0.79 0.60 0.51 1.52 0.85 0.98 0.50 0.67 0.16 
Cultivated 0.48 1.41 0.39 0.68 0.14 0.40 0.81 2.73 0.78 
General 1.16 0.36 1.02 0.99 0.68 0.35 2.26 0.48 1.91 
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Figures 3 and 4 show the accent classification rates 
versus age performed on male and female speakers, 
respectively. The Cultivated accent is recognizable on male 
speakers only.  
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Figure 3.  Accent classification versus age performed on male speakers 
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Figure 4.  Accent classification versus age performed on female speakers 

IV. CONCLUSION 
We have presented speaker classification based on the 

three Australian accents which are Broad, General and 
Cultivated using the ANDOSL database consisting of 108 
speakers, each speaks 200 long utterances. We considered 
the classification rates versus the number of Gaussian 
components, age, and gender. We extracted MFCC features 
for speech and used those features to train Gaussian speaker 
models. Most classification rates were high, ranging from 
90% to 99%. The Cultivated accent is hard to recognise for 
elderly female speakers. 
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