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ABSTRACT

In recent years, statistically motivated approaches for the reg-

istration and tracking of non-rigid objects, such as the Active

Appearance Model (AAM), have become very popular. A

major drawback of these approaches is that they require man-

ual annotation of all training images which can be tedious and

error prone. In this paper, a MPEG-4 based approach for the

automatic annotation of frontal face images, having any arbi-

trary facial expression, from a single annotated frontal image

is presented. This approach utilises the MPEG-4 based fa-

cial animation system to generate virtual images having dif-

ferent expressions and uses the existing AAM framework to

automatically annotate unseen images. The approach demon-

strates an excellent generalisability by automatically annotat-

ing face images from two different databases.

Index Terms— Facial modelling, Active Appearance

Model (AAM), Automatic Annotation.

1. INTRODUCTION

Statistically motivated approaches for registration and track-

ing of non-rigid objects, such as the Active Shape Model

(ASM) [1], Active Appearance Model (AAM) [2] and 3D

Morphable Model (3DMM) [3] are becoming increasingly

popular by virtue of their fast and efficient modelling and

alignment methods. However, these approaches require man-

ual annotation of a large set of images that can be tedious and

error prone. In addition, some objects (e.g. a human face) can

have certain structures (e.g. the jaw line) that may be difficult

to consistently annotate due to a lack of distinct landmarks.

In [4], the problem of automatic annotation and model

building is posed as an energy-minimising image coding

problem. A direct pair-wise method for automatic correspon-

dence learning was proposed in [5], in which the non-rigid

registration is performed between the pre-annotated refer-

ence image and other images in the training database, so that

the possible deformations can be learnt, assuming a smooth

deformation between the pair of images. This work was fur-

ther extended in [6] to finding automatic correspondences

in monocular videos within an adaptive tracking paradigm

Fig. 1: Overall architecture of the proposed approach

and by exploiting the epipolar geometry constraints in stereo

videos.

In this paper, an approach for automatic annotation of un-

seen frontal images and AAM building from a single frontal

annotated image is presented (Fig. 1). This approach uses

the parametric representation of AAMs to its advantage and

relies on generating a standard set of virtual images, exhibit-

ing arbitrary facial expressions, that will cover most facial ex-

pressions normally possible for humans. For synthesising the

set of virtual images (Sec. 2.2), the system uses the MPEG-4

standard facial animation system [7, 8]. This set of virtual im-

ages is used to train an AAM (Sec. 2.3) and an iterative AAM

fitting scheme (Alg. 2) is used to locate the landmarks in the

given unseen image and, hence, annotate it automatically.

The remainder of this paper is structured as follows. In

Sec. 2, the process of reconstructing virtual images and au-

tomatically building an AAM for automatic annotation of un-

seen images is presented. The approach is experimentally val-

idated in Sec. 3. Finally, the conclusions are given in Sec. 4.

2. AUTOMATIC ANNOTATION FRAMEWORK

The proposed framework uses the MPEG-4 standard facial

animation system [7, 8]. MPEG-4 is a collection of methods

to define audio and visual digital data in a compressed form

and to model objects like human faces. The advantage of us-

ing a MPEG-4 based facial animation system is that it has a
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Fig. 2: (a) Extracting Normalised and Point Vectors. (b)

Face partitioning: Different regions represented by different

colours of the landmarks. (c) Some examples of reconstructed

mouth regions. (d) 2 variations in handling the missing infor-

mation about the oral cavity

standard set of rules defining most facial expressions possi-

ble for humans and require little data to generate the desired

facial expression [9].

2.1. MPEG-4 based Facial Animation System

This system [9] presents an approach to generate the facial an-

imations using Facial Definition Parameters1 (FDP) and Fa-

cial Animation Parameters2 (FAP). The FDPs represent the

face shape and texture, while FAPs represent a complete set

of basic facial actions that enable the system to animate most

facial expressions. There are 68 FAPs in the MPEG-4 stan-

dard that contain 2 high-level FAPs (viseme FAP and expres-

sion FAP) and 66 low-level FAPs. Any particular expression

can be animated by using a linear combination of predefined

viseme or expression FAPs, while low-level FAPs express the

motion of different facial parts (e.g. jaw, eyebrow, lips etc).

The low-level FAPs can easily perform the functions of high-

level FAPs, but can also generate random expressions that

cannot be defined by high-level FAPs. Our approach mainly

deals with low-level FAPs.

2.2. Reconstruction of Virtual Images

Given a single annotated frontal face image, the goal here is

to use the shape and texture information from the given image

and reconstruct virtual images having arbitrary movements of

all the facial parts under the cropped face area according to

1http://www.dsp.dist.unige.it/~pok/RESEARCH/MPEG/fdpspec.htm
2http://www.dsp.dist.unige.it/~pok/RESEARCH/MPEG/fapspec.htm

Algorithm 1 Reconstruction of Virtual Images

Notations:
N = [Nh ;Nv ]T - Normalisation Vector used to normalise the

shape vector w.r.t. varying shape & size of different faces.

P(or P′) = [x1; y1; . . . ; xn; yn]T - Point Vector representing

n landmarks in the normalised frame.

Require: Single Annotated Frontal Face Image Img.

1: Extract N and P as shown in Fig. 2(a).

2: Generate P
′

by moving the landmarks representing a fa-

cial feature (e.g. mouth) by distance d ∈ [0, 0.3] in the

normalised frame following the FAPs scheme for that

particular facial feature.

3: De-normalise P
′

using the N for real world coordinates.

for i = 1 to n
xreal

i = x
′
i.(Nh) where . denotes multiplication

yreal
i = y

′
i.(Nv)

end for
4: Warp the texture from Img to the new locations using

Piece-wise Affine Warping (PAW) [10] and fill the invalid

pixel locations with their nearest neighbours. Fig. 2(c)

shows the reconstructed virtual image.

5: In case of missing texture information (e.g. oral cavity),

warp the mean texture from the corresponding region of

an average face model using PAW. Fig. 2(d) shows the

warped mean texture of the oral cavity without and with

teeth in the final reconstructed virtual images.

the FAP description. The virtual images can then be used to

automatically build an AAM for fitting / tracking. For the

experiments presented in this paper, the cropped face area

contained six different facial features: eyebrows, eyes, nose,

mouth, cheeks and jaw. In the MPEG-4 standard, these fea-

tures are described by 54 low level FAPs and are used for

reconstructing the set of virtual images. In some cases, e.g.

for the mouth region, the texture information for the oral cav-

ity may be incomplete or totally unavailable. To complete a

virtual image that might need this missing information, we

use the mean texture of the oral cavity from an average face

model to warp the texture into this region. For the experi-

ments presented in this paper, we use two different variants of

the mean texture for the oral cavity that provide texture infor-

mation for the oral cavity alone and for the oral cavity with

teeth visible. Fig. 2(c) shows the subset of virtual images re-

constructed by the combination of FAPs 4, 5, 8, 9, 10, 11,

51, 52, 55, 56, 57 and 58. A similar method is adopted for

completing the missing texture information for the eye region

(Fig. 3(a)). The step-by-step procedure is given in Alg. 1.

2.3. Automatic AAM building and Fitting

The reconstructed virtual images are used to train an AAM

and existing AAM fitting methods can be easily utilised to

locate the facial features in the original images and, hence,
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Fig. 3: (a) Set of virtual images reconstructed from a single sample image, (b) Automatic annotation results of sample images

annotate them automatically. Since the reconstructed virtual

images have no information about the area outside the convex

hull of the canonical shape or the background, a model trained

on these images can be vulnerable to a changing background,

ill-defined borders and poor initialisation [11]. To deal with

changing backgrounds, we use the existing Simultaneous In-
verse Compositional method (SIC) [12] - a generative fitting

method - where the update model is generated directly from

background free components (i.e. the mean appearance and

their modes of variation) and has no specialisation to any par-

ticular background. To deal with ill-defined borders and poor

initialisation, we use an iterative fitting scheme in which we

initialise the model at several different positions and choose

the fitting result that gives the minimum residual texture error.

This iterative fitting scheme is explained in Alg. 2.

3. EXPERIMENTS AND DISCUSSION

We conducted experiments on the AVOZES [13] and CMU

PIE databases [14]. Overall, 240 images across 10 subjects

from the AVOZES database and 600 images across 10 sub-

jects from the CMU PIE database were manually annotated

with 69 landmarks each to provide a ground-truth. Now given

a single annotated frontal image of a subject, virtual images

were reconstructed (Sec. 2.2) and were used to train an AAM

(Sec. 2.3) that performed the AAM fitting (Alg. 2), hence,

automatically annotating the unseen images of the subject,

having any random facial expression. Fig. 3 shows a sub-

set of reconstructed virtual images for a sample speaker from

AVOZES and the automatic annotation results obtained from

the AAM trained on these virtual images for this subject.

To evaluate the performance of the proposed automatic

Algorithm 2 Iterative Fitting Scheme

Notations:
Er(x, y) - Residual texture error obtained by AAM fitting

when model is initialised at location (x, y)
s(x,y) - Shape vector obtained by AAM fitting when model

is initialised at location (x, y)
δxXδy - Size of the initialisation search window.

Input: Face Image, I, to be annotated.

1: Initialise the fitting procedure at the centre, C(x, y), of

the bounding box obtained by the face detector.

2: for i = (−δx/2) to +δx do
3: for j = −δy to +δy do
4: Compute the residual texture error Er(x + i, y + j)
5: if Er(x + i, y + j) < MIN(Er) then
6: MIN(Er) = Er(x + i, y + j)
7: s = s(x+i,y+j)

8: end if
9: end for

10: end for
Output: Shape vector, s, representing the landmarks for I.

annotation framework, the pixel error per landmark was com-

puted between manual and automatic annotations for every

image. It should be noted here that consistently annotating

the outer boundary of the face is highly error prone due to a

lack of distinct features. Therefore, we computed the pixel

error per landmark by excluding the 13 landmarks that repre-

sent the outer boundary for each face. Fig. 4 shows the error

distribution for the two datasets (AVOZES and CMU PIE).

Assuming the face cropped area to be 16 × 18cm2 in the real
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Databases AVOZES CMU PIE
Avg. Cropped Area (pixel2) 190×220 140×150

Mean Error (pixel/landmark) 2.24 1.26

St. Dev. (pixel/landmark) 0.52 0.36

Assumed Cropped Area (mm2) 160×180 160×180

Mean Error (mm/landmark) 1.88 1.49

St. Dev. (mm/landmark) 0.42 0.43

Table 1: Overall annotation errors obtained for the AVOZES

and CMU PIE Databases

world, we computed the approximate real world error (mm

per landmark) for both the two datasets (Table 1).

4. CONCLUSION

An approach for the automatic annotation of frontal face im-

ages with any random expression from a single annotated

frontal image has been presented. The framework exhibits

impressive accuracy in annotating images from the AVOZES

and CMU PIE databases with an annotation error of 2.24 ±
0.52 pixel/landmark (≈ 1.88±0.42 mm/landmark) and 1.26±
0.36 pixel/landmark (≈ 1.49 ± 0.43mm/landmark), respec-

tively. In future, we plan to work on automatically annotating

the single frontal image that currently needs to be annotated

manually, thus making the process completely automatic.
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