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ABSTRACT 

Hiddell Markov model (HMM) is a doubly stochastic 
process. The observable process produces a sequence of 

observations and tire hidden process is a Markov process. 
The HMM assumes that the occurrence of aile observation 
is statistically independent of the occurrellce of the 
others. To avoid this limitation, the temporal IIMM is 

proposed. Tile hiddell process in the temporal JlMM is the 
same b/lt the observable process is 11011' a Markov 

process. Each observation ill the training sequellce is 
assumed to be statistically depelldent 011 its predecessor 

alld codell'D/'ds or Gaussian components are used as 
stales ill tile observable Markov process. Speaker 

idel1lificatioll experiments performed all 138 Gatlsshlll 
mixture speaker models in the YOHO database sholl's a 
better pefjormance for the lempaml IIMM compared to 
tile siandard HMM. 

1. INTRODUCTION 

The hidden Markov model (HMM) approach is thc wcll­
known and widely used statistical method of characterizing 
the spectral propertics of the time frames of a speeeh 
pattern [6]. There arc two assumptions in the first-order 
HM M. The first is thc Markov assumption, i.c. a new state 
is entered at each time t bas cd on the transition 
probability, which only depends on the previous state. It is 
used to characterise the scquence of the time frames of a 
speech pattern. The second is the output-independcncc 
assumption, i.c. the output probability depends only on 
the state at that time regardless of when and how the state 
is entered [4]. A process satisfying the Markov 
assumption is called a Markov model. An observable 
Markov model is a process where the output is a set of 
states at each instant of time and each state corresponds 
to an observable event. The HMM is a doubly stochastic 

process with an underlying Markov process which is not 
directly observable (hidden) but which can be observcd 
through another set of stochastic processes that produce 
observable events in cach of the states [6). 

The HMM-based training methods have beeomc widely 
applied in speech recognition, voice authentication, on­
line (dynamic) handwriting recognition, signaturc 

authentication, and face recognition systems. However, 
there is a limitation of this approach. The HMM assumes 
that the occurrence of one feature in the training data is 
statistically independe/lt of the occurrence of the others. 
This assumption is not appropriate for speech or 
handwriting recognition becausc a spokcn or writtcn word 

is represented as a time series of features and hence the 
features are correlated in time. The proposed temporal 
models can avoid this limitation of the 1-!MM. 

In ordcr to represent that correlation, the usc of codewords 
in a codebook obtained by vector quantization (VO) 
modeling as statcs of a Markov chain was developed [I) 

for isolated word recognition. The proposed research 
extends this idea to a general framework and hence it can 
apply to IIMMs, Gaussian mixture models (GMMs) and 
their fuzzy versions. In he proposed approach, cach 
codcword in the codebook or each Gaussian component in 

the Gaussian mixture model is a specific state of the 
Markov chain. The state-transition probabilities of the 
Markov chain are used to represent the dependence 
between acoustic features. For example, if codeword 1'1 
comes aftcr codeword v. it is considered that there is a 
probability of transition from state v, to state VI" 

The temporal HMM is the standard HMM using the 
abovc-mentioned Markov chain approach. Eaeh feature 
vector in the training sequence is assumed to be 
statistically depelldent on its predeccssor in the proposed 
tcmporal model. [n the HMM, observations in thc 
sequencc 0 are assumed to be indepelldent. Therefore the 

temporal modcl has avoided the limitation orthe HMM. A 
simpler version of the temporal IIMM is the tcmporal 
GMM, which is also presented in this paper. 

Speaker identification experiments performed on 138 
Gaussian mixture speaker modcls in the YOHO database 
shows a better performance for the tcmporal HMM 
compared to the standard HMM. 

2. HIDDEN MARKOV MODEL 

Let S={sl,S2, ... ,Sr}, O={ol,02, ... ,or}, and 

V = {vI, v2 , ... , I'M ) be a state sequence, an observation 

sequence and a discrete set of observation symbols, 
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respectively. The compact notation 11.= {Jr, A, B} 
indicates the complete parameter set of the HMM where 
Jr = {Jr;}, Jrj = P(si = i) is the initial state distribution; 

A = {aij}, (/ij = P(s, = i I '\'/-1 = i) is the state transition 

probability distribution, and B={bj(k)}, hjek)= 
pea, = l'k lSI = i) is the observation symbol probability 

distribution, denoting the probability that a symbol 0, = I'k' 
is generated in state j. There are three basic problems for 
HMMs, Here we concentrate on the evaluation and 
reestimation problems. The decoding problem is not 
considered in this time. 

The Eva/uation Problel1T. given the observation sequence 
0, and the model A, the problem is how to choose the 
model which best matches the observations for the 
purpose of classification or recognition. For solving this 
problem, wc obtain [6] 

or 

P(OIA)= LP(OIS,A)P(SIA) 
{III S 

N N 

(1) 

prO I A) = Lar(i) = L JrJJj(OI )/31 (i) (2) 

where 

;=1 1=1 

/3/(i) = P(OI+", .. ,Or lSI =i,A) are the forward 

backward variables, respectively [6J, 

and 

and 

The estimatioll problem given the observation sequence 
0, how do we adjust the model parameters A to maximize 
P(0I11.)? This problem is solved by applying the Baum­
Wclch reestimation algorithm as follows [oJ 

Ly,(J) 
- IE 0 =\'4 
b j(k) = -r-'-'--'--

Ly,(J) 
1=1 

1'-1 
LS/(i,j) 
1=1 

(lU = ..:..",1'-'"'1:----
L Y, (i) 
1=1 

(3) 

N 
where YI (i) = P(s/ = i I G,A) = L �, (i, j) (4) 

j=1 
and �/(i,j)=P(SI =i,sl+l =iIO,A) 

a, (i)aUb j(o/+I )/3'+1 (j) 
N N 
L Lat(i)aijbj(ol+tlfJl+I(J) 
i=1 j=1 

(5) 

Note that a scaling procedure is required for implementing 
(3) since the dynamic range of the a,(i) computation will 

e»ceed the precision range of any machine for sufficiently 
large t, 

3. TEMPORAL HIDDEN MARKOV MODEL 

The usc of codewords in a codebook as states of a 
Markov chain was developed for isolated word recognition 
[I], The proposed research e»tends this idea to a general 
framework and hence it can apply to HMMs, Gaussian 
mi»ture models (GMMs) and their fuzzy versions. 

HMMs have been successfully applied to speech 
recognition, however there is a limitation of this approach, 
The HMM assumes that the occurrence of one feature is 
statistically independent of the occurrence of the others, 
This assumption is not appropriate for speech or 
handwriting recognition because a spoken or written word 
is represented as a time series of features and hence the 
features are correlated in time. Let 0 = 0 I, 01, ' "  oTdenote 
a stochastic process in discrete time, The probability that 
the t-Ih variable 0, takes the value 11', depends on the 
values taken by all the previous variables. Using the 
Markov assumption, the probability that the t-th variable 0, 
takes the value 11', depends on the immediately preceding 
value 0,_ 1 as follows: 

peat = 11', 10,_1 = 11'1_1 ,01_2 = w/_2 , .. " 01 "" 11'1) 
= P(OI = IVI 101-1 = 11',_1) 

(6) 

The stochastic processes based on this assumption are 
termed Markov processes. Markov chains are Markov 
processes for which state variables are restricted to have a 
finite number of values and the probability 
peat = 11'( 1°1-1 = lI't-l) is assumed to be invariant in 

time, The sequence W = 11'1, 11'1, ' "  II', represents a 
sequence of states. In order to apply Markov chains 
theory to temporal models, the feature vectors are 
considered as outputs of Markov cha ins. Let X =Xl, Xl, ' ,. 
Xr be a sequence of feature vectors which represents a 
spoken or written word, a feature vector x, can be mapped 
to either a member of the set of code words V=(VI' Vl, " , 
I'K} obtained by vector quantization (VQ) modeling or a 
member of the set of Gaussian components G ={gl, g2, . , ' 
gK} by GMM. The state sequence IV nay be either a 
codeword sequence 11', = V" 11'2 = VI' " ,  H'T = "", or a 
Gaussian sequence 11', = gi, 11'2 = gj,.,. Wr= g"" where I::; i, 

i, m � K, Therefore, each codeword in V or each Gaussian 
in G is a specific state of the Markov chain, The state­
transition probabilities of the Markov chain are used to 
represent the dependence between acoustic features, For 
example, if codeword Vi comes after codeword V, in IV, it is. 
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considered that there is a probability of transition from 
state v, to state Vk. 

It should be noted that each observation in the sequcnce 
o is assumed to be statistically dependent on its 
predecessor in the proposed temporal model. In the HMM, 
observations in the sequence 0 are assumed to bc 
indepelldellt. Therefore the temporal model has avoided 
the limitation of the HMM. 

Temporal Gaussian Mixture Model 

The parameter model set is denoted as A= (q. p) where q = 

(q(i)] and p = fp(i .})]. 
q(i) = P(ol =gi)' 
p(i,}) '" pro, "'gj 101-\ =gj), I Si,JS.K (7) 

satisfying 

K K 
Lq(i) = I , 

j�l 
Lp(i,}) =1 
j�1 

:$ i,} .:s: K 

(8) 
Using the Lagrangian method and the maximum likelihood 
estimation method, the model parameters are calculated as 
follows 

. 1 L (I) q(I)=-LP(gj lx, ,il) 
L 1�1 

L Ii 
L L P(gj I x:�l' A)P(g j I x}'), A) 

p(i ,j) !.:1-::;1.!.:1-"'2'-----,::--______ _ 

� � I (I) , L.. L P(gf XI_I ,A) 
'�lt=2 

(9) 
where I .:s: i, j S K, 1 .:s: I .s L, L: number of training 

sequences and peg; I xI') ,il) denotes the posterior 

probability used in the GMM method to update mixture 
weights, mean vectors and covariance matrices, 

Tcmporaillidden Markov Model 

The parameter model set is denoted as A'" (A, B,1D where B 
= (q, p), q = �(i)] and p = VJ(i,)}} are temporal model 
parameters, A and 7r are standard HMM parameters. The 
probability P(O I A) is calculated as follows 

prO I A) = IP(O, S I A)= IP(OI S,A)P(S I A) (10) 

where 

s s 

PCOI S,A)= 
T (II) 

q(ol =11'1 I S,il)IT P(O, =IV/ l o/_l =1\'I_l,S,A) 
1=2 

T T 
pes I A) = pes] I A)IT peSt I sl-I, A) = 7r 51 IT 0."_1'1 (12) 

t� �2 
where 1rsl and a'/_ls, arc HMM parameters. If the state 

sequence IV is represented by the codeword sequence V, 
we obtain the discrete temporal hidden Markov model 
(DTHMM). The continuous temporal hiddcn M arkov 
model (CTHMM) is obtained if the Gaussian sequence is 
used to represent the slate sequence II� The forward­
backward algorithm is used to calculate both state 
transitions p(i,)) and aij. 

4. EXPERIMENTAL RESULTS 

Database description 

The YOHO corpus was ..csigned for speaker verification 
systems in offiee environments with limited vocabulary. 
There arc 138 speakers, 106 males and 32 femalcs. The 
vocabulary consists of 56 two-digit llumbers ranging from 
21 to 97 pronounced as "twenty-one", "ninety-seven", and 
spoken continuously in scts of three, for example "3645-
89", in each utterance. There arc four enrolment sessions 
per speaker, numbered I through 4, and each session 
contains 24 utterances. There are also ten verification 
sessions, numbered I through 10, and each session 
contains 4 utterances. All waveforms arc low-pass filtered 
at 3.8 kHz and sampled at 8 kHz. Speech processing was 
perfom1ed using HTK V2.0, a toolkit (10] for building 
hidden Markov models (HMMs). The data were processed 
in 32 ms frames a a frame rate of 10 ms. Frames were 
Hamming windowed and pre-emphasized. The basic 
feature set consisted of 12th-ordcr mel-frequency ccpstral 
coefficients (MFCCs) and the normalized short-time 
energy, augmcnted by the corresponding delta MFCCs to 
fonn a linal sct of feature vector with a dimension of26 for 
individual frames 

Algorithmic Issues 

GMMs are initialized as follows. Mixturc weights, mean 
vcctors, and covariance matrices were initialized with 
essentially random choices. Covariance matrices arc 
diagonal, i.e. [O'klii =at and [uilu =0 ifi*-), where u�, I 
::: k 5: c arc variances. A variance limiting constraint was 
applied to all GMMs using diagonal covariance matrices 
[7]. This constraint places a minimum variance value 

0' �in = I 0-2 on elements of all variance vectors in the 

GMM in our experiments. Eaeh speaker was modelled by 
using 96 training utteran ces in four enrolment sessions 
without end-point detection. Error rates therefore were not 
too low to allow meaningful comparisons between the 
current and proposed methods. GMMs were trained in 
text-independent mode. 
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Speaker Identification 

Let Ak, k = I"" AI, denote speaker models of 111 speakers. 

Given a feature vector sequence X, a classifier is designed 
to classify X into 111 speaker models by using At 
discriminant functions h(X), computing the similarities 

between the unknown X and each speaker model Ak and 

selecting the model Ak' if 

k+ = arg max fk (X) 
15k5M 

where heX) ;:: pex I Ak) 

(13) 

(14) 

P(X I Ak) is the likelihood function for the st�ndard 

GMM method and 
T 

h(X)=q(·"1 =gIIS,A}np(x, =gj 1"/_1 =g;,S,Ak) 
/�2 

(15) 
q(i) and p(i, j) are calculated as shown in (9) for the 
proposed temporal GMM method. 

Experimental Results 

Figure I shows the speaker identification error rates 
averaged on the YOHO 138 speakers. Speaker models 
consist of 16, 32 and 64 Gaussian mixtures, respectively. 
The identification error rate obtained by using the temporal 
GMM method is lower than that obtained by using the 
standard GMM method in all of the three ditTerent model 
sizes. 

. ·16 
e:. 
Ql t'. � 12 
a � .t 8 c � .Q 
1ii -u 4 -= 
� -GMM 
Ql :Q 0 ---TGMI\I 

a 16 32 48 64 
Number of Gaussian Mixtures 

Figure I: Speaker identification effOf rate (in %) averaged 

on 138 speakers for speaker models consisting of 16, 32 
and 64 Gaussian mixtures using the standard GMM and 
the temporal GMM methods. 

5. CONCLUSION 

A new approach to hidden Markov modeling has been 
proposed in this paper. The proposed temporal hidden 
Markov model employs the Markov process for both the 

observable and the hidden processes. Each feature vector 
in the training sequence is assumed to be statistically 
dependent on its predecessor in the proposed temporal 
model. In the HMM, observations in the sequence 0 are 
assumed to be independent. Therefore the temporal model 
has avoided the limitation of the HMM. Speaker 
identification experiments performed on 138 Gaussian 
mixture speaker models in the YOHO database shows a 
better perfomlance for the temporal GMM compared to the 
standard GMM. More experiments on the temporal HMM 
are investigating for speaker recognition. 
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