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Abstract

In recent years, social media platforms, such as Twitter and Webio, have become popular

sources of information on the web. These platforms contain a wealth of valuable information

about user opinions, user interests, events and more. People typically use these platforms

to discuss different topics, share their opinions about them and engage in question-and-

answer sessions. For example, regarding smartphones, users might discuss the main aspects

of a smartphone, such as the overall design, battery capacity, screen size and camera. The

natural hierarchical structure of those concepts is often hidden in social media. Discovering

the hidden structure can helps users understand people’ preference to a certain topic at

different levels of granularity, and show the reasons why they prefer this topic. Over the past

decade, research on hierarchical topic models has shown considerable progress. However,

these studies may not always be directly applicable to social media due to the shortness and

the shallow meaning of social media messages.

There are three major challenges when dealing with social media texts. Firstly, com-

pared with traditionally long texts, social media texts suffer from sparsity, and this issue

may result in an incomprehensible and incorrect concept hierarchy. Secondly, social media

contains useful information such as social opinions and information about users. Most ex-

isting methods perform a flat sentiment analysis on each extracted aspects independently,

and ignore the concept hierarchy. In fact, we need to make the sentiment analysis fine-

grained in order to simultaneously extract the aspects and summarise people’ opinions on

those discovered aspects. Thirdly, the current models only discover the concept hierarchy

ignoring the community structure of users. Maintaining the consistency of user’s interest on

several communities according to various topics and sentiment information is a challenging

problem.

In this thesis, the limitations of the existing work are addressed and effective solutions

are proposed. First, in order to discover the hierarchical structure of social media content,

a novel approach called the context coherence model (CCM) is proposed. It recursively top
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down: (1) organizes the concepts discussed by users in social media texts; and (2) identifies

the hierarchical relations among concepts. In the CCM, a new measurement called context

coherence is introduced that analyses words in social media texts and determines the sim-

ilarities among them. Then, the hierarchical relationship between words is determined by

recursively partitioning the whole corpus into smaller parts according to the similarity re-

sults. Finally, a merging operation is performed to find similar words, group them under

the same topic and remove duplicated topics. The approach is evaluated on two real-world

data sets. The experiments show that the proposed approach can effectively reveal the hid-

den structure in social media.

Opinions are now reflected in social media on a wide range of topics: trends in pop

music, fashion, politics, financial markets, natural disaster responses, sales of products and

services, etc. For example, companies may want to understand the feelings of consumers

towards their products or services at different levels of granularity. Therefore, the problem

of hierarchical extraction is extended to consider sentiment analysis. A structured sentiment

analysis (SSA) approach is proposed that summarizes users’ feelings towards those concepts

discovered in the tree. Given users’ messages, the hierarchical clustering method is pro-

posed to detect the top aspects interest users, based on their messages, and attaches users’

attitudes to them. To perform sentiment analysis, a top-down, lexicon-based approach was

designed to identify the polarity of top aspects of a topic. Finally, a simple summarization

method was developed to answer questions such as: (1) What is the overall popularity of

the product or service? (2) Why do people like or dislike the product or service? and (3)

What are the most favourable and unfavourable aspects?

Third, modelling the interests of users is particularly important and can help organi-

zations to understand and analyse users’ behaviours and locate influential users at differ-

ent granularity levels using their sentiment information. A probabilistic model, namely,

the hierarchical user sentiment/topic model (HUSTM), is proposed to discover the hid-

den structure of topics and users while performing sentiment analysis in a unified way.

In HUSTM, users who share the same topic and opinion are grouped within the same com-

munity. In this approach, the entire structure is a tree where each node is decomposed into

a topic/sentiment node and a user-sentiment node. The topic/sentiment node is, in turn,

a mixed distribution of words, while the user-sentiment node is a mixed distribution of

users. To experimentally demonstrate the advantages of the approach, three real-world data

sets were used. The results showed that, compared to other state-of-the-art techniques, the

HUSTM approach can more successfully capture users’ interests.
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CHAPTER 1

Introduction

Social media platforms such as Twitter generate a large quantity of messages, carrying

information covering a wide range of topics. Because people often express themselves spon-

taneously on social media, the information discussed can be associated with opinions on a

variety of topics and with a number of users. For this reason, individuals and organizations

may want to understand the feelings of users towards a particular topic to make informed

decisions. The goal of this thesis is to understand: What topics that people care about, Why

people like those topics and Who are the people interested in those topics. In this chapter,

we give a brief introduction of the research in this thesis, including the background, motiva-

tions, research goals, challenges, contributions to the existing literature and the organization

of the thesis.

1.1 Motivation

Example 1: Latent structures in social media. Social media sites such as Twitter and Webio

have become the most popular methods of communication for the current generation. On

the micro-blogging site Twitter, users can post texts of up to 280 characters on their profile

pages. They usually share their experiences and express opinions on different topics, such

as trends in pop music, fashion, politics, financial markets, natural disaster responses and

sales of products and services. Figure 1.1 displays an example of the use of social media in

spreading information about different topics. In smartphone-related tweets, users discuss

and express opinions on the main topic (concept) of a smartphone, such as the overall de-

sign, battery capacity, screen size and camera. However, the natural hierarchical structure of

those concepts and sentiment polarity are often hidden. This means the user needs to read a

tweet-by-tweet conversation in order to know and understand other users’ feelings towards

1
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Figure 1.1: The use of social media in spreading information about different aspects.

the product. Additionally, comparing two or more products based on different aspects is a

difficult task. This may require users to spend more time and effort to analyse and under-

stand the similarities and differences between different products’ features. Figure 1.2 shows

an example of users discussing several features of smartphones.

Example 2: Community structure discovery in social media. In a microblogging plat-

form such as Twitter, the users can express their opinions about restaurants, and can com-

ment on different aspects, such as cleanliness, food, service and location of the restaurants.

Here, community can be defined as groups of users that have similar opinions and commonly

discussed topics with each other, and topics can be the popular themes within the commu-

nity. It would be useful to automatically identify the communities and organise those com-

munities hierarchically. By doing this, organisations could understand and analyse user’

behaviour, locate influential users at different granularity levels using their sentiment infor-

mation. Moreover, community structure discovery may help individuals to identify specific

groups of users who create and spread rumours in social media.

Example 3: Limitations of current methods. Hierarchical topic models have been pre-

viously proposed to effectively extract hidden structures from traditional texts [18, 47, 45].

2
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Figure 1.2: The use of Twitter platform in spreading information about several features of
smartphones.

However, applying these models to social media may result in less effective performance

due to the sparsity of text. In Figure 1.3, we present part of a concept hierarchy created by

a hierarchical aspect-sentiment model (HASM) [45] from a smartphone data set to show the

problems of incoherent concepts and an unreasonable structure. In an incoherent concept,

there are some words that are not semantically related to the other words. For example, the

fourth concept created by the HASM contains irrelevant words (e.g., student and boyfriend);

all words on the tree should be relevant and semantically related. Another problem is that

the tree shows some duplicate concepts (e.g., the children of the second and third concepts

are the same as the parent concept).

Generally speaking, discovering the latent structure of specific aspects and their co-

sponsoring sentiments are important from two points of view, individuals and business

organizations. From the individual’s viewpoint, a sentiment tree organizes aspects from

general to specific. Therefore, it allows an individual to find people’s attitudes and opinions

about various aspects represented by the tree at different granularities. For example, some-

one may be interested in people’s opinions about a product in general, while others may

look for people’s opinions on specific aspects, such as the quality of a smartphone’s camera.

From the point view of organizations, uncovering the hidden structure can allow them to

trace public opinion on features of a product or service, and it provides them with important

information to help them improve future designs and strategies.

3
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Figure 1.3: A part of the concept hierarchy learned from smartphone dataset using HASM
Model.

1.2 Background

User (Author) Community Analysis. One of the most popular areas in data mining is user

(author) community analysis. A number of models that merge the author’s information

into the topic model have been proposed[83, 53, 7, 91], such as the author topic model [82].

It discovers underlying topics conditioned on the authors’ information, and each author

is associated with a probability distribution over topics. The community-author-recipient-

topic (CART) model [74] extracts communities by using the semantic content of a social

network, and was one of the first attempts to integrate social links and content information

for the purpose of community discovery. In comparison to these works that capture the

authors’ interests as a multinomial distribution over topics, the Author-Interest-Topic (AIT)

model [43] introduced an additional layer between the author and topic layers that instead

captured the authors’ interests as a probability distribution of documents. All these models

perform well for social media analysis, but they neglect the natural hierarchical structure of

topics and community, and the current community analysis methods ignore the sentiment

information. However, users in the same community can be further decomposed into sub-

communities according to their opinions.

Sentiment Analysis. Sentiment analysis is also known as opinion mining [11]. Sentiment

analysis is defined as the process of identifying the opinions people express in a piece of text

as positive, negative or neutral. Several sentiment/topic models have been proposed to un-

cover topics with different sentiments. Lin et al. [55] introduced a flat joint sentiment/topic

(JST) model, based on latent Dirichlet allocation (LDA). In JST, each sentiment polarity is

associated with a mixture of topics, and all words are distributed over this mixture. In this

study [42], the aspect and sentiment unification model (ASUM) was proposed as a sentence-

level model that assigns all words in a sentence to the same polarity. The topic/sentiment

mixture (TSM) model [63] aimed at explicitly modelling the sentiment as a language model
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Figure 1.4: The Gap in the current work.

separated from topics. Indeed, TSM assumed the topic and sentiment were sampled inde-

pendently, which meant the words were drawn from either topics or sentiments. In [108],

the authors proposed a user sentiment/topic model (USTM) that integrated user opinions

into an LDA model. All of the mentioned models extracted topics and users as a flat mixture

of topics.

Hierarchical Analysis. Hierarchical analysis is the process of analysing a collection of

documents to uncover the hidden structure they contain. The output is a hierarchy of topics

(concepts) where each topic in the tree is a coherent theme, represented by either a sin-

gle word of a set of words. In recent years, hierarchical topic model research has focused

on identifying a hierarchical tree of topics within documents [71, 66, 107, 92, 100]. Blei et

al. [15] introduced the nested Chinese restaurant process (nCRP) to hierarchically discover

structures within data. The depth and number of child topics in this model are manually

specified. Kim et al. [45] suggested a new model based on the nCRP, namely, the recursive

Chinese restaurant process (rCRP). In the rCRP model, the nCRP model is extended to cre-

ate a hierarchical tree where each document has a distribution over all the topics in the tree.

Kim et al. [47] proposed a novel approach through the HASM, which applied a Bayesian

non-parametric model to infer and learn the structure and sentiment in online reviews. The

above-mentioned methods only extracted their topic hierarchies from the topics, without

considering sentiment information or users’ interests in those topics. Another disadvan-

tage with those models is that they were proposed to be effective with larger amounts of

text; applying them to social media texts can lead to an incomplete or flat tree. Figure 1.4

summarises the gap in the existing literature.
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1.3 Research Goals

In this section, we will discuss the research goals of this thesis. At the highest level, the

aim was to develop an effective hierarchical model for use with social network blog services

(e.g., Twitter). The goals of this thesis were as follows:

• The main goal was to understand what topics people discuss in a collection of docu-

ments. More specifically, the goal was to design a framework and develop effective

solutions for the discovery of hierarchical structures from social media. The approach

had to be able to process large collections of short and noisy messages. More specifi-

cally, the approach had to extract different topics (aspects) and simultaneously identify

the hierarchical relationships among them.

• The second goal was to design a hierarchical framework to understand what topics

that interest people and why people like or dislike them. The approach focuses on

identifying attitudes at various levels of granularity. The approach needs to be capable

of doing a fine-grained sentiment analysis. In other words, the sentiment polarity of

each aspect in the tree is performed hierarchically by including the sentiment polarity

for the aspect itself and its children in the hierarchical tree.

• The third goal is to develop a framework for understanding who the people are who

are interested in those topics discussed on social media. The approach must model

users’ interests and opinions on different topics in the tree simultaneously. In other

words, the approach focuses on hierarchically grouping users who share the same

discussed topic and opinion within the same community.

1.4 Research Challenges

Traditional approaches in hierarchical topic research are not designed to deal with social

media texts. The frequency of words in short messages play a less discriminative role com-

pared to traditional documents like reviews. As a result, directly applying those hierarchical

models to social media will produce an unbalanced or flat tree. The challenges of this thesis

were the following:

• Topic (Concept) Extraction and Semantic Relationship Identification. Social media

messages on platforms like Twitter usually contain noise and advertisements. First,
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discovering the individual aspects of a product or topic under discussion was a chal-

lenging issue. Second, with a large number of concepts discussed in very short mes-

sages, the shape of the tree was unknown (e.g., depth and width) in advance. Third,

the length and shallow meaning of short messages make the semantic relationship

analysis between words a difficult task.

• Sentiment Analysis. The current sentiment/topic models are flat models, which

means they neglect the natural hierarchy of the individual aspects and the sentiment

polarity. For sentiment analysis, the challenges were that we need to make sentiment

analysis fine-grained in order to simultaneously discover the hot aspects and identify

their polarities.

• User Community Analysis. Modelling user’s interests from stoical media was a chal-

lenging task for two reasons. The first is consistency, meaning that users in the same

community should be similar with respect to the topic being discussed and the opin-

ions that they hold. Second, the hierarchical clustering in a unified way of informa-

tion about topic, user and sentiment is difficult because of the sparsity and shortness

of these brief messages. Further, the traditional hierarchical topic modelling method

does not take into account modelling the users’ interests. Therefore, we studied the

problem of modelling users’ interests across various topics and sentiment polarities

on social media.

1.5 Main Contributions

Based on the research problems discussed and the challenges identified, this thesis makes

the following contributions towards structured sentiment analysis on social networks.

1.5.1 Learning Concept Hierarchy from Short Texts Using Context Coher-

ence

The problem that we addressed was how to extract a concept hierarchy from a given set of

social media messages. The context coherence-based model (CCM), a top-down recursive

model, was introduced to learn concept hierarchies from short and noisy texts by analysing

the relationships between words. To achieve this, a novel measurement called context coher-

ence was introduced to estimate the coverage of individual words in the whole document.
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Context coherence was measured by the number of words that are related to a given word.

A greater number of related words in a document implied that a word covered a wider

range of aspects and that the size of the sub-hierarchy rooted in this word was relatively

large. Unlike those in the existing models, the parameters of CCM (e.g., depth and width)

can be automatically learned from the data.

Most current hierarchical models apply subjective methods, such as surveys, to evaluate

the hierarchies they generate [5, 91]. Consequently, the results are dependent on the par-

ticipants’ experiences, and the preciseness and fairness of subjective evaluations can cause

issues. Thus, the problem of how to evaluate the quality of hierarchical trees extracted from

social media was considered. We proposed three methods to evaluate the quality of a hierar-

chy extracted from unstructured text. These methods reflect three important characteristics

of an optimal tree: (1) Coverage, which reflects a topic on a high level, close to the root node,

and should cover a wider range of sub-concepts than those on a lower level; (2) Parent-

child relentless, which means the parent topic in the tree should be semantically related to

its children rather than to its non-children; and (3) Topic coherence, where all words identi-

fied within a topic should be semantically related to the other words within that topic. We

evaluated the performance of the approach with two real-world data sets. The experimental

results showed that CCM can discover more prominent and coherent trees than the baseline

methods.

The main points covered in this work are summarized as follows:

• A new measurement, namely, context coherence, was introduced to measure the con-

tainment relationship of words for the purposes of concept hierarchy construction.

• A new algorithm, CCM, was proposed that learns a concept hierarchy from short texts

without a predefined hierarchy shape.

• Objective criteria was used to evaluate the quality of the concept hierarchy.

• Comprehensive experiments demonstrated the effectiveness of the proposed method

in comparison with other approaches.

1.5.2 Structured Sentiment Analysis

A structured sentiment analysis (SSA) approach was introduced that incorporates hierarchy

detection and sentiment analysis to automatically discover a hierarchy, as well as people’s

8
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opinions towards aspects within it, from social media texts. Combining sentiment anal-

ysis with hierarchy construction can effectively help to perform a fine-grained sentiment

analysis on the concepts extracted in the tree. Structured sentiment analysis is important be-

cause it helps individuals and organizations understand people’s interests in certain prod-

ucts and shows the reasons why they prefer them. In SSA, a top-down recursive approach

was applied to extract the hierarchy and perform a fine-grained sentiment analysis. Then,

the sentiment analysis was performed on only hot aspects that interest people. A hierarchical

process was proposed for identifying the polarity of the parent node and the child node by

extracting the closest opinion’s words (e.g., verbs, adjectives and adverbs). Finally, a sum-

marization approach was proposed to understand why people like those hot aspects. The

main contributions of this work are summarized as follows:

• An approach to summarizing people’s opinions based on an analysis of statements

made in their messages was designed.

• A hierarchical sentiment approach for extracting hot aspects, discovering the relation-

ships among them and identifying people’s opinions towards them was proposed

• The approach was evaluated with three sets of real-world Twitter data. The experiment

results showed that the proposed approach was effective for analysing short texts and

extracting a sentiment tree.

1.5.3 Modelling User Attitudes with a Hierarchical Sentiment/Topic

Model

A novel probabilistic model, the hierarchical user sentiment/topic model (HUSTM), was

proposed for discovering the hidden structure of topics and users, while performing senti-

ment analysis. Modelling the attitudes or interests of users can give insight into user inter-

ests with respect to a variety of topics and help in analysing user’ behaviours at any granu-

larity level. The main goal of this study was to hierarchically model user attitudes (opinions)

using different topic and sentiment information, including positive, negative and neutral. In

the HUSTM, the entire structure is a tree with each node in the tree further separated into

two sub-nodes: (1) the topic/sentiment node, which models word distribution over topic

and sentiment (e.g., positive, negative or neutral); and (2) the user-sentiment node, which

captures user attitudes using respective sentiment information. The main contributions of

this work are summarized as follows:
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• A unified model that discovers the hierarchical tree of topics, sentiments, and users

from short texts without specifying the width and the depth of the tree was provided.

• An approach that groups users, who share the same topic and feelings, into the same

community was designed.

• An approach that automatically infers the depth of the tree from stoical media was

developed..

• The effectiveness of the proposed models was experimentally using three data sets.

The results showed a higher-quality topical hierarchy discovered by the model when

compared with other methods.

1.6 Thesis Organization

The remainder of the thesis is organized as follows. In Chapter 2, the body of literature

related to the research topic is discussed. Chapter 3 discusses the first contribution to hierar-

chical structure detection in social media. Subsection 3.4 introduces the context coherence-

based model (CCM) to learn concept hierarchies from short and noisy texts. In subsection

3.4.1, we propose a new notion called context coherence that identifies the semantic rela-

tionships of topics and discovers the hierarchical organization of those topics. Subsection

3.4.2 describes the top-down recursive algorithm to infer the concept hierarchy. Finally, sub-

section 3.4.3 shows the methods used to merge and group the duplicated concepts in the

tree.

In Chapter 4, we discuss the SSA model and show its effectiveness in dealing with short

and noisy text from social media. Discovering the hierarchical of concepts with the corre-

sponding sentiment polarities can benefit everyone who needs to understand the current

opinions on each concepts expressed in social media. Section 4.4 presents the proposed

solution for the problem of SSA. In Subsection 4.4.2, we describe the process of creating

the concept hierarchy. Then, subsection 4.4.3 discusses how the sentiment analysis is per-

formed in the concepts extracted in the tree. Subsection 4.4.4 summaries the reason behind

the people opinions. Chapter 5 focuses on the issue of modelling user interest in the topics

discovered in the hierarchy. We used this system to automatically group users in the tree ac-

cording to their interests. In subsection 5.4.1, we describe the generative process of HUSTM.

Subsection 5.4.2 discusses the problem of grouping the user according to the topics of their
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liking. In Chapter 6, the contributions of the research are discussed and suggestions and

recommendations for future research are provided.
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CHAPTER 2

Literature Review

This chapter investigates past and current studies on topics related to the research project.

The related research work is divided into four types: traditional topic models, user (au-

thor) interest analysis, sentiment analysis and hierarchical topic models. In section 2.1, flat

models that extract topics from a collection of documents are introduced. In section 2.2, re-

lated research on sentiment analysis is described. Section 2.3 reviews the research on author

discovery. Finally, in section 2.4, some of the related work on hierarchical topic models is

described.

2.1 Traditional Topic Model

The traditional topic model is a type of statistical model for grouping words in order to find

hidden topics within document collections. A topic contains a group of words that are se-

mantically related and often appear together within the same context. In the literature, there

are a number of topic models that have been proposed [96, 14, 12, 13]. Latent semantic anal-

ysis (LSA) [26, 25] is a popular method in the area of natural language processing (NLP). The

main underlying idea of LSA is the examination of the relationships between words in a col-

lection of documents. In LSA, words that occur in similar pieces of text are grouped within

the same topic. The first step in LSA is to create a term-document matrix that describes the

occurrences of words within documents. After construction of the matrix, singular value de-

composition (SVD) is applied to the matrix for dimensionality reduction. In SVD, the matrix

is further decomposed into the product of three other matrices M = U ∑ VT. where U and

V are orthogonal matrices, and ∑ is the diagonal matrix that contains the singular values of

the original matrix.

Probabilistic latent semantic analysis (PLSA) [35] is a statistical technique for the analysis
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of two-mode and co-occurrence data. PLSA is proposed for solving the problems with LSA

by using a generative model. The main goal of PLSA is to discover and distinguish different

contexts of a word without using external knowledge. This is done in two ways. First, PLSA

allows for distinguishing between words with multiple meanings. Second, PLSA groups

words that share a common context under the same topic.

Latent Dirichlet allocation (LDA) [14] is a parametric probabilistic model that classifies

text in a document on a particular topic. In LDA, each document is a mixture of a k number

of topics and each topic is represented as a mixture of words. A plate diagram of the LDA

model is given in Figure 2.1. As the figure shows, the probabilistic topic model estimated

by LDA consists of two matrices. The first matrix, Φk, describes the probability or chance

of assigning a particular word, when sampling a particular topic. The second matrix, Θk,

describes the probability of assigning a particular topic, when sampling a particular docu-

ment. The Gibbs sampling [32] of LDA can be divided into two parts, the initialization and

the sampling. In the initialization phase, LDA is recognizable in the assigning of words and

documents to a random topic. Then, in the sampling phase, the data is observed and the

correct topic is inferred for each word and document using:

P(w, z, θ, ϕ, β, α) ∝

(
ni,k + β

∑V
r=1 nr,k + β ∗V

×
nj,k + α

∑J
j=1 nj,k + α ∗ K

)
(2.1.1)

where ni,k is the number of times the word i is assigned to the topic k and nj,k is the

number of times the document j is assigned to the topic k. After a number of iterations,

LDA will correctly infer the hidden topic for each document and topic. Using the equation

above, LDA extracts the word-topic distribution from the first part and the topic-document

distribution from the second part. The main drawback of conventional topic models is that

they are parametric modes, in which the number of topics needs to be set manually[16, 97,

38].

The Chinese restaurant process (CRP) [4] is a non-parametric topic model that uses the

analogy of customers seated at tables in a Chinese restaurant. CRP assumes a Chinese

restaurant with an unlimited number of tables. Each table has an infinite capacity to seat

customers. In the present case, a customer is the word and the table is a coherent topic. The

first customer always sits at the first table. The next customer sits either at the same table

as the first customer or at a new table. The decision can be calculated by the probability

proportional to the number of customers already present or to an unoccupied table. The

equations used to create the distribution are:
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Figure 2.1: Latent Dirichlet Allocation [14].

P(occupied table i|previous customers) =
mi

α + m
(2.1.2)

P(an unoccupied table|previous customers) =
α

α + m
(2.1.3)

where mi is the number of customers sitting at table i and α is a parameter. In CRP, the

order in which the customers sit does not affect the final result. The main limitation of these

topic models is that they generate a flat topic, so there is no relationship or structure among

the discovered topics and sentiments.

With the development of social media, several research papers have made proposals for

methods of handling social media content analysis in various domains, such as social com-

munity tracking [56], recommendations [78] and sentiment analysis [84, 49]. Xueqi et al.

[101, 19] introduced a novel model for short text topic modelling, called the biterm topic

model (BTM). The main idea of BTM is that it discovers topics by explicitly observing the

word pair co-occurrence (biterm) in the corpus. In BTM, the topic is associated with a mixed

distribution of word pairs. Other researchers have tried to combine short texts into large

pseudo-documents to solve the word occurrence problem. They can then apply conven-

tional topic models, such as LDA to reveal the hidden topics [98, 109, 76]. Some other studies

have addressed short and sparse text in social media by self-aggregation and auxiliary word

embeddings [51, 80, 39]. Chenliang et al. [51] developed a new topic model for short texts

called GPU-DMM. Figure 2.2 shows the usage of word embedding to enhance topic discov-

ery in social media. The idea behind GPU-DMM is that it extends the Dirichlet Multinomial

Mixture (DMM) model by incorporating an external corpus to learn latent topic patterns

and directly discover semantic relationships of learned words through the generalized Polya

urn (GPU) model [61] in topic inferences. Although traditional topic models have been suc-
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Figure 2.2: GPU-DMM Overview [51].

cessful in many real-world applications, the main limitation of these methods is that they

only generate flat topics. Indeed, as a result, the natural hierarchical structure of a topic is

neglected.

2.2 User (Author) Interest Analysis

This topic model is a type of statistical model for grouping words in order to find hidden

topics within document collections. A popular topic model that represents documents as

mixtures of topics is the LDA model, which models each topic as a distribution over words.

A number of recent author topic models that merge the author’s information into the topic

model have been proposed [83, 41, 7, 62, 86]. Figure 2.3 shows the author layer integrated

into the LDA model. The goal of the author topic model [82] is to discover underlying topics

conditioned on the author’s information, where each author is associated with a probability

distribution over topics. As figure 2.3 shows, a represents the author of a given word. Φ,

describes the probability or chance of assigning a particular word to a given author, gener-

ated from a symmetric Dirichlet β prior. Θ describes the probability of assigning a particular

topic for a given word. However, this author model does not provide any information about

the sentiment attitudes of authors about different topics.

The CART model [74] was proposed to extract communities by using the semantic con-

tent of a social network, and it was one of the first attempts at integrating social links and

content information for the purpose of community discovery. In comparison to these works

that capture the authors’ interests as a multinomial distribution over topics, the AIT model

[43] introduced an additional layer between the author and topic layers that captured the

authors’ interests as a probability distribution of documents. Yan et al. [60] developed a
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Figure 2.3: Author Topic Model [82].

framework called topic-link LDA that performs topic modelling and author community de-

tection in a unified way. In [41], Shuhui et al. proposed an author topic model based collab-

orative filtering (ATCF) method that utilizes a user’s information (e.g., textual descriptions

of photos) in social media to reflect interests. All these models performed well at author

interest analysis, but neglected the natural hierarchical structure of topics and sentiment

information of users.

A variety of existing work is devoted to discovering a community and topic from text

data [73, 31, 34]. In[105], Yin et al. proposed a community-based topic model called LCTA

(latent community topic analysis) to integrate community identification into a topic model.

In LCTA, text-associated graphs are used as input to discover users, who are linked to each

other and share the same hidden topics. Zhou et al. [111] proposed the community profiling

model COCOMP to discover communities as well as their associated topics. In [102], Yang et

al. proposed a joint sentiment/topic model (STC) to simultaneously uncover communities,

topics, and sentiment information.

Dynamic community discovery has also been proposed where communities are not

static, but can change over time [46, 99, 50]. Li et al. [53] proposed a framework that can iden-

tify communities sharing similar topics, and capture the changes of the communities over

time. Tang et al. [88, 24] proposed a novel community discovery algorithm that uses net-

work structures. Palla et al. [72] provided a good community discovery method that detects

overlapping communities to uncover the modular structure of complex systems. However,

most of the existing community discovery methods identify the latent community from so-

cial networks without considering the natural hierarchy of communities, which can be of

great importance and is the focus of this work. Another limitation of current models is that

the interest of users in various topics is not considered.
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Figure 2.4: The hierarchy structure of nCRP.

2.3 Sentiment Analysis

One of the most popular areas in data mining is sentiment analysis. In data mining research,

sentiment analysis is also known as opinion mining [11]. Sentiment analysis is defined as

the process of identifying the opinions expressed in a piece of text as positive, negative

or neutral. In this section, we divide the approaches to sentiment analysis into two types,

traditional sentiment and joint sentiment/topic

2.3.1 Traditional Sentiment Approaches

One of the common ways to identify the sentiment polarities of different features of a prod-

uct is with association mining rules. Hu and Li [36] proposed feature-based summaries for

mining customer reviews. To achieve that, association mining rules are first used to extract

the product features. Then, the opinion of each review is identified. Finally, a summary is

generated of user opinions. Popescu and Etziono [79] improved the model by removing fre-

quent nouns that are not features of the product. This technique is time-consuming because

it uses the web to find product features. The lexicon-based approach was introduced to iden-

tify the sentiment polarity of features. Contained in the lexicon’s set of opinion words (such

as adjectives, adverbs, verbs and nouns) was the sentiment polarity (e.g., positive, negative

or neutral). Hu and Li [37] used Lexicon to identify opinion words for two categories: pros

and cons. Dictionary-based approaches were also developed that used the popular applica-

tions WordNet and SentiWordNet in order to analyse the positive and negative words using

a scoring method (e.g., strongly positive, negative) [48, 107, 49, 75]. The limitation of this

dictionary-based approach is that it depends on a specific domain.

18



CHAPTER 2: LITERATURE REVIEW

2.3.2 Joint Sentiment Topic Approaches

The main idea of joint sentiment/topic approaches is that they discover the topics and sen-

timent polarities in a unified way. Each topic is divided into three polar topics: positive,

negative or neutral. Each polar topic is represented as a mixed distribution over words.

Several sentiment/topic models have been proposed to uncover topics with different senti-

ments [10, 68]. Lin et al. [55] introduced the JST model based on LDA. In JST, each sentiment

polarity is associated with a mixture of topics, and all words are distributed over this mix-

ture. In a study [42], the ASUM was proposed. It is a sentence-level model that assigns

all words in a sentence to the same polarity. The TSM model [63] aimed at explicitly mod-

elling the sentiment as a language model separate from topics. Indeed, TSM assumed the

topic and sentiment were sampled independently, which meant the words were drawn from

either topics or sentiments.

Similarly, Kawamae et al. [44] discovered topics and their corresponding sentiments by

dividing the topics into three polar aspects (positive, negative and neutral). In this model,

the topic category has probabilistic distributions over words, items and sentiment classes.

The sentiment category has probabilistic distributions over words and ratings. Mukher-

jee et al. [67] proposed a semi-supervised approach to discovering aspect-based sentiment

topics. In [67], a seeded aspect and sentiment category were used to identify the polarities

of words. In [108], the authors proposed a User-sentiment Topic Model (USTM) that inte-

grated user opinions into an LDA model. In USTM, a new layer is added to understand the

interest of uses in several topics. In [103], a novel method was proposed for incorporating

metadata (e.g., location, gender and age) into the topic modelling process to understand

associations between metadata, topical aspects and sentiments. Subhabrata et al. [68] intro-

duced the JAST model, extending LDA to learning different topic preferences, ’emotional’

feelings about topics and writing styles. All of the models mentioned above extracted topics

and sentiment as a flat mixture of topics. In real-world situations, topics have hierarchical

relationships that can be discovered.

2.4 Hierarchical Topic Model

Hierarchical topic models have been proposed to discover hidden structures in documents,

and several approaches to addressing the problems of hierarchical extraction will be dis-

cussed [27, 93, 59, 91, 92, 90]. Figure 2.7 shows the different assumptions of the hierarchi-
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Figure 2.5: The different assumptions of the related models [45].

cal topic models, including the pachinko allocation model (PAM) [54, 65], the nested chi-

nese restaurant process (nCRP), the tree-structured stick-breaking process (TS-SB) [30] and

the nested chinese restaurant process (rCRP). The hierarchical PAM (hPAM) [54, 65] was

developed to capture correlations between topics, and hPAM produces multiple levels of

super-topics and subtopics. Each topic in the tree is a mixture of distributions over words.

However, the hierarchical structure of hPAM is predetermined.

Blei et al. [15] proposed the nCRP generative probabilistic model to hierarchically learn

latent structures from data. The nCRP extends CRP to represent the flat topic in a hierarchy.

Figure 2.5 shows the hierarchy structure of nCRP, which assumes an infinite number of

restaurants in the city in the analogy. One restaurant is considered to be the root node, and it

contains an infinite number of tables. Each table in the restaurant points to another unique

table in another restaurant in the next level of the tree. The restaurants are hierarchically

organized into an infinitely branching tree.

The TS-SB [30] model assumes that a document is generated by a single node of the tree

that has a unique topic mixture. Unlike the above methods, in nHDP [71, 66], the assump-

tion is made that topics in a document can be generated from several paths. In both models,

the depth and the number of child concepts are manually specified. In [100], Xu et al. pro-

posed a novel knowledge-based hierarchical topic model (KHTM) that can integrate prior

knowledge into topic hierarchy discovery. Moreover, Wang et al. [91, 92] proposed a novel
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Figure 2.6: The first and the second assignment of topic hierarchy.

approach to recursively construct topics from a content representative document (the title).

Then, a phrase mining and ranking approach is applied to rank a list of mixed-length words

to represent every node in the hierarchy.

Joon et al. [45] suggested a new model, the rCRP. In rCRP, the nCRP is further extended to

create a hierarchical tree in which each document has a distribution over all topics in the tree.

rCRP consists of two main processes: table assignment and dish assignment. First, rCRP

assumes words that are semantically related are clustered at the same table. Then, a dish is

drawn in the tree for each table from the global menu. More specifically, the assignment of

each word to a table is inferred by rCRP, while the semantic relationship between tables is

determined by rCRP. Figure 2.6 shows the first and second assignments of topic hierarchy.

Recently, Kim et al. [47] applied hierarchical aspect-sentiment model (HASM), a more

advanced model that automatically discovers the structure of aspects with corresponding

sentiment polarities. Figure 2.7 is a graphical representation of HASM. In HASM, a prior

tree is first generated randomly from the data using rCRP by randomly assigning each word

to a node in the tree. Then, the approach uses Gibbs sampling to learn the posterior tree
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Figure 2.7: Graphical representation of HASM [47].

of three variables: aspect-sentiment node, the sentiment polarity of each sentence and the

subjectivity of each word in the same sentence. To achieve that, HASM starts from the root

node and calculates the possibilities of assigning a sentence to the current node, a child of

the current node or a new node. The model uses the following equations to calculate the

probability:

First, the aspect sampling of each sentence is modelled using,

P(wdi|s, p, Φk, β) ∝
1

∏
l=o

(
nw,(.)

k,si×l,−i + βsi×l

∏w nw,(w)
k,si×l,−i

+ βsi×l,w

×
∏w nw,(w)

k,si×l
+ βsi×l,w

nw,(.)
k,si×l + βsi×l

)
(2.4.1)

Second, the sentiment polarities are determined by,

P(sdi = k|w, s, p, c, β) ∝

(
ns,(k)

d,−i + η × P(wdi|s, p, Φk, β)

)
(2.4.2)

Finally, the subjectivity of each word is calculated using,

P(pdi = k|w, s, p, c, β) ∝

(
np,(k)

d,i,−j + α×
nw,(v)

cdi,sdi×k,−j + βsdi×k,v

∑V
r=1 nw,(r)

cdi,sdi×k,−j + βsdi×k,v

)
(2.4.3)

where nw,(.)
k,si×l,−i is the number of words in sentence i assigned to topic k and sentiment

s; ns,(k)
d,−i is the number of k-polar sentences in document d; and np,(k)

d,i,−j is the number of k-

subjective words in sentence i of document d.

In social media, people usually have a limited number of characters to use in discussing

different topics (e.g., with Twitter, it is 280 characters). Also, it is common for users to use

abbreviations and slang to express their feelings. The main limitation of the existing models
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[9, 58, 69, 20] is that they have only been developed to deal with normal texts, and applying

these hierarchical models with social media means the models will suffer from data spar-

sity. In other words, those models might produce incorrect and incomplete results. Another

critical issue is that neither the sentiment information, nor the social communities, are con-

sidered by the existing models.

After an extensive literature search, the only work found that extracts the topic hierarchy

from social media was [107]. Zhao and Li [107] developed an algorithm, based on formal

concept analysis (FCA) [28], to extract hot features and organize them hierarchically in a tree.

Next, they applied term frequency-inverse document frequency (TFIDF) to extract mean-

ingful keywords and represent text as feature vectors. Then, external knowledge was used

to filter noise and help discover the tree. These ways may be helpful in some specific do-

mains, but not general since favourable external knowledge might not be always available.

Another drawback is that the structure shape and the names of the nodes in the tree are

manually specified.

In summary, despite the value of the above-mentioned studies, extracting hierarchical

structures from short and noisy texts remains an open problem. This thesis aims to: (1)

identify subsistent problems and challenges in hierarchical detection from social media,

(2) design an effective algorithm for structure detection in social networks, (3) design ap-

proaches for sentiment analysis, and (4) propose an approach to hierarchically model the

user interests express in social media.
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CHAPTER 3

Learning Concept Hierarchy From Short

Texts Using Context Coherence

3.1 Overview

Uncovering a concept hierarchy from social media, such as tweets and instant messages, is

critical for helping users quickly understand the main concepts and sub-concepts in large

volumes of such texts. However, due to the sparsity of short texts in social media, existing

hierarchical models fail to learn the structural relations among concepts, and lose an oppor-

tunity to discover the data more deeply. To solve this problem, a new notion called context

coherence is introduced. Context coherence reflects the coverage of a word in a collection of

short texts. Coverage is measured by analysing the relationships of words in complete texts.

The major advantage of context coherence is that it aligns with the requirements of a concept

hierarchy and can lead to a meaningful structure. Moreover, a novel non-parametric context

coherence-based model (CCM) is proposed that can discover the concept hierarchy from so-

cial media texts without a pre-defined depth and width. The model was evaluated on two

real-world datasets. The quantitative evaluations confirmed the high quality of the concept

hierarchy discovered by the model compared with those of state-of-the-art methods.

3.2 Background

In recent years, social media. such as Twitter and Weibo, has become a popular form of in-

formation on the web. Short texts contain different latent concepts of a product or topic that

can be hierarchically discovered. For example, in smartphone-related tweets, users discuss

the main concepts of a smartphone, such as the overall design, battery capacity, screen size,
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and camera. Constructing a concept hierarchy from short texts can help users understand

the contents implied at different granularity levels and can facilitate many application func-

tions, such as recommendation [107], summarization [5, 29], and sentiment analysis [49].

Hierarchical topic models have been previously proposed to effectively extract the hid-

den structures from traditional texts [18, 47, 45]. However, applying these models on short

texts may result in less effective performance due to the sparsity of text. In Figure 3.1,

we present part of a concept hierarchy created by a hierarchical aspect-sentiment model

(HASM) [45] from a smartphone dataset to illustrate the problems of incoherent concepts

and an unreasonable structure. In regards to incoherent concept, there are some words that

are not semantically related to the other words. For example, the fourth concept created

by the HASM contains irrelevant words (e.g., student and boyfriend); all words on the tree

should be relevant and semantically related. Another problem is that the tree contains some

duplicate concepts. For example, the children of the second and third concept are the same

as the parent concept.

In social media, a few studies have addressed the problem of discovering a concept hi-

erarchy from short texts [91, 95, 5], but these approaches do not fully exhibit the following

three characteristics of an optimal tree. First, a concept on a high level, close to the root node,

should cover a wider range of sub-concepts than those on a lower level. Second, a concept

in a tree should be organized as parent and children concepts, where the parent concept

is semantically related to its children rather than to its non-children. Third, the depth and

width of the tree should be automatically inferred from the data.

To fill the gap in the current research, the Context Coherence-Based Model (CCM), a

top-down recursive model, that learns concept hierarchies from short texts by analysing the

relations between words is proposed. To achieve this, a novel measurement called context

coherence to estimate the coverage of words in the whole document is introduced. Context

coherence is measured by the number of words that are related to a given a word. A greater number

of related words in a document implies that a word covers a wider range of aspects and

that the size of the sub-hierarchy rooted in this word is relatively large. Unlike those in

the existing models, the parameters of CCM (e.g., depth and width) can be automatically

learned from the data. The hierarchy shape is inferred by the average context coherence of

words in each level. Indeed, a minimum threshold is defined to limit the number of children

concepts and control the depth of the tree.

Most current hierarchical models apply subjective methods, such as surveys, to evaluate

the hierarchies they generate [5, 91]. Consequently, the results are dependent on the partic-
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Figure 3.1: A concept hierarchy created by HASM.

ipants’ experience, and the preciseness and fairness of subjective evaluations are can cause

issues. In this work, we also consider the problem of evaluating the quality of hierarchical

trees extracted from social media. This task arises due to the use of subjective evaluations in

the current research, such as using only a survey to test the quality of a hierarchy discovered

by their models. We propose three methods to evaluate the quality of a hierarchy extracted

from unstructured text. These methods are used to reflect three important characteristics of

an optimal tree:(1) Coverage, which reflects a topic on a high level, close to the root node,

and should cover a wider range of sub-concepts than those on a lower level; (2) Parent-

child relentless, which means the parent topic in the tree should be semantically related to its

children rather than to its non-children; and (3) Topic coherence, where all words identified

within a topic should be semantically related to the other words within that topic. The main

contributions of this chapter are as follows:

• A new measurement, namely, context coherence, is introduced to measure the contain-

ment relationship of words for concept hierarchy construction.

• A new algorithm, the CCM, is proposed to learn the concept hierarchy from short texts

without a pre-defended hierarchy shape.

• Objective criteria was used to evaluate the quality of the concept hierarchy. Compre-

hensive experiments demonstrate the effectiveness of the proposed method in com-

parison with other methods.
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Figure 3.2: System Architecture.

3.3 Problem formulation

First, some closely related concepts are introduced below, and then the CCM problem is

defined.

Definition 1. (Coherent Words). The basic unit of a concept hierarchy is a word. A coher-

ent word cw is one with a high coherence (coverage) score relative to other words in the

vocabulary V.

Definition 2. (Concept). A concept, t, in a tree, T, is represented by either a single coherent

word, cwi, or as groups of coherent words, t = {cw1, cw2, cw3...}, where every word cw1 ∈ t

are refer to the same thing. A coherent word can appear in multiple concepts, though it will

have a different order based on the coherence score in each concept. The number of words

is decided by the merge operation (see Section 4.2).

Definition 3. (Concept Hierarchy ). A concept hierarchy is defined as T where each node

in the tree is a concept. Every non-leaf concept, ti , has a number of children, defined as

chnti =
{

chnti
1 , chnti

2 , ...
}

. All children concepts should be semantically related to their parent

concept.

Problem 1. Given a collection of short texts about a specific topic, D = {d1, d2, ..., dl}, where

|D| is the length of D, the task is to extract a coherent concept hierarchy T with unbounded

depth and width. The output is a hierarchical tree of concepts, where each concept can

be represented by multiple words. Words are within one concept, i.e. they are identical

to the concept. For example, one concept in the tree contains three words: "picture", "pic",

"photo". These three words all represent the same concept, "picture". "pic" is an abbreviation

of "picture". "photo" is an alternative name for "picture". As another example, one concept

contains two words "data" and "mining". These two words are used to represent a single
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Figure 3.3: Split and merge operations. In the split operation (a), CCM starts from the root
node and recursively creates a concept hierarchy. For the merge operation, CCM handles
three cases where the concepts in the tree need to be merged: (b) synonyms merging, (c)
relatedness merging, (d) duplication merging.

concept, "data mining" (which is a term instead of a single word).

To discover an optimal concept hierarchy from short texts, there are three important cri-

teria:

• Relatedness: All root concepts of a sub-hierarchy should not only be related to their

direct children, but also to all offspring. For example, the root node iPhone should be

related to its sub-concepts (camera, headphone, etc.) and its sub-sub-concepts (picture,

adapter, etc.).

• Coverage: Concepts in a hierarchy should be organized from general to specific. The

concepts near the root node must cover many documents, while those close to the

leaf-nodes should have less coverage. For example, the parent concept "camera" in a

hierarchy has more coverage than its children, quality, selfie and front.

• Completeness: A group of concepts should be combined as a single concept, if they

co-occur significantly within the same contexts. For example, the concepts picture, pic

and image should be combined into a single concept, {picture, pic, image}, because all

three words refer to the same thing (i.e., pic is an abbreviation of picture, and photo is

an alternative word for picture). Duplicated concepts should be removed from the tree,

and similar concepts should be merged together. For example, the concepts "picture",

"pic", "image" should be combined into a single concept (such as, "picture, pic, image").
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Figure 3.4: A graph represents the similarity score for each word-pair. The table shows the
frequency and the average context coherence score for each word.

3.4 Proposed Approach

Existing hierarchical models [94, 89, 104] learn concepts by observing document-level word

co-occurrence, and their performance will be significantly influenced in the case of short

texts. To address this problem, a novel CCM that learns concept hierarchies from short texts

is proposed. Generally, the CCM automatically builds concept hierarchies in a three-step

process. Figure 3.2 shows the system architecture for CCM. In the following sections, the

architecture is described in detail.

3.4.1 Concept Extraction

Concept extraction is the main task of the CCM, where concepts are defined as either single

words or groups of words. In this thesis, the notion of context coherence to extract concepts is

introduced. The idea behind context coherence is to measure the coverage of a given word

by analysing the associations among the words in the entire text. The coverage of a given

word is calculated by identifying the number of words that are related to it. The relatedness

reflects the similarity between the given word to other words in the text. If there is a larger

number of related words, then the implication is that the word encompasses a wider range

of sub-words. Figure 3.4 shows an example from the dataset. In the graph, the coherence

score among all words in the text is given. The word camera, for example, has the highest

coverage score. This indicates the word camera is linked to many words in the text and

encompasses many sub-words. In contrast, the word boyfriend is related to a smaller number

of sub-words. The difference between CCM and frequency-based models is that a word’s
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frequency implies the importance of the word with regard to the whole text in frequency-

based-models. However, CCM assumes that a word is important if it encompasses a large

number of words.

Given whole collections of short texts, D, similarity between wi and wj is first measured.

Specifically, pointwise mutual information (PMI) [21] is employed to calculate the similarity

of pairs as shown in Eq.3.4.1, where P(wi, wj) indicates the probability that two words, wi

and wj, occur together in texts, while P(wi) and P(wj) indicate the occurrence probability of

wi and wj in the texts, respectively.

Wi,j = log
p(wi, wj)

p(wi)p(wj)
(3.4.1)

To compute the context coherence, we represent the text as a term-term matrix M in

which each row and column stands for all unique terms in V. Each cell describes the word-

pair similarity score in short texts. The context coherence of a given word wi is calculated

by taking the average similarity score with other words using the equation below:

CC(wi) =
1
n ∑

j
Wi,j (3.4.2)

where n is the number of words in D. The model uses the average PMI for term-term anal-

ysis, because in the vocabulary of short texts, most pairs of words do not appear together

frequently. That is, the PMI between most pairs of words is negative. The average PMI of a

word is decided based on how many words are not related to it. This aligns with the defini-

tion of a word’s context coherence. Hence, average PMI is a good approximation of context

coherence.

3.4.2 Hierarchical Extraction

The key idea of the approach is to learn a concept hierarchy from short texts based on the

coherent words identified. The hierarchical extraction function consists of two main com-

ponents: a splitting process and a merging process. Splitting is performed by a recursive

algorithm that is responsible for generating a hierarchical tree, while the merging process

is responsible for grouping similar concepts under a new concept. A concept hierarchy is

defined as a tree T, where each node close to root has a higher coherence score than the ones

near to the leaf-nodes. Moreover, the concept hierarchy reflects the intuition that the root

concept of sub-hierarchy is not only related to its direct children but also all its offspring.
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For example, root node IPhone should be related to its sub-concepts camera, app, ...etc and its

sub-sub-concepts picture, release.

Algorithm 3.1 Splitting operation.
Data: D, minS

Result: Build a concept hierarchy T.

1 Function Recursive(D)

2 foreach w1 ∈ V do

3 foreach w2 ∈ V do

4 if w1 6= w2 then

5 CC(w1, w2) =
1
n log p(w1,w2)

p(w1)p(w2)

6 cw.add(w1, CC(w1, w2))

7 end

8 end

9 foreach t1 ∈ cw do

10 foreach t2 ∈ cw do

11 if average > minS and t1 6= t2 then

12 t3 = merge(t1, t2)

13 Add t3 to T

14 Recursive(split(D, t3))

15 end

16 end

17 end

18 average = 1
k ∑i=0 CC(ti)

19 end

Splitting operation

The first goal of the CCM is to create a flexible tree in which each parent concept has bet-

ter relatedness to its child concepts than non-child concepts. The CCM’s second aim is to

build a hierarchy in which concepts are general near the root and more specific near the

leaves. To achieve this aim, the splitting operation takes the extracted candidate concepts as

input to recursively build a tree. It recursively partitions a current concept into a number of

sub-concepts. For example, if concept t1 describes a camera and concept t2 describes a head-

phone, then the whole document will be partitioned into two sub-documents. In this way,
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all concepts in the same path should be semantically related and refer to the same thing.

Another advantage of the model is that the shape of the tree (e.g., its depth and width) is

automatically determined from the data. The number of concepts in each level is inferred

by removing the child concepts whose context coherence is less than a predefined threshold.

For the depth, the CCM stops the splitting process when the average coherent score of the

concepts is less than the threshold. Note that not all candidate concepts are considered in

the tree. Only the concepts that exceed the specified threshold are kept.

Given a document D and stopping criteria minS, the specific recursive process of the

approach can be described as follows (i.e., Algorithm 3.1). For each word, wi ∈ D, calculate

the context coherence CC(wi) to the other words in the document, using Equations (3.4.1)

and (3.4.2) (Line 5). If the coherence score exceeds a predefined threshold minS, do one of

the following: (1) Add a word as a concept, t to T and then split the whole document into

a number of sub-concepts (sub-documents), (2) Create a new concept by merging similar

concepts (Line 7). Splitting is stopped when the average coherence score, 1
k ∑i=0 CC(ti), of

the concepts in L level is less than the stopping criteria, minS, where k is the number of

concepts created in level L. The process is applied again recursively for every generated

sub-document to extract a concept hierarchy.

Algorithm 3.2 Merging operation.
Data: minM = 0.60%

Result: Find the least common ancestor t of ti and tj.

1 chnti =
{

chnti
1 , chnti

2 , ...
}

2 chntj =
{

chn
tj
1 , chn

tj
2 , ...

}
3 score = overlap(chnti , chntj)

4 if score > minM then

5 Return t3 = ti + tj

6 end

7 else

8 Return ti

9 end

10 if ti ∈ and chntj tj ∈ chnti then

11 Remove ti from chntj

12 end
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Merging operation

All concepts created by the splitting operation contain a single word. The merging opera-

tion is responsible for finding similar words and grouping them under a new concept. For

the merging operation, there are three situations where concepts need to be merged. First,

people often use different words to refer to the same concept (i.e., synonyms), such as photo,

pic and picture. Those words rarely appear next to each other in the same text. The merg-

ing operation aims to find these kinds of words and combine them. Second, the CCM also

tries to group words that share the same context, such as front and selfie. Third, in some

situations, there are concepts that appear twice in two branches, such as screen → case and

case → screen. Figure 3.3 shows the three examples of the merging operation. The CCM

handles such duplications by removing one of them from a concept in the tree.

For the first two cases, the algorithm 3.2 finds the common sub-concepts of the concepts

ti and tj and then merges them into a new concept t, either if chnti ⊂ chntj or if the over-

lap score of two concepts exceeds the predefined threshold minM. In the experiment, the

overlap threshold was set to 0.60. The overlap score of two concepts was calculated using a

Jaccard similarity measure.

overlap(ti, tj) =
|chnti ∩ chntj |
|chnti ∪ chntj |

(3.4.3)

where chnti and chntj are the children of concepts ti and tj. For case 3, the algorithm checks

if concepts ti ∈ chntj and vice versa. Then, the common concept will be deleted from one of

them.

3.5 Experiments

In this section, the dataset and the methods used for evaluation are introduced. Then, the

experimental results are presented. The performance in terms of concept coherence, cover-

age and parent-child relatedness are also reported. The experimental results showed that

the proposed model provides promising results.

3.5.1 Datasets

The method was tested on two real-world short-text corpora. In the following section, brief

descriptions of each is provided.
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Figure 3.5: A subset of the concept hierarchy created by CCM and rCRP from the smartphone
dataset. The root was defined as a first-level node, and the second and third level concepts
are shown. For each method, the most relevant sub-concepts are displayed.
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Figure 3.6: A subset of the concept hierarchy created by CCM and hPAM in DBLB dataset.
The root was defined as a first-level node, and the second and third level concepts are shown.
For each method, the most relevant sub-concepts are displayed.
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Figure 3.7: A part of the concept hierarchy obtained by CCM and rCRP on the Smartphone
dataset.

• Smartphone. A collection of more than 68,000 distinct tweets was retrieved using the

Twitter API [2]. This dataset had been used in a previous study on concept hierarchies

[5]. The raw data was very noisy. Hence, the following preprocessing was performed

on the dataset: (1) letters were converted to lowercase; (2) all non-alphabetic charac-

ters, stop words, and URLs were removed and (3) words with fewer than 2 characters

were removed.

• DBLP. A collection of 33,313 titles was retrieved from a set of recently published

papers in computer science in six research areas: data mining, computer vision,

databases, information retrieval and artificial intelligence. This dataset has been pre-

viously used in [52, 110].

3.5.2 Methods for Comparison

The approach was compared with three typical models of hierarchical construction.

• rCRP [45]. A non-parametric hierarchical model that recursively infers the hierarchical

structure of topics from discrete data. To generate a tree, its hyperparameters were

tuned to find the same number of topics.

• hPAM [65]. A parametric hierarchical model that takes a document as input and gen-

erates a specific number of super-topics and sub-topics.

• SSA [5]. This is a recursive state-of-the-art hierarchical model that extracts a tree with

a specified depth and width.

• HASM [45]. A non-parametric hierarchical aspect sentiment model that discovers as-

pects with the corresponding sentiment polarity. In the experiment, its hyperparame-

ters were tuned to extract the same number of concepts as those of other methods.
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• CCM. For the evaluation of the model , the CCM’s parameters were set to approxi-

mately generate the same tree. For all methods above, its hyperparameters were tuned

to discover the same number of concepts as the other methods.

3.5.3 Concept Hierarchy Visualisation

CCM was design to produce a high-quality hierarchical structure of concepts. Figure 3.6

showS a part of a concept hierarchical structure discovered by CCM, rCRP and hPAM.

Clearly, CCM created a hierarchical tree where each parent concept is related to its direct

child concepts. For instance, the child concepts lighting cord adapter..etc under the parent

concepts headphone jack..etc are related. Also, CCM shows that as the depth of the tree in-

creases the concepts become more specific. However, in rCRP and hPAM, there are some

child concepts that are not related to the paired parent concepts. For example, the concepts

trump set gold ..etc under concepts camera quality contain some irrelevant entries. In the fol-

lowing section, we quantitatively analyse the quality of the tree and present the quantitative

results.

3.5.4 Evaluation Measures

A standard way to assess model quality is to measure held-out perplexity [45, 71]. This

method is not appropriate in this case, because neither the quality of a concept hierarchy,

nor the semantic quality, is considered in perplexity. The existing hierarchical models use

subjective methods (e.g., surveys) to measure the goodness of the hierarchy they discover.

Consequently, participants may not feel encouraged to provide accurate, honest answers.

After an extensive literature searcher, no commonly used metrics were found for mea-

suring the goodness of a concept hierarchy constructed from short texts. There is a need for

a universal method that measures the capability of a hierarchical model in discovering an

optimal tree. In this thesis, three measures to quantitatively evaluate the quality are intro-

duced, concept coherence, coverage and parent-child relatedness. First, all the top words

representing a topic in the tree should be coherent. Second, a topic on the tree should be

organized from general (closer to the root node) to specific (nearer the leaf node). Third, a

topic in a tree should be organized as parent and children topics, where the parent topic is

semantically related to its children, rather than to its non-children. These metrics are then

used to compare the characteristics of a concept hierarchy constructed by the model with

baseline methods.
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Table 3.1: Average coherence score

SmartPhone DBLP

Level 1 Level 2 Level 3 Level 1 Level 2 Level 3

CCM -1.58 -1.99 -2.42 -2.91 -3.01 -3.10

rCRP -3.38 -3.14 -2.54 -3.18 -3.23 -3.14

hPAM -1.84 -2.85 - -2.99 -3.05 -

HASM -2.60 -2.03 - -3.17 - -

SSA - - - - - -

Quality of Concepts

In the topic hierarchy, each topic is represented by a list of top words. The topic coherence is

based on the idea that all words in this topic should be consistent with the semantic mean-

ing of other words. For example, the topic picture, pic, image is coherent, because all three

words refer to the same thing (i.e., pic is an abbreviation of picture, and image is an alterna-

tive word for picture). In order to evaluate the coherence of topics, an automated metric,

namely coherence topic, proposed by Mimno et al [64] was utilised. Suppose a concept t is

characterized using a list t =
{

wt
1, wt

2, ..., wt
n
}

of n words. The coherence score of t is given

by:

Coherence(t) =
n

∑
i=2

i−1

∑
j=1

log
D(wt

i , wt
j) + 1

D(wt
j)

. (3.5.1)

where D(wi, wj) is the number of documents containing both wi and wj. D(wj) is the number

of documents containing a word, wj. In the experiments, the number of words in each

concept was set to five. Since the model can produce concepts with less than five words,

concepts that contained five words were evaluated. To evaluate the overall quality of a

concept set, the average coherence score for each method was calculated. Here, only the

score related to three levels of a concept hierarchy is shown. The results are illustrated in

Table 3.1. A higher coherence score indicates a higher quality concept. For both datasets, the

results show that the CCM achieved significant improvements compared with rCRP and

hPAM. However, due to data sparsity and the shortness of the texts, the HASM failed to

discover a comprehensive concept hierarchy. In the SSA mode, the concept coherence was

not evaluated because the concept in the tree was represented by a single word.
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Table 3.2: Average coverage score

SmartPhone DBLP

Level 1 Level 2 Level 3 Level 1 Level 2 Level 3

CCM -0.80 -0.92 -0.98 -0.66 -0.84 -0.90

rCRP -0.65 -0.66 -0.72 -0.32 -0.50 -0.43

hPAM -0.84 -0.72 - -0.64 -0.51 -

HASM -0.78 -0.83 - - - -

SSA -0.88 -0.94 -0.96 -0.72 -0.83 -0.87

Coverage

The second important characteristics of the concept hierarchy is the coverage of the concepts

which reflects that the concepts near the root node should have a higher coverage than those

close to the leaf nodes. For example, the parent topic "battery" in a hierarchy has better

coverage than its children, life, usage and capacity. Given the N top words of a concept,

tz = {w1, w2, w3, ...wN}, the top five words in the whole document were replaced with the

first word. For example, if the top words of a topic are picture, image, pic and photo, every

document containing any of these words had them replaced with the first word. It was

assumed that all the words under the same concept refer to the same thing. The coverage

score was calculated as follows:

Coverage(L) =
1
z ∑

z
PMI(tz). (3.5.2)

PMI(tz) =
1
n ∑

j
log

p(wtz
1 , wj)

p(wtz
1 )p(wj)

. (3.5.3)

where z is the number of concepts in level L. The default value of N was set to 5 in the

experiments. A higher coverage score indicates a higher quality concept. The results are

illustrated in Table 3.2. For all datasets, the CCM and SSA clearly show a decrease in the

coverage score when the depth of the tree increases, which indicates the concepts near the

root nodes are general concepts, while those near the leaf-nodes are specific concepts. Unlike

the current model, the patterns in rCRP and the hPAM were different. For example, in

rCRP, the context coverage of concepts at the third level was always higher than that of the

concepts at the second level, which indicates that the concepts generated by the model were

not organized from general to specific. The reasons the current model outperformed the
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Figure 3.8: Parent-Child relatedness or Smartphone dataset.
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Figure 3.9: Parent-Child relatedness for DBLP dataset.

current baseline model was that it used pair-word relations to discover words which had

better coverage and then applied the recursive approach to organize those concepts from

general to specific.

Parent-Child Relatedness

The third evaluation was meant to assess parent-child relatedness. In other words, it was as-

sumed that parent concept t should be more similar to its direct children than to the children

that descend from other concepts. For example, the root node iPhone should be related to its

sub-topics (camera, headphone, etc.) and its sub-sub-topics (picture, adapter, etc.) For simplicity,

the relatedness score was only computed for a parent concept at the second level, with the

children concepts at the third level. Given a concept t, the concept’s relatedness score to its

children was measured and compared to that of its non-children using Equations (3.5.4) and

(3.5.5):
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Children(t) =
1
k ∑

k

D(t, chnt
k)

D(t), D(chnt
k)

(3.5.4)

Non− Children(t) =
1
k ∑

z
∑
k

D(t, chnz
k)

D(t), D(chnz
k)

, z 6= i (3.5.5)

where D(t, chnt
k) is the number of times parent concept t appears with its child concept,

chnt
k and D(t, chnz

k) is the number of times parent concept t appeared with its non-child con-

cept chntz
k . The overall parent-child relatedness was measured by taking the average score

of relatedness to children and non-children concepts for all parent concepts at the second

level. Figure 3.7 and 3.8 illustrates the parent-child relatedness of four models. The higher

relatedness scores indicate that a parent node was more similar to its children nodes, com-

pared to non-children nodes at the same level. Both the CCM and SSA showed significant

differences between children and non-children, while the nCRP and hPAM did not. The

relatedness of the HASM was not calculated for the smartphone dataset since it produced

duplicate children. In summary, for both datasets, CCM consistently outperformed the other

tested methods, demonstrating that the model produced a higher quality hierarchy from the

social media text. The limitation of the current state-of-the-art methods is that they capture

the frequency of words to build a concept hierarchy. Due to the nature of short text, the cur-

rent methods assume only highly frequent words are important provide relevant concepts in

a hierarchy. Less frequent, but relevant, concepts are neglected by those models. In contrast,

CCM considers both less and more frequent concepts, if they have a high coherence score.

In this way, highly frequent concepts with low coherence are irrelevant concepts, while the

ones with low frequency may be relevant.

3.6 Summary

Discovering concept hierarchies from social media is significantly critical because of the

prevalence of short texts on the Internet. In this thesis, the non-parametric CCM for social

media was proposed. The CCM can automatically discover a concept hierarchy by observ-

ing and analysing the relations between words in whole texts. This can be done by the pro-

posed new measurement, context coherence. Context coherence was used to analyse words

in social media texts and to determine the similarities among them. The semantic similarity

was measured by observing and analysing the context of a given word. The results demon-

strated that the approach can discover higher quality trees than previous methods. Another
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advantage of the CCM is that it is simple, effective and easy to implement. In the future,

the approach can be extended to automatically extract concepts with co-sponsoring senti-

ment polarity. Additional performance evaluation can also provide improvements on the

approach. These advantages make the CCM a promising tool for social media analysis and

concept hierarchy extraction.
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CHAPTER 4

Structured Sentiment Analysis

4.1 Overview

Extracting the latent structure of the aspects and the sentiment polarities is important as it

helps customers to understand people’ preference to a certain product and show the reasons

why they prefer this product. However, insufficient studies have been done to effectively

reveal the structure sentiment of the aspects from social media texts due to the shortness

and sparsity. In this chapter, we propose a structured sentiment analysis (SSA) approach

to understand the sentiments and opinions expressed by people in social media. The pro-

posed SSA approach has three advantages: 1) automatically extracts a hierarchical tree of a

product’s hot aspects from short texts; 2) hierarchically analyses people’s opinions on those

aspects; and 3) generates a summary and evidence of the results. We evaluate our approach

on popular products. The experimental results show that the proposed approach can effec-

tively extract a sentiment tree from social media.

4.2 Background

Discovering the latent structure of the aspects and their cosponsoring sentiments is signifi-

cantly important from two points of view - individuals and business intelligence. From the

individual’s view point, a sentiment tree organises aspects from general to specific. There-

fore, it allows individual to find people’s attitudes on various aspects represented by the tree

at different granularities. For example, some may be interested in people’s opinions on the

product in general, while others may look for people’s opinions on specific aspects, such as

the quality of the camera. From the point view of business, structured sentiment tree would

allow them to trace public opinion on aspects of a product and services, and provide them
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with important information to help them improve future plans and strategies.

Recentelly, researchers have proposed new approaches to effectively extract the hierar-

chical structure from text [94, 17, 112, 22]. For example, Kim [47] and Titov [90] studied the

problem by proposing a model that discovers a hierarchy from review data. However, no

sufficient studies have been done to effectively reveal the hierarchical tree of the hot aspects

and their corresponding polarities form social media texts. In fact, the existing approaches

have only been designed to deal with traditionally long texts, such as online reviews and

blogs. In general, their performance is less effective when these methods are applied to

short texts in social media [77], due to both the shortness and the sparsity of the texts.

There are three major challenges when discovering hierarchical sentiment tree from so-

cial media texts. Firstly, compared with traditionally long texts, social media texts suffer

from sparsity, and this issue may result in an incomprehensible and incorrect concept hier-

archy. Secondly, most existing methods perform a flat sentiment analysis on each extracted

aspects independently, and ignore the concept hierarchy. In fact, the sentiment polarity for

an aspect should also include the polarity of its offspring. Otherwise, the polarity of this

aspect may not cover all people’s genuine attitudes on it. Thirdly, generating understand-

able and convincing summaries is challenging. People prefer to visualise the results of the

structured sentiment tree in a concise and comprehensible way. More importantly, people

want to know the reasons why people like and dislike those aspects represented in the tree.

In this chapter, we study the problem of extracting a sentiment tree from opinions ex-

pressed by people in social media texts. We present a structured sentiment analysis (SSA)

approach which automatically extracts the hierarchical structure of hot aspects as well as the

people’s opinions towards those aspects. hot aspects can be defined as the most mentioned

aspects people talk about. The input for the SSA is a collection of short messages about a

particular product. A hierarchical process based on a topic model is proposed to capture the

hidden relationships between aspects and extract the hot aspects. The outcome of the SSA is

a sentiment tree where the root is the most general aspects of a product, and as the depth

increases, the aspects become more specific. Each node in the tree represents the name of an

aspect, along with a set of messages relevant to this aspect and its polarity.

The three challenges mentioned above can then be dealt with by using the proposed new

SSA as follows.

• First, we propose a hierarchical approach to extract hot aspects and identify relation-

ships between aspects simultaneously. The aspects on (i− 1)th level are used to extract
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the aspects on ith level. In this way, the weak semantic relationship between aspects

preserved from the short messages can be identified.

• Second, we propose a hierarchical sentiment approach to attach people’ attitudes for

each nodes in the tree. To identify people’ opinions, our approach performs a polarity

classification for each message, followed by hierarchical statistics. On other words, the

polarity of an aspect is determined by including the sentiment polarity for the aspect

itself and its children in the hierarchical tree.

• Third, we proposed a summarisation approach to effectively provide a comprehensive

summary and explanation for the extracted results.

• Fourth, the experiment results show that the proposed approach is effective for

analysing social media texts and extracting the sentiment tree.

4.3 Problem Definition

Given a set of messages M = {m1, m2, ..., mn} about a specific product that a user is inter-

ested in, where n is the number of messages, our task is to extract hot aspects A = {a1, a2, ...}

from M, where ai contains a subset of messages Mi from M talking about the ith aspect, and

the most frequent words TWi = {twi1, twi2, ...} within Mi. The top-1 word twi1 is used as

the name for the ith aspect. Root is one special aspect to represent the whole product. Root

contains all messages M. Then, we construct a tree T = {t1, t2, ...} where t = {i, j} is a

2-tuple to indicate that aspect ai is the parent of aspect aj, where ai, aj ∈ A. Our second

task is to analyse people’s opinions on those aspects discovered by tree T. The output is

O = {o1, o2, ..., }, where oi ∈ [0, 1] is the score for the people’s opinions towards aspect ai. 0

means the absolute negative attitude while 1 means the absolute positive attitude.

4.4 Structured Sentiment Analysis

At the high level, our framework constructs a hierarchical tree of the most frequently men-

tioned aspects of a product with the corresponding sentiment polarity of those aspects. Fig-

ure 4.1 illustrates an architectural overview of the proposed system. The proposed system

has four main components: (1) data pre-processing; (2) hierarchical extraction; (3) sentiment

analysis; and (4) summary generation. The following sub-sections explain the four compo-

nents in detail.
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Figure 4.1: System Architecture of SSA.

4.4.1 Data Pre-processing

Data pre-processing is an important step as the quality of the hierarchy depends on the out-

put of this step. To reduce the noise and improve the result of the SSA, we first pre-process

the data to ignore common words that carry less important meaning. In this step, stop

words, non-English characters and URLs are removed from the texts. Based on our obser-

vation, we noticed that most messages containing URLs are either spam or advertisements,

and including them would produce irreverent information and noise to the tree. Finally, to

construct the structured tree, we use the part-of-speech tagging (POS)1 to extract proper nouns.

We use only nouns and nouns phrase to extract the hot aspects since people often use nouns

to refer to aspects of a product.

4.4.2 Hierarchical Extraction

The problem that we address in this section is how to construct a tree-structured represen-

tation of the hot aspects that most people care about from social media texts. The hierarchical

tree shows the most frequent and general aspects close to the root, while the specific ones

appear nearer the leaf nodes. It is important to mention that our hierarchical component can

extract a hierarchical tree of hot aspects with any number of depth. The input of this compo-

1http://www.cs.cmu.edu/ ark/TweetNLP/
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nent is a set of messages about specific product. Our aim to find the relationships between

nouns that often appear together in the same context and to extract a tree of hot aspects.

Our hierarchical extraction function consists of three main components: the feature gen-

eration, the recursive clustering and merge operation [33]. First, feature generation aims at

extracting words (aspects) that often appear together and put them in the same node. Sec-

ond, the recursive clustering is responsible for hierarchically organizing those aspects from

general to specific. Third, the goal of merging operation is to filter irrelevant aspects and

group the duplicated ones. In the following subsections, we discuss these steps in turn.

Feature Generation

The goal of this step is to transform text data into a feature representation that can best show

the interests of users who post about the product’ aspects. In order to find the best feature

representation of the short messages, we compare four different methods (i.e, TFIDF[85],

Smooth-TFIDF [70], LSA[23] and LDA[14]). For the feature generation process, the experi-

ments perform well when using LDA technique on the short messages for feature extraction.

The LDA is a Bayesian probabilistic model, which views each message as a mixture of un-

derlying topics where each message is assigned to a set of topics via LDA. A topic model

such as LDA is useful in our task to discover the hidden patterns in a text. In other words, it

allows us to find terms that often appear together and are put similar words (e.g., synonyms)

in the same topic. The input of the feature generation are the messages, and the number of

topics is k specified by the user. We calculate the weight di,k of document i in topic k using:

fi,t,k =
ni,k + αk

∑K
j=1 ni,j + αj

×
nj,k + βk

∑K
x=1 nx,j + β j

(4.4.1)

where ni,k is the number of times topic k appears in document i, nj,k is the number of

times word j appears in the topic k. α beta are hyperparameter control the document-topic

distributions topic-word distributions. The documents that talk about the same aspects are

assigned to the same topic in the feature space. The output is two metrics document-topic

representation fi,k (left part of Equation 4.4.1) topic-word representation ft,k (right part of

Equation 4.4.1). In the next section, we only need the document-topic representation fi,k to

cluster social media messages.

49



CHAPTER 4: STRUCTURED SENTIMENT ANALYSIS

Messages Clustering

The problem that we address in this section is how to hierarchically group social media

messages and find the hot product aspects that appear in the social media. Hot aspects can

be defined as a list of the product’ features that people care about.

We have a set of messages of messages M = {m1, m2, ..., mn} and it’s feature representa-

tion fi,k extracted from previous step, we aim to automatically group those messaged who

share the same content into clusters using cosine similarity function C = {c1, c2, ..., ck}. The

cosine similarity [81] function is used to cluster short text messages:

DocSim(M, C) = ∑i( fm,i,× fc,i)√
∑j f 2

m,j ×
√

∑j f 2
c,j

(4.4.2)

where m is a short message, c is a cluster centeroid, and fm,i is the feature representation

of the message. The output of this step is a set of clusters C = {c1, c2, ..., ck}. A cluster ci is

a candidate of hot aspects A; the same as our definition for aspect ai, a cluster ci contains

messages Mi belonging to this cluster, the most frequent words TWi from Mi and the repre-

sentative word RT of ci. In our model, only the top five words for each cluster are kept for

sentiment analysis (section 4.4.3). The representative word of the cluster is represented by

the most frequent word. The two examples below show the top five words for each cluster

with the representative word.

Camera: "camera, selfie, pic, picture, quality".

Audio: "audio, headphone, adapter, earphone, headset".

To create the hierarchy of hot aspects, our system performs the same process again for

each cluster generated on level Lev to create aspects in the Lev + 1 level of the tree. Algo-

rithm 4.1 shows the hierarchical extraction of SSA. Not all clusters generated by our system

are useful and relevant. We add a filtering and merging to enhance the hierarchical structure

of the aspects.
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Algorithm 4.1 Hierarchical Extraction for SSA.
Data: M : list of shot messages, k: number or nodes and Th:threshold

Result: Topic Hierarchy T.

13 fi,t,k= transform text data to feature space using Eq.4.4.1.

14 Function Recursive (M,k,Lev)

15 while m ∈ M do

16 DocSim= assign the message to the most similar cluster using Eq.4.4.1.

17 end

18 for all cluster i ∈ C in level j do

19 Mi = getm messages assigned to cluster i

20 getTopWords(ci,5)

21 fr=getRWF(ci)= get frequency of RW of cluster i.

22 if f r > Th then

23 T.add(ci, Lev) add the cluster to the tree in level Lev.

24 Recursive(Mi, k, Lev + 1);

25 end

26 else

27 Stop;

28 end

29 end

30 filter irrelevant clusters using YAGO.

31 merge similar cluster using Eq. 4.4.3

32 return T

Filtering and Merging Operation

The results of the previous steps may produce an incomplete or incorrect tree. Filter steps

aims to enhance the output of previous stage by keeping only hot aspects and removing

outliers. To achieve that, we firstly assume high frequent aspects as hot aspects of a product.

To tackle this problem, our algorithm can filter those outliers which are not related as hot

aspects based on the term frequency. In other words, the cluster will be eliminated if its top

word is lower than a specified threshold. In our experiment, we set the threshold to 0.01 on

the first level. The threshold means that the frequency of its top-1 word should appear in

the whole message above one percent.
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Moreover, we use a YAGO ontology [87] to enhance the hierarchical representation of

the aspects by providing another level if necessary. YAGO is an available public resource

for all products as long as the product has a Wikipedia page. An example of an incomplete

tree is when our system might produce two children, namely jet and matte under the node

black. In this case, we use the ontology to improve the structure by adding another level

to represent the node black under colour. YAGO is also useful for reorganising nodes that

are incorrectly placed on the tree. In other words, if the results of our system shows gold

under black, the ontology can help put the node on the correct branch. It is important to

mention that our tree differs from YAGO from three perspectives. First, it is easy to obtain

the physical aspects of a product from YAGO or other resources; however, some of aspects of

the product are not important to people. Therefore, our system extracts only the hot aspects

that people care about based on the microblog messages. Another difference in our system

is that some emerging aspects about the product are mentioned by people in the microblog,

but do not exist in YAGO. Third, our system provides users with people’s feelings towards

these aspects represented on the tree, which is not included in the YAGO ontology.

Additionally, the previous component may produce duplicate clusters. In order to re-

duce the number of duplicate clusters, we add a merging step which combines the redun-

dant clusters into the same cluster if they share the same name. To achieve that, we calculate

the overlap score of two clusters Ci and Cj using the Jaccard similarity function:

overlap(Ci, Cj) =
|Ci ∩ Cj|
|Ci ∪ Cj|

(4.4.3)

where Ci is the top words for cluster ci and Cj is the top words for cluster cj.

4.4.3 Sentiment Analysis

Combining sentiment analysis with hierarchy construction can effectively help to perform

a fine grain sentiment analysis on the aspects extracted in the tree. This goal of this step is

to hierarchically analyse and classify people’s opinions about those extracted aspects into

positive, negative and neural. Our sentiment method differs from others as it hierarchically

extract the sentiment of aspects. To express an opinion on an aspect of a product, people

often use opinion words adjectives and verbs. Consider the the following messages "I love

the quality of the camera" and "The new cell phone battery is amazing". The user uses the verb

love as an opinion word to express their feeling about the quality of the camera. On the sec-

ond example, the adjective amazing is used to express the user’s opinion towards the aspect
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battery. In our reseach we use opinion words to identify the polarity of aspects.

In the same message, people often mention irrelevant aspects of a product. Consider the

following example: "Iphone camera extremely impressive, Instagram linking crashing". Sentence-

level classification approaches may classify the message as negative. While, in fact, the prod-

uct aspect of the "camera" should receive a positive attitude. Therefore, in our approach, we

only consider the opinion words (verbs, adjectives) towards the product’s aspects to do sen-

timent analysis. In the above example, the irrelevant aspect, "Instagram", will be ignored.

Then, just the opinion word "impressive" will be considered as it is closer than the other

opinion word "crashing" to the aspect word "camera".

Our method extracts the semantic orientation of hot aspects in a hierarchical way using

three distinct steps. The input to our algorithm is the hierarchical tree T created from the

previous stage. For sentiment analysis, we first retrieve the original messages Mi for each

aspect ai. Then, we remove the noise, irrelevant information, from the messages as we did

in section 4.4.1. After that, we tokenise the message and then perform the POS processing

to assign parts of speech to words in each message. Next, all the words are stemmed to the

original form by using Lucense java API[1]

After annotating the retrieved messages for each aspect ai, the sentiment analysis phase

is conducted as follows:

• Start from the leaf nodes Ci:

– Get top words TWi which represent Ci.

• For each messages mi assigned to cluster Ci:

– Search the opinion words in each message in Mi that are closest to any top word

in TWi.

– Identify the polarity of target using opinion lexicon and a swear list [3].

– To deal with negation (e.g. not, no and never) , we flip the polarity returned from

the lexicon.

The polarity of the message is positive or negative based on the results returned from the

opinion lexicon. If the result returned from the lexicon is empty, then the swear list will be

used. If the closet opinion word is found in the swear list, it will be identified as negative;

otherwise, the message is classified as neutral. To deal with negations, we fillip the polarity

from the opinion lexicon. For instance, the polarity of "is not good" is turned into a negative.
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Once the sentiment polarity for each message in Mi for aspect ai is extracted, our algo-

rithm takes the sentiment analysis result to hierarchically draw the final polarity for each

aspect ai in T. It is clear that each aspect ai is, in fact, a node in a tree. The polarity of a node

is determined by including sentiment polarity for the node itself and its children. Because

we split messages into aspects on each level in a hierarchical way, the direct children are

enough to cover the whole branch rooted by the aspect. The polarity score oi of the aspect ai

in T is calculated as follows:

2

P̃i = ∑
j

Pj, j = i|j ∈ Childreni (4.4.4)

Ñi = ∑
j

Nj, j = i|j ∈ Childreni (4.4.5)

oi = P̃i/(P̃i + Ñi) (4.4.6)

where Pi is the number of positive messages from Mi for aspect ai, P̃i is the number of all

positive messages for the aspect ai itself and all its children defined by Childreni = {j}, ∀t ∈

T, t = {i, j}. Ni is the number of negative message from Mi and Ñi is the number of all

negative messages from itself and its children.

The final output of SSA is a tree of hot aspects of a product as well as the people’s opin-

ions about these aspects. Figure 4.2 shows the results of the tree construction and sentiment

analysis.

4.4.4 Summarisation

Once we construct a structured sentiment tree, generating a structured summary of the sen-

timent tree is critical to help people better understand and interpret the sentiments about

the product and its aspects. More specifically, a structured summary can help answer three

questions: 1) What is the overall polarity of the product? 2) What are the most favourable

and unfavourable aspects of the product? and 3) Why do people like or dislike those as-

pects?. For summary generation, the input of our algorithm is the sentiment tree. The out-

put is three visualisation forms of the sentiment tree. First of all, our summary component

generates a chart to show the final polarity of a product using the results of the sentiment
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Figure 4.2: A structured sentiment tree of the three products.

tree. The polarity of the product is the polarity of all Root aspects. At any level of the tree,

our system also provides an evidence of why people like or dislike certain aspects of a prod-

uct by providing additional details from each message related to the aspect such as (e.g.,

message id, message date, text and polarity). Finally, our system discovers the top aspects

that people like and dislike about a product. To achieve this, the system extracts the X top

ai which received the most positive and negative orientations from people.

4.5 Experiments and Evaluation

In this section, we first describe the settings of experiments and then demonstrate the exper-

imental results.

4.5.1 Dataset and Experimental Stetting

In order to evaluate our SSA model, we crawled Twitter for three brands of cell phone by

specifying the hashtag. The products are the IPhone, the Galaxy and the HTC. We selected
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Table 4.1: Statistics used in the experiments

Product Name No. Tweets No. Aspects (Nouns)

IPhone 68004 6234

Galaxy 190494 6069

HTC 60895 2451

these smartphones because they are the most talked about products on Twitter. Our collec-

tion spans from the release data of the smartphone to January 2017. See Table 4.1. To extract

the hierarchical tree, we set the LDA model hyperparameters to iteration=2000, alpha=0.1,

eta=0.01, the number of topics to k=[25,2] ,and the threshold ThPercentage=[0.01,0.05]. Fig-

ure 4.2 and 4.3 shows the result of our model.

4.5.2 Visualization

We design SSA to produce a hierarchical structure of hot aspects such that the hierarchy can

be easily summarise the aspects of the product with the corresponding opinions at any level

of granularity that the user needs. Figure 4.2 shows a part of the discovered hierarchy for

three smarphones. As we can see, the SSA extracts the aspects of the product from general

closes to the root node to specific nears the leaf nodes. For example, the aspects Iphone→

camera → quality are organised from general to specific. As advantage of SSA, the users

can easily compare two or more similar products or services with different properties. This

allows them them to make an informed decision to buy the product. Another advantages of

our model is that it produce a simple summary and explanation why people like or dislike

those aspects in the tree. In Figure 4.4, we illustrate the reason behind people opinions

through listing the information about: tweet, sentiment polarity of the tweet and date. Those

information can help users understand why other users is positive, negative or neural about

the aspects of the product. The charts shown in Figure 4.4 displays a details summary

about: 1) What is the overall polarity of the product? 2) What are the most favourable and

unfavourable aspects of the product? and 3) What is the polarity of each aspect in the tree.

4.5.3 Hierarchy Analysis

The purpose of the evaluation is to measure the consistency and the quality of the SSA out-

put. Since there is no prior work has been done to reveal the structure from social media
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Figure 4.3: A details summary of the three products.

texts, a comprehensive comparison is difficult. In order to quantitatively evaluate the SSA

result, we use parent-children relatedness and an online survey. First, parent-children relat-

edness is used to evaluate the semantic relationships between parent node and child node.

Additionally, to measure the quality of the tree, we conducted an online survey. The goal of

the survey was to use people’s experience to evaluate three major characteristics of the hier-

archical tree: node specialisation, uselessness and aspect-sentiment accuracy. We recruited

115 participants who had experience with smartphones. In this experiment, 66 were IPhone

users, 34 were Galaxy users, and only 15 were HTC users, due to the differing popularities

of the three brands.

Parent-Children relatedness

An important characteristic of the hierarchical tree is parent-children relatedness, which

means that parent nodes are supposed to be more similar to their direct children than others.

Therefore, our goal in this section is to evaluate the relationships between the parent and its

children.

In this experiment, we computed the relatedness score of SSA and compare it to two

state-of-the-art methods: nCRP and rCRP. The relatedness score is not compared with

HASM model since the output of this model is a flat structure. We use cosine similarity

to compute the distance between the two aspects ai and aj:

consin(φi, φj) =
φi · φj

|φi||φj|
(4.5.1)
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Figure 4.4: Information and explanation for people opinions.
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where φi is the distribution of the word twi1 over all k topics discovered via the LDA. The

distance of aspect ai and its direct children are calculated with:

4(i) =
∑j consin(φi, φj)

|Childreni|
, j ∈ Childreni (4.5.2)

∇(i) =
∑j consin(φi, φj)

|A| − |Childreni| − 1
, j 6= i, /∈ Childreni (4.5.3)

For each parent node φi, we compute the average cosine distance to its direct children,

and then compare the average distance to non-children nodes. We average the result from

children and non-children to all parent nodes for level 1. Figure 4.5 shows the parent-

children relatedness score for all three phones. The comparison shows that SSA achieved

better relatedness score compared with rCRP and nCRP.

Hierarchy Quality

We designed the SSA to construct a structured sentiment tree of hot aspects of a product.

One important feature of our model is to hierarchically organise the product aspects from

general to specific. To quantitatively evaluate node specialisation, we used the survey to

ask the participants if the aspects were organised in a hierarchical way in the tree’s struc-

ture. Figure 4.6 shows the percentage of people who agreed that the product’s aspects were

organised from general to specific on the tree. Overall, for all products, the results indicate

that the participants were extremely satisfied with the tree’s organisation.

Another important characteristic we aimed to measure was the usefulness of our auto-

matically extracted tree, which consisted of product aspects. In our surveys, smartphone

users were asked how relevant the discovered aspects were to the product on a scale of 1-5

. The rating scale was as follows: 1 (totally not relevant aspects of the given product); 2

(slightly not relevant aspects of the given product); 3 (middle); 4 (slightly relevant aspects

of the given product); 5 (totally relevant aspects of the given product). Figure 4.6 shows

the score for each product. For IPhone users, the results illustrate that approximately 82%

agreed that the product aspects were relevant and made sense. However, for the Galaxy and

HTC, about 75% of the participants felt the quality of the structure was acceptable.
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Figure 4.5: Parent-Children Relatedness. A high distance indicates that the parent is similar
to its children. For all datasets, SSA shows the parent nodes are related to it’s direct children
nodes than non-children nodes. A higher score means that the parent concept are more
similar. For all datasets, CCM shows higher parent-children relatedness compared with the
other methods
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Figure 4.6: Hierarchy Quality.

Aspect-Sentiment Accuracy

In addition to extracting the concept hierarchy of the hot aspects, we designed our system to

show people’s opinions on those aspects. To evaluate the accuracy of the sentiment analysis

results, we conducted a survey to ask the participants two questions: 1) What aspects are

positive about the smartphone? and 2) What aspects are negative about the smartphone?

We assumed that the participants and Twitter users shared the same opinions about the hot

aspects of the products given in the survey.

In this experiment, we compared the score of the respondents with the score of our model

with:

Accuracy = ∑
i=1
|(pi − qi)|

li
L

(4.5.4)

where oi is the polarity score from our model for aspect ai, and qi is the polarity score from

the respondents for aspect ai. qi is a ratio between the number of respondents who selected

the aspect ai as positive and the number who selected ai as positive or negative. Since some

aspects receive more responses than others for sentiment analysis, we believe the more re-

sponses an aspect receives, the higher the confidence level of people’s attitudes towards this

aspect. Thus, we added a weight for each aspect to calculate the final sentiment accuracy.

The more responses for an aspect, the higher the weight of the aspect. L is the total number

of respondents for all aspects, and li is the number of respondents who selected ai as positive

or negative. Figure 4.7 shows the aspect sentiment accuracy of our model for all products. It

is obvious that for all smartphones, the results indicate consistency between the sentiment

result of our model and the participants’ opinions.
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Figure 4.7: Aspect-Sentiment Accuracy. For all three smartphones, a lower score indicates
that the results of the SSA model are more similar to the survey responses.

Table 4.2: Average running time in seconds.

IPhone Galaxy HTC

SSA 410.6 620.5 460.9

HASM 563.6 741.9 590.1

rCRP 493.4 690.1 490.4

nCRP 483.2 680.6 479.0

Computation Time

To give a comprehensive result of the performance of SSA, in this section, we report the

execution time of the SSA and compare it with the other models. In this experiment, the

computer that has been used had the following features: Processor Intel(R) Core(TM) i7-

6500U CPU @ 2.50GHz, 16GB Memory and Windows 10. We present the average execution

time over each dataset. The execution time results are shown in Table 4.2. The results show

that SSA consumes less time than the other models. The extra running time for other models

comes from the Gibbs sampling. On other words, those models need a number of iteration

to discover the concept hierarchy.

4.6 Summery

We present in this chapter a structured sentiment analysis approach (SSA) to analyse the

opinions that people express about aspects of a particular product in social media. Com-

bining sentiment analysis with hierarchy construction can effectively help to perform a fine-

grained sentiment analysis on the concepts extracted in the tree. The proposed approach

first discovers the structured tree of the hot aspects of a product in a hierarchical way. Then,

62



CHAPTER 4: STRUCTURED SENTIMENT ANALYSIS

the corresponding sentiment analysis on those aspects identified in the tree is performed.

As an advantage of SSA, it can help companies to understand the feelings of consumers to-

wards their products or services at different levels of granularity. Finally, our approach sum-

marises people’s attitudes . The results confirm the effectiveness of our proposed approach

on analysing social media messages. In future, our goal is to improve our methodology to

extract more relative aspects of products. We will also improve the proposed approach to

create a more specific structured hierarchical of the product.
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CHAPTER 5

Modelling User Attitudes Using

Hierarchical Sentiment-Topic Model

5.1 Overview

Uncovering the latent structure of various hot discussed topics and corresponding senti-

ments from different social media user groups (e.g., Twitter) is critical for helping organi-

zations and governments understand how users think about their services, facilities, and

things that are happening around them. Although numerous research texts explore sen-

timent analysis on different aspects of a product, fewer works focus on why users like or

dislike those products. In this chapter, a novel probabilistic model is proposed, namely the

Hierarchical User Sentiment Topic Model (HUSTM), which discovers the hidden structure of

topics and users and performs sentiment analysis in a unified way. The goal of the HUSTM

is to hierarchically model the users’ attitudes (opinions) using different topic and sentiment

information, including the positive, negative, and neutral. The HUSTM (e.g., width and

depth) is inferred from data in an unsupervised manner. The model is evaluated on three

real-world datasets. The qualitative evaluations confirm the high quality of the hierarchy

discovered by the HUSTM model in comparison to those obtained using state-of-the-art

methods.

5.2 Background

The construction of a hierarchical tree of topics and user’s interests from a social media plat-

form is an interesting and significant problem. On social media platforms, such as Twitter

and Weibo, a user often expresses opinions on various aspects of a product, such as overall
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design, battery capacity, screen size, and camera. A high-quality model of user interests at

different levels of granularity has many valuable applications in the areas of summariza-

tion, search and browsing. With such a model, a user could quickly compare two or more

smartphones on different granularities by looking at the hierarchy. Individuals could also

find users who shared identical opinions, recommending interests to them. For organiza-

tions, hierarchically modelling the attitudes or interests of users can give insight into user

interests with respect to a variety of topics and help analysing user’ behaviours, locating

influential users at any granularity level by using their sentiment information.

In recent years, hierarchical topic model research has focused on identifying a hierar-

chical tree of topics from documents [71, 66, 92, 40, 106]. Blei et al. [15] introduced the

nested Chinese Restaurant Process (nCRP) to hierarchically discover structures from data.

The depth and the number of child-topics in this model are manually specified. Kim et al.

[45] suggested a new model based on the nCRP, namely, the recursive Chinese Restaurant

Process (rCRP). In the rCRP model, the nCRP model is extended further to create a hier-

archical tree where each document has a distribution over all the topics in the tree. Kim

et al. [47] proposed a novel approach through the Hierarchical Aspect Sentiment Model

(HASM), which applied a Bayesian non-parametric model to infer and learn the structure

and sentiment from online reviews. Although these models mentioned above have shown

great performance in different domains, the current research dose not consider modeling a

user’s interest at different granularities. In fact, users who share the same opinion and topic

should be hierarchically grouped together in the different group in the tree. Moreover, the

current literature only identified topics or user’s interests if a user mentioned such topics

frequently, ignoring the sentiment trend on any given topic.

The above-mentioned methods only extracted their topic hierarchies among the topics,

without considering sentiment information and the users’ interests on those topics. Another

disadvantage with those models is that they were proposed to deal only with long text; ap-

plying them to short texts can lead to an incomplete or flat tree. To address these problems,

this chapter proposes a novel model called the Hierarchical User Sentiment Topic Model

(HUSTM), which extends on the HASM by adding a user-sentiment layer that captures the

users’ interest topics with different sentiment information. The primary goal of the HUSTM

is to discover users’ attitudes and interests about different polar topics in the text hierarchy.

In the HUSTM, the entire structure is a tree with each node in the tree separated further

into two sub-nodes: (1) the topic-sentiment node, which models the word distribution over

topic and sentiment (e.g., positive, negative, or neutral); and (2) the user-sentiment node,
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Figure 5.1: Topical structure of HUSTM. Each node in the tree is itself a two-level tree con-
sisting of a topic-sentiment node and a user-sentiment node. Both nodes decompose into
three sentiment polar topics: positive, negative and neutral. Each polar topic is distributed
over words and users.

which captures the users’ attitudes with respective sentiment information. The HUSTM in-

corporates the user-sentiment analysis into topic discovery to investigate the attitudes that

users have towards the topics found in the tree. Figure 5.1 (b) shows a topic hierarchy run

on a smartphone data set. We experimentally demonstrate the effectiveness of the proposed

models in three data sets. The results show a high-quality topical hierarchy discovered by

our model when compared with other methods.

The advantages of the proposed HUSTM over existing models are summarized as fol-

lows:

• It provides a unified model that discovers the hierarchical tree of topics, sentiments,

and users.

• It infers the width and the depth of the tree from the data automatically.

• It discovers the topic hierarchy from both a short text and a long text by recursively

modelling the words in an entire sentence.

• It allows for an estimation of the user’s interest and sentiment towards topics to en-

hance the model accuracy.

5.3 Problem Definition

Below we introduce some problems of HUSTM and define the related concepts.
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Definition 1. (Topical Tree). A topical tree is defined as T, where each node in the tree is a

tree itself. Figure 5.1 (a) shows a magnified view to the proposed topical tree. As shown,

each node Ψ in the tree consists of a topic-sentiment node and a user-sentiment node. Figure

5.1 (a) shows the topical structure of HUSTM.

Definition 2. (Topic-Sentiment Node). A topic-sentiment node is semantically coherent

them, which is represented by a multinomial distribution of the whole words in the vocabu-

lary. Every words in the topic-sentiment node should be semantically related and refer to the

same thing. Formally, a topic-sentiment node is defined as the Φk of the topic k, where each

topic-sentiment node Φk is separated into S sentiment polar topics (e.g., positive, negative

and neutral) and denoted as Φk,s.

Definition 3. (User-Sentiment Node). A user-sentiment node in the tree T is defined as the

Θk of the user topic k, where each user-sentiment node Θk is separated into S sentiment

polar topics, and denoted as Θk,s. Each user-sentiment node is a multinomial distribution

over whole users.

To help understand the above definitions, we provide the following example. In the

micro-blogging site Twitter , users can post text of up to 280 characters to discuss any topic.

In a topical tree, the topic-sentiment node can describe popular themes that users are inter-

ested in. The user-sentiment node is a group of users sharing a common opinion on the same

topic and represents their interests. Figure 5.1 (b) shows an example of a topical hierarchy.

In the figure, every node in the tree is a topic (such as camera, quality, or screen). Each topic

is further decomposed into three sentiment polarities (e.g., positive, negative, or neutral) ac-

cording to the sentiment polarities of the words. For instance, the positive topic includes the

words camera, love, nice and awesome, while the negative topic contains selfie, bad, quality and

terrible. Every words in the topic-sentiment node should be semantically coherent and refer

to the same topic. For example, all words in the topic camera, quality, front, cam are related

words. The users who share the same topic and opinion also are grouped in the same node.

Problem 1. A corpus is represented as collection of documents Nd = {d1, d2, ..., dl}, where

each document d contains a sequence of words Nw = {w1, w2, ...wn...} and each word in

a document has a unique index from a predefined vocabulary V. We also define ud to be

a set of users who share the document d and use Ud to define the total number of users

of the document d. Given the collection of documents and the user who share the same

document, our task is to group the users into a hierarchy of different groups according to

their opinions, and discover the coherent topics in those groups. The depth and the width of

the tree is learned automatically from the data. In Section 4.2, the mechanism will be further
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Figure 5.2: (a) Hierarchical Aspect-Sentiment Model (HASM). (b) The Hierarchical User Sen-
timent Topic Model (HUSTM).

explained.

According to [15, 5, 91, 45], to discover an optimal topic hierarchy from a text, there are

three important criteria that must be considered:

• Relatedness: All root topics in a sub-hierarchy should not only be related to their

direct children, but also to all offspring. For example, the root node iPhone should be

related to its sub-topics (camera, headphones) and its sub-sub-topics (picture, adapter).

• Coverage: All topics in a hierarchy should be organized from general to specific. The

concepts near the root node must cover many documents, while those close to the leaf

nodes should have lower coverage. For example, the parent topic "camera" has better

coverage than its children in a hierarchy, quality, selfie and front.

• Completeness: All words in the same topic should be semantically related and refer

to the same thing. For example, all words in the topic "camera, quality, picture" are

related.

5.4 Hierarchical User-Sentiment Topic Model

Hierarchical topics models, such as the HASM, discover topic hierarchies based on

document-level word co-occurrence patterns. Applying these models to short texts may

produce incomprehensible and incorrect trees, since short texts possess very limited word

co-occurrence information. Such models also fail to include the users’ sentiment informa-

tion, which is critical when extracting a more meaningful tree. To tackle these problems,

the HUSTM is proposed, replacing the sentence-based layer with a word-based layer that

allows the learning of a hierarchy from both short and long texts.
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Symbol Description

Nd Number of documents .

Nw Number of word .

U Number of users .

V Number of unique words .

S Number of sentiment labels .

xdi Users associated with token i in document d.

sdi Sentiment label associated with token i in document d.

wdi The ith word token in document d.

c Topic-Sentiment node .

T Prior Tree .

mn Number of words assigned to topic n.

Mn Number of words assigned to topic n and its all subnodes.

π Document sentiment distribution.

Φ Topic and sentiment polar topic .

Θ User and sentiment polar topic.

α, β, γ, η The fixed parameters of Dirichlet distribution priors.

5.4.1 Generative Process

The key idea of the HUSTM is to discover users’ interests about different polar topics from

short texts and long texts using the hierarchy structure. More specifically, the HUSTM in-

tegrates the users’ sentiment information to enhance its tree structure and detect the users’

attitudes at different granularities. Each topic obtained by the HUSTM has a sentiment la-

bel and users have portability distribution over all sentiment polar topics in the tree. The

hierarchy structure provides information about the topics that a group of users care about.

Furthermore, the HUSTM not only captures users interest’s (e.g., whether a topic is liked or

disliked) but also shows the words that users give to describe their opinions.

The HUSTM is hierarchical generative mode. Each word in a document is associated

with three latent variables: a user, a topic, and a sentiment label. In this model, each user is

associated with a multinomial distribution over topics and sentiments Θk,s,u, and each word

is associated with a multinomial distribution over topics and sentiments Φk,s,w. Conditioned

on the users’ distributions over topics and sentiment, the generative process for each docu-
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ment can be summarized as follows: to begin, a prior tree is created randomly using rCRP

from the documents. Then, for each document, a sentiment label is chosen from the senti-

ment distribution. Next, a user is sampled at random for each word token in the document.

After that, a topic is chosen from the tree for each word associated with the user of that

word. Finally, the words are sampled and conditioned on both their topic and sentiment

label.

To automatically infer the depth and the width of the tree, we adopt the rCRP as a prior

tree. The prior tree is defined as a tree generated before data observation. The shape of

the prior tree T can be defined with an unbounded width and depth. After observing the

data, the width and depth of the tree T will be learned. The hyperparameter γ controls the

structure of the tree. A higher value of γ increases the number of children nodes for each

parent node in the tree, while a lower value produces a narrow and shallow prior tree. The

formal procedure of Figure 5.2 (b) is explained as follows:

• Draw a tree T with unbounded depth and width from rCRP prior T ∼ rCRP(γ).

• For each document d in D, sample a sentiment distribution π ∼ Dirchlet(η)

• For each word i in document Nd

– Sample a user xdi ∼ Uni f orm(ud).

– Sample a topic-sentiment node cdi ∼ T.

– Sample a sentiment s ∼ Multinomial(π).

– Sample a word wdi ∼ Multinomial(φc,s).

For a better understanding of the uniqueness of the HUSTM, we offer a comparison

between the HUSTM and the HASM. Figure 5.2 shows the model structure of the HUSTM

in comparison to the HASM, and the relevant notations are listed in Table 5.1. The HASM

is a non-parametric model for discovering a topic-sentiment hierarchy from online review

data. As can be seen in Figure 5.2 (a), the HASM is a sentence-based model, which means

that its sentiment analysis is achieved on a sentence-level rather than word-level, and that

all of the words in a sentence are assigned to the same topic. Hence, when the documents

are short, the HASM will fail to discover the hierarchy structure due to the limited number

of words in the short text.

Replacing the HASM sentence layer with a word layer helps the HUSTM to effectively

discover hierarchies from short and long texts. As described above, all words in a document
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will be distributed across the whole tree randomly. Then, as described in Section 4.2, we will

recursively observe the data to learn the correct topics. The modelling occurrence of a single

word can reveal the topics better, enhancing the learning of topics. In our experiment, we

demonstrate the advantages of our model compared with the other methods processing a

short text.

Algorithm 5.1 Sampling kix by recursive algorithm.

Function Recursive (Ψk)
nextk ∼ mk × P(wdi|xdi, s, Ψk, β, α)

nextk ∼ Mk × P(wdi|xdi, s, Ψk, β, α)

nextk ∼ γ× P(wdi|xdi, s, Ψk, β, α)

if nextk = Ψk then
return k

else if nextk = child of Ψk then
Ψc = nextk

return Recursive(Ψc)

else if nextk = new child of Ψk then
Ψn = nextk

return Recursive(Ψn)

The total probability of the word, sentiment, and topic assignments of the entire corpus

is:

L = P(T|γ)
∞

∏
k=1

S

∏
s=1

P(Φs,k|βs)
D

∏
d

P(πd|η)
Nd

∏
i

U

∏
x=1

P(wd,i,k|s, c, Φ)P(cdi|xdi, T)P(xdi|ud)

(5.4.1)

5.4.2 Model Inference and Parameter Estimation

We use Gibbs sampling, as it provides a simple method for parameter estimation and pos-

terior sampling. More specifically, the aim is to estimate the posterior of the tree and the

posterior of only two groups needs to be inferred, topic and user sampling and sentiment

sampling. Other variables are integrated out and do not need sampling.
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Topic and User Sampling.

The algorithm starts by randomly assigning words to random topics, sentiments and users,

based on the set of users in the document. The output of the random assignment is the prior

tree. After generating the prior tree, our task is to observe the data and learn the structure

of the tree. On other words, we aim at assigning each word and user to the correct node

in the tree. To achieve that, we start from the root node of the prior tree and recursively

move along the path. Each node on the tree contains statistics about the sentiment polarity

of the words and the attitudes of the users. Algorithm 5.1 illustrates the recursive process

for HUSTM. Formally speaking, for each word i and user x assigned to node k in the tree,

starting from the root node, we compute one of the following possibilities:

• P( Select the current node Ψk ) ∝ mk × P(wdi|xdi, s, Ψk, β, α)

• P(Select a child c of the current node Ψk ) ∝ Mc × P(wdi|xdi, s, Ψk, β, α)

• P(Create a new child under the current node Ψk ) ∝ γ× P(wdi|xdi, s, Ψk, β, α)

P(wdi|xdi, s, Ψk, β, α) ∝

(
ni,k,s + β

∑V
r=1 nwr,k,s + β ∗V

×
nj,k,s + α

∑U
u=1 nxu,k,s + α ∗ K

)
(5.4.2)

where wdi = i and xdi = j represent the assignments of the ith word in the document d to

the topic k and the user j, respectively. The ni,k,s is the number of times the word i is assigned

to the topic k and the sentiment label s. The nj,k,s is the number of times the user j is assigned

to the topic k and the sentiment label s. We draw the topic and user for each word i in the

document d as a block, conditioned on all other variables. The recursive process stops for

each word and user if a node is chosen by the first or the third possibilities. Then, we can

estimate the word topic distribution Φk,w and user topic distribution Θk,u by:

Φk =
ni,k,s + β

∑V
r=1 nwr,k,s + β ∗V

(5.4.3)

Θk =
nj,k,s + α

∑U
u=1 nxu,k,s + α ∗ K

(5.4.4)

73



CHAPTER 5: MODELLING USER ATTITUDES USING HIERARCHICAL SENTIMENT-TOPIC
MODEL

Algorithm 5.2 Gibbs sampling algorithm for HUSTM.
Data: Prior Tree: randomly initialisation Φ and Θ

Result: Topic Hierarchy T.

33 while not finished do

34 for all documents d ∈ [1, D] do

35 for all users x ∈ [1, Ud] do

36 for all words i ∈ [1, Nd] do

37 for the current assignment for word wdi and user xdi:

38 decrement counts and sums recursively

39 start from the root topic:

40 sample a topic recursively using Eq.2:

41 P(wdi|xdi, s, Φk, β, α)

42 sample a sentiment label s using Eq.3:

43 P(wdi = i, xdi = j|c, s, β)

44 increment counts and sums recursively

45 end

46 end

47 end

48 end

Sentiment Sampling.

Subsequently, the sentiment polarity of each word and user is sampled simultaneously. The

probability of assigning the label s for the word i and the user x in the document d is:

P(wdi = i, xdi = j|c, s, β) ∝

(
nd,c,s + η

nd + η ∗ 3
× ni,c,s + βi

s

∑V
r=1 nwr,c,s + β̂s

)
(5.4.5)

where nd,c,s is the number of words in the document d that is assigned to a topic-

sentiment node c. The nd is the total number of words in the document d. The ni,c,s is

the number of times the word i appears in the topic-sentiment node c. The η hyperparame-

ter controls the sentiment distribution for each document. After a number of iterations, the

words and users will be assigned to the correct topic and sentiment. The final output is the

posterior tree which is defined as a tree generated after data observation.

Note that the polar topic of the user depends on the sentiment polarity of the word. For
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Figure 5.3: Sample output from HUSTM run on Smartphone dataset.

each word, the HUSTM identifies its polarities from the sentiment distribution of words in

the document. To discriminate between different sentiment polarities, the sentiment lexi-

cons from previous studies are incorporated as seed words [55]. In particular, the neutral,

positive and negative priors are first assigned at 0.01 for all the seed words in the docu-

ments. The weights of a word in the Dirichlet priors for neutral, positive and negative topics

are 0.01, 2.0 and 0.001, respectively. Algorithm 5.2 shows the sampling process of HUSTM.

5.5 Experiments

The experimental evaluation of the proposed model is performed according to the follow-

ing three aspects: the coverage, the parent-child relatedness, and the topic-sentiment con-

sistency. These experimental results show that our proposed model provides promising

results.

75



CHAPTER 5: MODELLING USER ATTITUDES USING HIERARCHICAL SENTIMENT-TOPIC
MODEL

Figure 5.4: Sample output from HUSTM run on Laptop dataset.

5.5.1 Datasets

We conducted experiments on three real-world data sets. For the long texts, experiments

were conducted on two data sets collected from Amazon.com reviews: LAPTOPS and DIG-

ITALSLRS. The LAPTOPS data set contained 10,014 documents and users. The DIGITAL-

SLRS data set contained 20,862 documents and 20,000 users. These data sets were both used

in a previous study on hierarchies extraction [42]. To show the robustness of our model in

comparison to state-of-art methods, another experiment was conducted on short texts. The

publicly available data set called Smartphone is used, which contained more than 68,000

distinct tweets and 17,800 users crawled from Twitter [5, 6, 8]. For all data sets, the docu-

ments were pre-processed by lowercasing all words, removing all stop-words and filtering

out all words that appeared too rarely in the documents (i.e., appeared less than five times

in the entire corpus).

5.5.2 Methods for Comparison

Our approach was compared with three typical models of hierarchical construction.

• rCRP [45]. A non-parametric generative model that hierarchically discovers the struc-

ture of topics from data. The rCRP assumes each document to be generated over the

entire topic hierarchy.

• nCRP [15]. A hierarchical model that constructs a tree-structured hierarchy of topics.
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This model enables each document and topic to be generated by a single path from the

root node to a leaf node.

• HASM [47]. A non-parametric hierarchical model that discovers a hierarchy with un-

bounded depth and width. The model accepts review data as input and generates a

topic tree with the corresponding sentiment polarities.

• Experiment Setup. For the Dirichlet hyperparameters, we set α = 1.01, β = 0.1,

η = 0.5, γ = 0.1, and iteration = 500. For all other models, their hyperparameters

are tuned to generate an approximately identical number of topics. Figures 5.3 and 5.4

show parts of the topical trees discovered by the HUSTM model on the Smartphone

and LAPTOPS data sets, respectively.

5.5.3 Hierarchy Visualization

We designed the HUSTM to produce a high-quality hierarchical structure. As can be seen

in Figures 5.3 and 5.4, each topic in the hierarchy corresponds to three sentiment polarities.

Words such as beautiful, nice and good were classified as positive topics, while scratches, damn

and smash were considered negative. Moreover, the HUSTM clearly outputs a hierarchical

tree where each parent topic was related to its direct child topics. For example, the child top-

ics screen, colour, quality etc. under the parent topics screen, protector, colour etc. were related.

Another advantage of the HUSTM was that it clustered users to different groups in the hier-

archy according to the topics discussed and sentiment polarities. Figure 5.5 shows a sample

of the topics discussed by various users. For instance, the group of users ripatici, kellymensa,

eddyc42 etc. is negative about the topic âĂIJheadphoneâĂİ, while the group dakotayounger,

JackBoeth, GBMendy etc. is positive about it. Figure 5.5 illustrates an example of texts used

by users to share their opinions about the topics.

5.5.4 Evaluation Methods

In this chapter, we quantitatively evaluated the quality of the tree in terms of coverage,

parent-child relatedness, and topic-sentiment consistency. These metrics were then used to

compare the validity of a topic hierarchy constructed by the HUSTM with those obtained

via the other methods.
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Figure 5.5: Example of user’s interest on different topics .
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Table 5.1: Average coverage score

LAPTOPS DIGITALSLRS SMARTPHONE

Level 1 Level 1 Level 3 Level 1 Level 1 Level 3 Level 1 Level 2 Level 3

HUSTM 0.205 0.627 0.938 0.211 0.621 0.929 0.561 0.757 0.932

HASM 0.210 0.624 0.933 0.139 0.406 0.935 0.751 0.836 -

rCRP 0.288 0.696 0.839 0.234 0.646 0.822 0.684 0.712 0.783

nCRP 0.267 0.464 0.703 0.224 0.352 0.550 0.645 0.712 0.792

Evaluation measure

Cosine similarity was used in previous studies [47, 45] as a way of measuring the quality of

a hierarchy. In our experiment, cosine similarity was used to compute the distance between

the topic and sentiment.

ConSim(Φk1,s, Φk2,s) = 1−
Φk1,s.Φk2,s

||Φk1,s||||Φk2,s||
. (5.5.1)

Coverage

Measure coverage is used in this chapter to evaluate whether the topic hierarchy discovered

by the HUSTM is organized from general to specific. Indeed, the coverage should reflect that

the topics discovered near the root discuss general topics, like battery, CPU and Software. As

the level increases, the topics should become more specific, such as battery life, CPU speed

and Norton. The coverage score of the topic-sentiment nodes Φk,s at level L is calculated as

follows:

Coverage(φ, Φk,s, L) =
1
S

S

∑
s

ConSim(φ, Φk,s). (5.5.2)

Similar to [45, 47], the root node φ is selected as a reference for measuring the cov-

erage score. The average score is calculated for all topic-sentiment nodes at level L as

∑k
k=1 Coverage(φ, Φk,s, L). The results of the coverage score measuring are shown in Table

5.1. In long texts, the coverage score for all models increases as the level increases, which

means that our assumptions are correctly reflected by the model. In short texts, the results

clearly demonstrate a decrease in the coverage score as the level of the tree increases for all

models. It is evident that the HUSTM outperforms the baseline method. In short texts, the

HASM failed to discover a hierarchy with more than two depths. The reason for this is that
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Table 5.2: Average coverage score

LAPTOPS DIGITALSLRS SMARTPHONE

Level 1 Level 2 Level 3 Level 1 Level 2 Level 3 Level 1 Level 2 Level 3

HUSTM 0.205 0.627 0.938 0.211 0.621 0.929 0.561 0.757 0.932

HASM 0.210 0.624 0.933 0.139 0.406 0.935 0.751 0.836 -

rCRP 0.288 0.696 0.839 0.234 0.646 0.822 0.684 0.712 0.783

nCRP 0.267 0.464 0.703 0.224 0.352 0.550 0.645 0.712 0.792

the HASM tried to model every sentence independently, which is not effective with short

texts.

Evaluation measure

Cosine similarity was used in previous studies [47, 45] as a way of measuring the quality of

a hierarchy. In our experiment, cosine similarity was used to compute the distance between

the topic and sentiment.

ConSim(Φk1,s, Φk2,s) = 1−
Φk1,s.Φk2,s

||Φk1,s||||Φk2,s||
. (5.5.3)

Coverage

Measure coverage is used in this chapter to evaluate whether the topic hierarchy discovered

by the HUSTM is organized from general to specific. Indeed, the coverage should reflect that

the topics discovered near the root discuss general topics, like battery, CPU and Software. As

the level increases, the topics should become more specific, such as battery life, CPU speed

and Norton. The coverage score of the topic-sentiment nodes Φk,s at level L is calculated as

follows:

Coverage(φ, Φk,s, L) =
1
S

S

∑
s

ConSim(φ, Φk,s). (5.5.4)

Similar to [45, 47], the root node φ is selected as a reference for measuring the cov-

erage score. The average score is calculated for all topic-sentiment nodes at level L as

∑k
k=1 Coverage(φ, Φk,s, L). The results of the coverage score measuring are shown in Table

5.1. In long texts, the coverage score for all models increases as the level increases, which

means that our assumptions are correctly reflected by the model. In short texts, the results

also demonstrate an increase in the coverage score as the level of the tree increases for all
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models. In short texts, the HASM failed to discover a hierarchy with more than two depths.

The reason for this is that the HASM tried to model every sentence independently, which

is not effective with short texts. It is evident that the HUSTM outperforms the baseline

method.

Parent-Child Relatedness

The goal of second evaluation was to analyse the semantic relatedness between the parent

and child topics. It was assumed that parent topics should have more similarities with their

direct child topics than with the child topics of other parent topics. For example, Figure 5.3

shows the parent topic screen protector colour smashed, etc. should be more similar to its direct

child topics screen, broken, protector, glass, etc. and colour, bright, quality, colour , etc. than to

non-child topics. In our experiment, we only calculated the relatedness score for a parent

topic at a second level with its direct child topics at a third level. Given a parent node Φk,

we compute the parent-child relatedness score to its direct child node Φc and compare it to

its non-child node Φ̂c by using the following equations :

∆(Φk, Φc) =
1
S

S

∑
s

1− Φk,s.Φc,s

||Φk,s||||Φc,s||
(5.5.5)

Children(Φk, Φc) =
1
n ∑

N
∆(Φk, Φcn) (5.5.6)

Non− Children(Φk, Φ̂c) =
1
n ∑

n
∆(Φk, Φ̂cn) (5.5.7)

We took the relatedness average to all children and non-children at the second level. Fig-

ure 5.6 illustrates the parent-child relatedness of four models. A lower value meant that

a parent topic was more semantically related to its direct child topics than to its non-child

topics. The HUSTM, HASM, and rCRP models showed significant differences in the se-

mantics for direct child and non-child nodes. This means that the direct child topics were

semantically related to their parent topics. In contrast, the nCRP shows different pattern in

the relatedness score for child topics compared to non-child topics. The relatedness of the

HASM was not calculated for the short texts, since it was only a two-level tree. The rea-

son for this was that, in the Smartphone data set, the number of words in every sentence

was limited. Hence, modelling every sentence independently led to a flat tree. In contrast,

since the HUSTM modelled every word in the document, the results show its effectiveness

dealing with short text.
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Figure 5.6: Parent-Child relatedness.
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Figure 5.7: Topic Sentiment Consistency.

Topic-Sentiment Consistency

The third evaluation aimed at measuring the consistency of the topic-sentiment nodes. In

the HUSTM, each topic-sentiment node in the tree was decomposed into three topics with

the different sentiment polarities. Our goal was to measure the consistency of the intra-topic

node and compare it to the inter-topic node. For a topic-sentiment node Φk at level L and

Φc,l, the consistency of Φt is calculated at level L as follows:

IntraNode : ConSim(Φi, Φj), Φi ∈ ΦK, Φj ∈ Φk (5.5.8)

InterNode : ConSim(Φi, Φj), Φi ∈ ΦK, Φj ∈ Φc (5.5.9)

We took the average consistency for every φK at level L. The overall topic-sentiment con-

sistency was calculated by taking the average score of every node at level 2. In this exper-

iment, we compared the HUSTM with the HASM and reverse Joint Sentiment Topic (rJST)

model [57] due to the output of those models is the same as HUSTM. The consistency score

is not calculated for rCRP and nCRP since every node in the tree is only represented by a

single topic. Figure 5.7 shows the comparison results of HUSTM compared with HASM and
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Table 5.3: Average running time in seconds.

LAPTOPS DIGITALSLRS SMARTPHONE

HUSTM 795.4 913.8 640.4

HASM 704.9 834.7 563.6

rCRP 648.6 794.1 493.4

nCRP 632.3 785.7 483.2

rJST at level 2. The results show that the HUSTM and HASM achieved a lower intra-node

distance than an inter-node distance, while the rJST results demonstrated high distances for

both intra-nodes and inter-nodes. The comparison shows that the HUSTM achieved better

topic-sentiment consistency.

Computation Time

In this section, we report the running time of the HUSTM and compare it with the existing

models. In this experiment, the computer that has been used had the following specifica-

tions: Processor Intel(R) Core(TM) i7-6500U CPU @ 2.50GHz, 16GB Memory and Windows

10. The average running time for the HUSTM, compared with the other methods, is shown

in Table 5.2. As can be seen, the average running time for the HUSTM is comparable with the

other models. Note that the HUSTM was proposed to identify three important factors (topic,

user and sentiment) in a unified way. In rCRP and nCRP, the output is only a hierarchy of

topics with neither the sentiment information nor the user’s interest being considered. Even

though the HUSTM consumes slightly more time, the quality of the hierarchy discovered by

it is better than the others.

5.6 Summery

This chapter presents a hierarchical user sentiment topic model (HUSTM), which can dis-

cover the hierarchy of the topic and user data while performing a sentiment analysis simul-

taneously. The primary advantage of the HUSTM is that it allows modelling of the users’

sentiment information in the model. It offers a general and effective model for answering

questions about topics that the majority of users care about and why users like or dislike

those topics. Experiments were conducted to evaluate the quality and consistency of the

HUSTM, based on three data sets. The results demonstrated that the HUSTM was able to
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achieve a high-quality hierarchy in comparison to the results generated by other existing

models. In the future, we would like to carry out experiments on a much larger scale and to

evaluate the quality of the model on data sets from different domains.
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CHAPTER 6

Conclusions and Future Work

In this chapter, the thesis is concluded by reflecting on the work’s novel contributions. Then,

potential future work is briefly discussed related to the research.

6.1 Summary

In this thesis, several novel models have been presented, along with effective approaches for

solving the problems of hierarchical and sentiment mining in social media texts. In doing

so, three tasks were accomplished: (1) three subsistent problems in structure and sentiment

analyses were identified, (2) a novel and effective solution to address these problems was

proposed, and (3) the effectiveness of the proposed methods were experimentally demon-

strated.

In Chapter 1, the research background and the significance of the research for structured

sentiment analysis was presented. Then, a real-world example to show the limitations of

the current research was presented. Finally, the research problems and challenges were

discussed, as well as the main contributions of this thesis.

In Chapter 2, the existing work related to the research topic was discussed. The related

work was then divided into three sections. First, the traditional topic models were presented

and their limitations were illustrated. Next, the user and sentiment models were discussed.

Then, a brief summary of sentiment analysis was presented. Finally, the existing hierarchical

models were introduced and their limitations were discussed.

In Chapter 3, an approach called CCM was proposed for the hierarchical construction

of concepts from short texts. The approach had three stages. First, concept extraction was

performed to reveal and identify the semantic relatedness between concepts. In particular,

a new notion called context coherence was introduced. Context coherence is a measurement
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used to identify concepts and find the semantic meanings among them. The coverage of

a given word was calculated by identifying the number of words that were related to it.

Then, a top-down splitting algorithm was proposed to hierarchically organize the concepts

into specific nodes. The approach required no prior knowledge of the depth and width of

the tree because the depth and width of the tree are automatically inferred from the data.

Finally, a merging algorithm was proposed to group similar concepts and remove redun-

dant ones. In order to evaluate and compare the CCM model with other methods, three

subjective evaluation methods were proposed to measure the appropriateness of the con-

cept hierarchy, quality of concept, coverage, and parent-children relatedness. The approach

was evaluated with two real-world data sets. The results showed that CCM achieved bet-

ter results in discovering the concept hierarchy from short text compared to other tested

state-of-the-art techniques.

In Chapter 4, a review of how people typically share their experiences with different as-

pects of a topic on social media and that organizations may want to know and understand

people’s opinions on their product was provided. How an SSA approach works to hierar-

chically summarize people’s feelings as shared in social media was shown. In other words,

SSA can automatically extract hot aspects (the most frequently mentioned aspects that inter-

est people) as well as opinions about those aspects. At a high level, the proposed approach

consists of four components. First, data pre-processing is performed to reduce noise and

improve the results of SSA. Second, a hierarchical model is used to construct a tree of the

hot aspects. Third, a top-down approach performs the sentiment analysis on the extracted

aspects. Given the users’ messages, the polarities of aspects are determined hierarchically.

In other words, the prolixity of a parent aspect is calculated by including the polarity of itself

and its children. Finally, to help with understanding and interpreting the results, a simple

summarizing algorithm is used to generate a summary and explanation of the tree. The

structured algorithm can help (1) show the polarity of aspects at different levels of granular-

ity, (2) explain why people like or dislike the aspects, (3) illustrate the most favourable and

unfavourable aspects, and (4) compare two or more products at various levels. In order to

evaluate the approach, data from extracted from Twitter for tweets about three smartphone

devices. Then, SSA was applied to extract the structured sentiment tree. The experimen-

tal results confirmed the effectiveness and efficiency of the approach in discovering and

analysing the sentiment polarity of those aspects of the smartphones.

In Chapter 5, a novel probabilistic model, called HUSTM, was introduced to discover

the topics, user interests and sentiment analysis in a unified manner. The primary goal
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of HUSTM was to model and cluster users’ interests using different topic and sentiment

information. In HUSTM, the entire structure is a tree where each node is decomposed into

two sub-nodes: (1) the topic/sentiment node, which reflects the topic of interest to that

specific community; and (2) the user-sentiment node, which models the users’ attitudes

with respect to the sentiment information. To automatically infer the depth and width of

the tree, rCRP was adopted as a prior tree, and the data was observed to modify and infer

the posterior tree. The model was experimentally evaluated using three data sets, and the

results showed a high-quality hierarchy had been discovered by the model.

6.2 Future Work

Many real-world challenges remain unsolved. In this section, three future work directions

that have potential for further investigation are briefly introduced.

6.3 Cross-Domain Structure Analysis

There are a number of web pages that contain structured information, such as Wikipedia,

YAGO and data.gov. It is possible to use data fusion techniques to integrate the structured

information from those sites to build a huge structure that contains information from dif-

ferent domains. Future work would greatly benefit from cross-domain analysis. However,

this task is challenging since different sources of data (e.g., different structures) have to be

considered. Another challenge is how to keep discovering interesting information and keep

continuously in the extracted structure.

6.4 Demographic Structure Analysis

In Chapter 5, an approach that clusters users’ interests using different topic and sentiment

information was proposed. In the real world, there is other critical demographic informa-

tion that needs to be considered, such as age, gender and location. For instance, if certain

information is organized as follows: age (e.g., "15-20", "21-30", "31-50"), gender ("male" or

"female") and location (e.g., "Brisbane", "Melbourne" and "Sydney"), then one of the possible

groups would be "male" aged "21-30" living in "Brisbane". Such information about users can

help companies to better understand the preferences of different groups and improve their
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future plans, accordingly. Hence, it would be helpful to introduce an approach that incor-

porates this demographic information in the structured sentiment tree in order to identify

relationships between demographic information, concepts and sentiment.
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