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ABSTRACT

The accurate characterization of the diffusion process in tissue using diffusion MRI is greatly challenged by the presence of artefacts. Subject motion causes not only
spatial misalignments between diffusion weighted images, but often also slicewise signal intensity errors. Voxelwise robust model estimation is commonly used to
exclude intensity errors as outliers. Slicewise outliers, however, become distributed over multiple adjacent slices after image registration and transformation. This
challenges outlier detection with voxelwise procedures due to partial volume effects. Detecting the outlier slices before any transformations are applied to diffusion
weighted images is therefore required. In this work, we present i) an automated tool coined SOLID for slicewise outlier detection prior to geometrical image
transformation, and ii) a framework to naturally interpret data uncertainty information from SOLID and include it as such in model estimators. SOLID uses a
straightforward intensity metric, is independent of the choice of the diffusion MRI model, and can handle datasets with a few or irregularly distributed gradient
directions. The SOLID-informed estimation framework prevents the need to completely reject diffusion weighted images or individual voxel measurements by
downweighting measurements with their degree of uncertainty, thereby supporting convergence and well-conditioning of iterative estimation algorithms. In
comprehensive simulation experiments, SOLID detects outliers with a high sensitivity and specificity, and can achieve higher or at least similar sensitivity and
specificity compared to other tools that are based on more complex and time-consuming procedures for the scenarios investigated. SOLID was further validated on data
from 54 neonatal subjects which were visually inspected for outlier slices with the interactive tool developed as part of this study, showing its potential to quickly
highlight problematic volumes and slices in large population studies. The informed model estimation framework was evaluated both in simulations and in vivo human

data.

1. Introduction

Diffusion MRI (dMRI) is sensitized to the microscopic motion of
particles (Basser et al., 1994; Stejskal and Tanner, 1965) and is exten-
sively being used to study brain connectivity and tissue microstructure in
case of normal development, disorders, and training (Jones, 2008; Lan-
gen et al, 2012; Odish et al., 2015; Baum and Stevenson, 2016;
Hamalainen et al., 2017). Diffusion weighted images (DWI) are, how-
ever, affected by a range of artefacts, including image misalignment due
to subject motion and geometrical distortions due to field in-
homogeneities and eddy currents (Tournier et al., 2011; Tax et al., 2016;
Andersson and Skare, 2010; Pierpaoli, 2010; Heemskerk et al., 2013;
Kennis et al., 2016). Commonly used correction strategies for these ar-
tefacts are based on the post-acquisition registration and geometrical
transformation of the images, and are integrated into various software
tools for dMRI processing (Pierpaoli and Walker, 2010; Jezzard et al.,

1998; Mangin et al., 2002; Nielsen et al., 2004; Rohde et al., 2004;
Leemans et al., 2009).

In addition to geometrical artefacts, intensity errors that are non-
related to the microscopic motion of particles can impede an unequivo-
cal characterization of the true physical diffusion process (e.g. Vos et al.,
2017). For example, subject head motion during the acquisition of a DWI
slice can induce artificial signal decreases whereas hardware issues could
also lead to erroneous signal increases (Jones and Cercignani, 2010; Le
Bihan et al., 2006) which cannot be ameliorated with geometrical
transformations, even though the error sources for both artefacts could be
the same. This is especially harmful for clinical datasets with relatively
few directions per shell as artefactual measurements can have high effect
on the final results. Although multiple tools have been developed to
detect intensity errors, the importance and complexity of this problem
has recently been re-emphasized (Andersson et al., 2016). Voxelwise
detection strategies (Cook et al., 2006; Lucas et al., 2010; Pierpaoli and
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Walker, 2010; Pannek et al., 2012; Chang et al. 2005, 2012; Collier et al.,
2015; Tax et al., 2015; Mangin et al., 2002) based on robust estimators
are typically performed after correction for geometric distortions, but the
geometric transformations cause slicewise intensity artefacts to spread
over multiple locations. Slicewise intensity errors, in particular, become
distributed over multiple adjacent slices and appear as gradual intensity
bands within the resampled DWIs. The edge regions of such gradual in-
tensity bands are particularly problematic for these voxelwise robust
estimators due to partial volume effects; the local intensity is an inter-
polation between normal and outlier data due to the transformation and
resampling, and as a result such partial volume outliers could fall within
the normal noise variation. Slicewise intensity outliers must therefore
ideally be detected prior to any DWI geometric transformation (Morris
et al.,, 2011; Andersson and Sotiropoulos, 2016; Marami et al., 2016;
Marami et al. 2016, 2016), which is not generally adopted (e.g. Lauzon
et al., 2013). In addition, using voxelwise strategies to detect slicewise
outliers depends on the choice of voxelwise diffusion signal model or
representation, and does not fully exploit the information present in the
signals of the rest of the slice.

Several strategies have been proposed specifically for slicewise outlier
detection (Zhou et al., 2011; Lauzon et al., 2013; Liu et al., 2010; Oguz
etal., 2014; Jiang et al., 2006; Li et al., 2013; Andersson et al. 2016, 2017;
Andersson and Sotiropoulos, 2016; Pannek et al., 2015; Scelfo et al., 2012),
which are either based on the slicewise comparison of intensity metrics
within the same DWI or on using slicewise information across DWIs. The
algorithm of Liu et al. (2010); Oguz et al., 2014 (as implemented in DTI-
Prep) does within-DWI detection based on the normalized
cross-correlation of adjacent slices and rejects the whole DWI volume if it
contains multiple outliers. However, an affected DWI may still contain
useful information, and ideally only the corrupted slices should be detected
and their effect on subsequent analysis be reduced. Jiang et al. (2006), Li
et al. (2013) and Marami et al. (2016a,b) based their detection to a
morphological closing operation (implemented in DTI Studio) to calculate
voxelwise indices that are used to guide the model estimation. Both of the
aforementioned algorithms can result in false positives in the case of
multiple adjacent or interleaved outliers. Zhou et al., 2011 used a com-
puter vision approach called “local binary patterns” that describe pixel
neighborhoods in an image (Ojala et al., 1996) to detect slicewise outliers
across DWIs, whereas Lauzon et al., 2013 based their detection method to
the sum of squared tensor model residuals for each slice. Andersson et al.,
2016 proposed the use of a non-parametric Gaussian process (Andersson
and Sotiropoulos, 2015) to model and predict diffusion-weighted signals
based on the measured DWIs and integrate this with subject motion and
distortion corrections (implemented in FSL EDDY). If the measured DWI
slice intensities significantly differ from their predicted counterparts, the
slice is deemed an outlier and can be replaced by its prediction in further
analysis. While this integrated framework provides an elegant solution to
the detection of slice outliers before geometrical transformation, the signal
prediction sets constraints on the minimal data acquisition and can be time
consuming.

In this work, we sought to develop a fast and less complex approach
that lifts these restrictions and thus would be compatible with datasets
acquired using less gradient directions. To achieve this, we present i) an
automated tool coined SOLID (Slicewise OutLler Detection) to identify
slicewise outliers across DWIs before geometrical transformations are
applied and ii) a framework to minimize outlier slice impact on estimations
which is demonstrated with a tensor model. SOLID is based on a
straightforward intensity metric and does not rely on the time-consuming
model estimation and predictions of the dMRI signal. Its sensitivity and
specificity are extensively evaluated on simulated DWIs with a range of
clinical b-values, SNRs, and misalignments of the input images, as well as
on 156 data sets from 54 different neonatal subjects. In addition, SOLID is
compared to three previously published tools for slicewise outlier detec-
tion: DTIPrep (Liu et al., 2010; Oguz et al., 2014), DTI Studio (Jiang et al.,
2006; Li et al., 2013), and FSL's EDDY (Andersson et al. 2016, 2017;
Andersson and Sotiropoulos, 2016). Instead of removing the entire DWI or
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replacing slicewise outliers with predictions, we propose here to incorpo-
rate the measurement ‘uncertainty’ derived from SOLID into the estima-
tion (Knutsson and Westin, 1993; Tax et al., 2017; Li et al., 2013). Whereas
previous work has minimized the effect of outliers by recuding their
weight based on their voxelwise model residuals (Mangin et al., 2001;
Meer et al., 1991), here the reduction is based on the combined effect of
the brain voxel intensities within the outlier slice without the voxelwise
modelling.

2. Methods

The SOLID framework consists of two parts: i) slicewise outlier
detection that is based on differences in DWI intensity histograms be-
tween slices across DWIs and ii) model estimation informed by the
detection results. Fig. 1 gives a schematic overview of the different steps
of the SOLID framework. First, we revise the statistical methods of outlier
detection based on the Z-score and its robust modified counterpart
(Iglewicz and Hoaglin, 1993; Norman and Streiner, 2007) and explain
how this was implemented in SOLID. Second, we detail how the infor-
mation from SOLID can be integrated into a model estimation frame-
work. Third, we present the simulation experiments and real data
acquisitions for the evaluation of the detection and model estimation,
and finally provide methodological details of the tools that are evaluated
for comparison.

2.1. Slicewise OutLIer Detection: SOLID

To examine the likelihood of a slice k of DWI I being an outlier, it is
useful to design a slicewise summary feature or ‘observation’ yj; that can
be compared across slices and/or DWIs. The Z-score can subsequently be
used as a statistical approach to identify outliers from the multiple ob-
servations y of a random variable Y which are drawn from a normal
distribution with a mean y and a standard deviation ¢ i.e. Y € N(u,0?).
The steps of SOLID are as follows (Fig. 1A-C, note that this is on the raw
non-registered data):

A) The intensity histograms of normal and outlier slices have distinct
characteristics (Scelfo et al., 2012).

B) The summary statistic, or the ‘observation’ y, is a slicewise in-
tensity metric calculated within a brain mask for each slice k and
each DWI [ per shell, denoted by yi;. In the remainder of the
manuscript, we use the variance of the intensities as the metric,
but other choices are also possible and are further elaborated upon
in the Discussion.

Using the Z-score, an observation can be deemed an outlier if the
difference between the measurement and the sample mean y
divided by the sample standard deviation s is large. More specif-
ically, in the case of slicewise outlier detection, the mean y, and
the standard deviation s, can be calculated for each slice k across
DWIs per shell, resulting in a slice- and DWI-specific Z-score 2y
(eq. (1)):
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A challenge when using the mean and standard deviation of obser-
vations for outlier detection is that in the presence of multiple outliers, a
masking effect might occur, and milder outliers could remain undetected.
The modified Z-score ¢ (Iglewicz and Hoaglin, 1993) was introduced to
overcome this drawback by replacing the mean y with the median y and
the standard deviation s with the median absolute deviation (MAD)
(Mangin et al., 2002). The modified Z-score {;; is calculated with the
help of the slicewise median y, and MADy:
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Fig. 1. SOLID framework: the detection of slicewise outliers from DWIs and the informed model estimation. A-B) An intensity metric y (here variance) is computed
across all voxels x for each slice k in DWI I, denoted by y,;. C) The modified Z-score {y; is calculated from yy;, the slicewise median y, and the median absolute
deviation MADy. The color scale already reveals some outlier slices with high values. D) Geometrical misalignment correction step gives image transformation matrices
T for each volume. Red dashed lines visualize the axial plane before and after transformation relative to the signal decrease slice outlier. E1) Voxelwise interpolated
modified Z-scores & (x) are obtained using the same transformations T; for each modified Z-score volume &(x). E2) A voxelwise SOLID weight Sy(x) is linearly

interpolated from the &(x) to obtain the certainties of data points. E3) The SOLID-informed model estimation.

3)

The slicewise modified Z-score map (Fig. 1C) provides a quick but
very useful overview of the data: suspicious slices with a high modified Z-
score can be readily displayed for visual inspection. To do actual outlier
‘detection and rejection’ to reduce the impact on model fitting, one could
straightforwardly set an arbitrary threshold on the modified Z-scores and
subsequently discard the DWI intensities with the modified Z-score
exceeding this threshold during estimation. However, the geometric
transformation step to correct for motion and distortion prior to model
estimation results in gradual intensity bands (Fig. 1D), which challenges
the choice of an appropriate threshold setting because intensities in
voxels that are only partially affected by outliers could completely be
rejected depending on the threshold setting. Even though the SOLID
output allows the user to detect and reject outlier slices in this way, we
propose not to adopt this approach but instead to downweight data
points based on the degree of partial voluming with the outlier data. This
SOLID-based estimation after geometric transformation is described in

MAD;, = 1.4826 - median (|yi; — 3)-

the next section.

2.2. SOLID-informed estimation after geometric transformation

Incorporating the degree to which a voxel is affected by an outlier
measurement to the model estimation is in line with the signal/certainty
philosophy, i.e. naturally separating the data into a signal and certainty
part (Knutsson and Westin, 1993). Here, we propose to derive the esti-
mate for ‘certainty’ from interpolated modified Z-scores. We will refer to
this certainty as ‘SOLID-weight’. The steps of the SOLID-based estimation
are as follows (Fig. 1E, note that geometric transformation can be done
with any preferred method that can output the transformation for each
DWI [ (T}), even in a slice-to-volume manner (Ferrante and Paragios,
2017)):

E1) Transforming the slicewise modified Z-scores {;; into voxelwise
SOLID weights after geometric transformation requires first to
map them to 3D volumes & (I = 1, ..., n with n being the number of



V. Sairanen et al.

DWIs) so that all the voxels in the slice k of volume [ have the same
value, i.e. &(i,j, k) = {(k,1). Here, i and j denote the spatial co-
ordinates in the slice-plane. Note that the 3D volumes & (i,j, k)
contain the same information as the modified Z-score map ((k,1),
but have the same dimensions as the image data. To simplify the
notation, the 3D volumes can be written as &(x) with x being the
voxel coordinate. Subsequently, the same volumetric trans-
formations T; that are used to correct DWIs for geometric distor-
tions are applied to the 3D volumes &/(x), resulting in voxelwise
transformed and interpolated modified Z-score maps &(x) =
&(Ty(x).

E2) Voxelwise SOLID weights S;(x) in the transformed image space
are derived from the modified Z-scores & (x) by scaling them
linearly between O (outlier) and 1 (reliable data point) using
manually chosen lower and upper thresholds t; and ty as shown in
eq. (4). In contrast to the voxelwise Geman-McClure weights
(Meer et al., 1991; Mangin et al., 2002), SOLID weights are based
on the data from all the brain voxels within a slice thus providing
additional statistical power for the outlier detection, and do not
depend on the residuals of an estimated model.

0 LFEX) >t
S’(X’) = {:]S(zi;tlj i < fl(x) <ty- (C)
1 JiFE(X) <t

Thresholds ty > t; > 0 can be tuned to adjust for the normal variation
of the modified Z-scores within the data. When variance is chosen as the
slicewise intensity metric yx;, we recommend a lower threshold of t; =
3.5 based on our experiments and the previous literature (Iglewicz and
Hoaglin, 1993). Instead of normalizing to the maximum modified Z-score
in &(x) to obtain a SOLID weight between 0 and 1, we propose the use of
an upper threshold t; < max(&,(x)) beyond which the SOLID weight is
clipped to 1. We found a value two to three times larger than the lower
threshold (by default ty = 10) appropriate to downweight outlier data
points, while preventing extreme outliers with large modified Z-score
from dominating the process. Practically, this means that &(x) < t, will
have a weight of 1, &(x) > ty will have a weight of 0, and the remaining
g,(x) will have a value between 0 and 1 during the model estimation; i.e.
the edge regions of gradual intensity bands are naturally downweighted
based on the degree of partial voluming with the outlier slice.

E3) The SOLID weights are subsequently used to inform a model
estimator, where different approaches can be taken depending on
the model and the estimator. For the iteratively re-weighted linear
least squares (IWLLS) estimator (Veraart et al., 2013), a straight-
forward incorporation is to multiply the diagonal of the weight
matrix by the corresponding SOLID weights S(x) combined from
all shells S;(x) during each iteration step m giving weights esti-
mates W,,(x) for each voxel x based on the design matrix X and

voxelwise tensor element estimates § (x):

W,,(x) = diag(S(x) -exp(2X(x), ,))- 5)

2.3. Simulation experiments

Simulations were based on a part of a human full-brain dataset of the
MASSIVE database (Froeling et al., 2017). The data were acquired on a
single subject in eight sessions and consisted of 170 non-diffusion
weighted images and 250, 500, and 500 images with b-values of
500 s/mmz, 1000 s/mrnz, and ZOOOS/mmZ, respectively. A ground truth
(GT) dataset was obtained by anisotropically smoothing the data (full
width at half maximum of 6mm) (Leemans et al., 2009) and
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subsequently estimating diffusion tensor (DT) and kurtosis tensor (KT)
using the IWLLS estimator in ExploreDTI (Leemans et al., 2009; Veraart
et al., 2011). Finally, the estimated tensors were used to simulate the GT
data with non-diffusion-weighted signal and diffusion signal on two
shells with b-values of 1000 s/mm? and 2000 s/mm?. The number of
diffusion gradient directions per shell is detailed in Table 1.

2.3.1. Outlier detection

To evaluate the sensitivity and specificity of SOLID, receiver oper-
ating characteristic (ROC) curves were generated by setting hypothetical
thresholds on the modified Z-score values {;; and counting the true/false
positive/negative slices. A similar approach was used to evaluate positive
predictive value through precision — recall curves (PRC). Note that this
threshold is ‘hypothetical’ because in the data/certainty approach, a
positive finding does not directly lead to the exclusion of the measure-
ment. In all outlier detection simulations, each shell consisted of the same
30 diffusion gradient orientations (Jones et al., 1999). Outlier slices were
introduced in DWIs in different setups detailed in Table 1. Positions of
the outlier slices were fixed across all affected DWIs to maximize the
effect. For each setup, both a complete signal loss (—100%) and a modest
signal increase (+50%) artefacts were generated using four SNR levels (8,
16, 32, and infinite) of Rician noise. The random selection of artefactual
DWIs and slicewise outliers was repeated to form 1000 unique sets of 30
DWIs for each experiment.

To study whether initial geometrical misalignments of structures
resulting from subject motion were problematic for the slicewise com-
parison in SOLID, 5-degree rotations around the left-right and the
anterior-posterior axes were applied to the artefactual DWIs and the
experiments described above were repeated. A common brain mask
calculated as a union of all DWI brain masks was used in outlier detection
simulations.

2.3.2. Comparison with existing algorithms for slicewise outlier detection

SOLID is compared to three previously published tools for slicewise
outlier detection: DTIPrep (Liu et al., 2010; Oguz et al., 2014), DTI Studio
(Jiang et al., 2006; Li et al., 2013), and FSL's EDDY (Andersson et al.,
2016; Andersson and Sotiropoulos, 2016). For the former two tools, we
qualitatively compare the results on a simulated dataset whereas for FSL
EDDY we did a more complete ROC and PRC profile-based comparison.

DTIPrep (Liu et al., 2010) uses a voxelwise normalized
cross-correlation metric between successive slices within each DWI. The
algorithm assumes that normalized cross-correlation values calculated at
the same slice pair positions across DWIs follow normal distributions. If
the normalized cross-correlation score of two successive DWI slices de-
viates more than 3.5 standard deviations from the mean normalized
cross-correlation score at a given slice position, the pair is considered to
have an outlier slice. This method by design does not identify which one
of the adjacent slices was the outlier. To circumvent this problem, DTI-
Prep rejects the whole DWI volume if it contains a user-specified number
of outlier slices.

DTI Studio (Li et al., 2013) performs a morphological closing opera-
tion perpendicular to the acquisition plane and subtracts the result from
the original DWL. If there is a slicewise signal decrease outlier, it will get
‘closed’, and the subtraction image shows bright voxels in that area. DTI
Studio takes a similar data/certainty approach as proposed here, by
estimating the certainty with “corrected inter-slice intensity disconti-
nuity” metric and using it as a factor in model estimation weights.

FSL's EDDY (Andersson and Sotiropoulos, 2016; Andersson et al.,
2017) algorithm makes slicewise predictions based on a Gaussian process
and compares these predictions with the acquired slices. The detection
criterion assumes that voxelwise intensity differences between measured
and predicted slices follow a normal distribution. Slices with a difference
larger than a predefined number of standard deviations from the mean,
are considered outliers. We performed comparison for the ROC curve and
the PRC profile by varying the standard deviation threshold setting for
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Table 1
The overview of the performed simulations and real data experiments.
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Section/ Dataset properties

Figs. [suppl.]

Type b-value [s/ SNR Outlier intensity Number of outliers Number of Rotation(s) Number of random
mm?] deviations [%] per DWI artefactual DWIs [°] repetitions
Simulations: slicewise outlier detection
3.1.1/2A-B [S1A-  Full-brain 1000 8,16,32,c0  -100, 50 1 1/30 n/a 1000
B]
3.1.1/2C-D [S1C- Full-brain 1000 8,16,32,0 -100, 50 5 8/30 n/a 1000
D]
3.1.1/2E-F [S1E- Full-brain 2000 8,16,32,c0  -100, 50 5 8/30 n/a 1000
F]
3.1.1/[82] Full-brain 1000 8,16,32,00  -50, -10 5 8/30 n/a 1000
3.1.1/3 [S3] Full-brain 1000 8,16,32,00  -100, 50 8/30 5 AP, LR 1000
3.1.2/4B-D Full-brain 1000 16 -100, 50 16 1/30 n/a 1
3.1.2/4E [S4] Full-brain 1000 16 -100, 50 8/30 5LR 1000
Simulations: informed model estimation
3.1.3/[S5] Gray 1000, 2000 32 -100 to 50 n/a 0 to 16/60 n/a 1000
matter
3.1.3/5 White 1000, 2000 32 -100 to 50 n/a 0 to 16/60 n/a 1000
matter
3.1.3/[S6] Gray 1000, 2000 16 -100 to 50 n/a 0 to 16/60 n/a 1000
matter
3.1.3/[87] White 1000, 2000 16 -100 to 50 n/a 0 to 16/60 n/a 1000
matter
3.1.3/[S8] Gray 1000, 2000 64 -100 to 50 n/a 0 to 16/60 n/a 1000
matter
3.1.3/[89] White 1000, 2000 64 -100 to 50 n/a 0 to 16/60 n/a 1000
matter
3.1.3/6 White 1000 16 -100 2 2/30 5LR 1
matter
3.1.3/[S10] White 1000 16 -100, 50 5 8/30 5LR 1000
matter
Human data experiments
3.1.4/7 Full-brain 700 Clinical data of 156 sets of 15 DWIs with outliers, signal deviations, and subject motions.
3.1.4/7 Full-brain 1000 Co-operative subject data of 64 DWIs with negligible motion or artefacts.

EDDY from 0 to 300 and the modified Z-score threshold for SOLID from
0 to 300. The test data consisted of 30 DWIs with b= 1000s/mm? of
which eight were randomly replaced with artefactual volumes that had
five randomly located outlier slices with either a 100% signal decrease or
a 50% signal increase and 5-degree rotation around left-right axis. The
selection of artefactual DWIs, outlier slices, and the addition of Rician
noise with SNR 16 was repeated 1000 times.

2.3.3. SOLID-informed estimation: the effect of introducing uncertainty

The small degrees of partial voluming with outlier slices or small
signal deviations do not significantly affect model estimates. Accompa-
nying the measurement with a certainty (SOLID weight) allows for
reducing the effect of different degrees of signal deviation. To evaluate
the effect of the degree of signal deviation and the downweighting on
diffusion measure estimates, voxels in the corpus callosum (CC) and in
the deep gray matter (GM) were selected from the GT to represent typical
tissue signals. The CC voxel had fractional anisotropy (FA), mean diffu-
sivity (MD), mean kurtosis (MK), kurtosis anisotropy (KA), and radial
kurtosis (RK) (Poot et al., 2010) values of 0.85, 0.87-10~3 mm?/s, 1.5,
0.90, and 3.2, respectively. Corresponding values for GM were 0.15,
0.94.1073 mm?/s, 0.75, 0.10, and 0.85, respectively. Diffusion signals
were simulated on two shells with a 60 gradient direction scheme (Jones
et al., 1999) with diffusion weightings of 1000 s/mm? and 2000 s/mm?
along with five non-diffusion weighted signals.

Diffusion signals were simulated with different diffusion weightings
detailed in Table 1. Multiple setups were generated by randomly
selecting a varying amount of directions (up to 16 out of 60) and intro-
ducing signal deviations from a complete signal loss (—100%) to a signal
increase (+50%) with 10% steps. This setup encompasses situations
where outliers with different signal deviations are fully or partially
interpolated into the result. The degree of the signal deviation in each

setup was the same for all the directions. For each setup, 1000 Rician
noise iterations were introduced with different SNRs, and the DKI
equation was fitted using IWLLS (Veraart et al., 2013). The certainty
(SOLID weight) was gradually reduced for the outlier signals from 100%
to 0% with 10% steps (eq. 5).

Finally, we compare the performance of SOLID-informed IWLLS
tensor estimation with normal IWLLS tensor estimation and REKINDLE
(Tax et al., 2015) in gradual intensity band regions.

2.4. Real data experiments

The usage of neonatal data was approved by the Ethics Committee of
the Helsinki University Hospital and the usage of the adult data was
approved by the University of Helsinki Ethical Review Board of Hu-
manities and Social and Behavioural Sciences. All subjects or parents of
the newborn subjects had given their written consent.

The sensitivity and specificity of SOLID outlier detection was evalu-
ated with the data of 54 neonatal subjects scanned as a part of a previous
study (Stjerna et al., 2015). Full-brain axial DWIs were acquired using
Philips Achieva 1.5T scanner (Best, The Netherlands) with an 8-channel
phased array head coil. A single-shot echo planar imaging sequence with
an acquisition matrix of 128 x 128, voxel size of 1.75 x 1.75 x 2.0 mm®
and TR/TE of 6700/58 ms was used to acquire 15 DWIs based on
over-plus gradient scheme with b-value of 700 s/mm? and one
non-diffusion-weighted image. The acquisition was repeated up to four
times depending how co-operative the subject was, resulting in 156 sets
of DWIs which were analyzed separately.

All DWIs were visually inspected for slicewise artifacts in coronal and
sagittal views. If any axial outlier slices were identified, they were
confirmed in the axial view. Outliers based on this visual detection were
used as the gold standard for the original validation of SOLID. As we



V. Sairanen et al.

observed multiple false positives in form of a low positive predictive
value we revised the validation with a subsequent visual analysis of
outliers found by SOLID to confirm findings. This revealed that SOLID
was capable of identifying more subtle outliers that human observer had
missed in the original visual detection. The true and false positive find-
ings were updated based on the revised inspection. One subject with
severe motion artefacts was studied in more detail to visualize how
SOLID weights are affected by different lower threshold settings ¢, (eq.
(4).

In addition, an adult subject was used to visualize SOLID performance
on data without any visible artefacts and to highlight how the lower
threshold setting t; > 0 can prevent unnecessary downweighting of good
quality data. The full-brain DWI acquisition of the subject was done as a
part of previous study (Hamalainen et al., 2017) using Siemens Skyra 3T
scanner (Erlangen, Germany) with a 32-channel head matrix coil. The
acquisition matrix was 120 x 120 with an isotropic voxel size of
2 x 2 x 2mm? and TR/TE of 9600/81 ms. Five non-diffusion weighted
images and DWIs with diffusion sensitizing gradients in 64 directions
provided by the vendor with a b-value of 1000 s/mm? were acquired.

3. Results

First, we will show simulation results related to the outlier detection
procedure, i.e. the sensitivity and specificity of SOLID along with a
comparison to other existing outlier detection tools. Second, we show the
effect of outliers on tensor derived measures and how this effect can be
reduced by applying the SOLID weight. Third, we show the evaluation of
SOLID on the neonatal dataset. Finally, we highlight two example subject
cases where the modified Z-score included as data certainty improves the
results. A summary of all experiments is given in Table 1.

3.1. Simulation experiments

3.1.1. Outlier detection

Fig. 2 shows the ROC curves of SOLID in different outlier simulation
settings. For each simulation setup, an Area-Under-Curve (AUC) value
and the optimal modified Z-score & (x ) threshold is reported. The optimal
threshold was calculated as the minimum Euclidean distance from the
ROC curve to the 100% sensitivity and specificity, i.e., the top left of the
plot. The ROC curve was calculated by applying modified Z-score
thresholds from &(x) = 0 i.e. 100% sensitivity and 0% specificity to
&(x) = 10 to cover the range of interesting values including the optimal
modified Z-scores. Respective results for PRC profiles are reported in
Supplementary Fig. 1.

Fig. 2A and B) displays the simulation results of ‘a typical DTI data-
set’. In this setup, SOLID performed well over all tested SNR levels with
the lowest ROC AUC value being approximately 0.98 with SNR 8. C-D)
demonstrates a more challenging ‘uncooperative DTI dataset’ with
increased number of artefactual DWIs and outlier slices. The lowest ROC
AUC value in these simulations was 0.97 with SNR 8 showing that SOLID
is capable of handling multiple artefactual DWIs per shell. E-F) visualizes
a similar dataset with a higher b-value. The overall decrease in SNR due
to the higher b-value resulted in a slightly lower ROC AUC value of 0.95
for the lowest SNR, and largest differences between the suggested t;, =
3.5 and the optimal modified Z-score threshold. The lowest PRC AUC
value was 0.84 indicating that the number of false positive findings in
these simulations was overall low (Supplementary Fig. 1). A further
investigation for —10% and —50% signal decreases (Supplementary
Fig. 2) demonstrated that SOLID was well capable of identifying —50%
deviations with the smallest ROC and PRC AUC values being 0.97 and
0.91, respectively whereas for the 10% decrease values were 0.91 and
0.55 indicating an increase in the number of false positive findings.

The subject motion between volumes might challenge the detection
as SOLID performs a slicewise comparison across DWIs. Based on our
investigations with relatively large 5-degree rotations (Fig. 3 and
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Supplementary Fig. 3), SOLID performed well even in the presence of
these geometrical misalignments between DWIs with the lowest ROC
AUC value being approximately 0.95. The lowest recorded PRC AUC was
0.80.

3.1.2. Comparison with existing algorithms for slicewise outlier detection

In Fig. 4A-D) we illustrate an outlier-scenario that can be problematic
if the algorithms in DTIPrep and DTI Studio would be used to specify the
outlier slices (currently they only flag the entire DWI volume if it contains
slicewise outliers). For this example, only one DWI was artefactual. A
coronal view of the DWI was used to visualize the positioning of adjacent
and interleaved outlier slices (Fig. 4A). All tests were carried out using
default settings for each algorithm.

In Fig. 4 B) we show that outlier detection based on the normalized
cross-correlation of adjacent slices within DWIs found all outliers
correctly but resulted in false positive findings in slices adjacent to true
outliers. In C) we show SOLID results for the same example with all
outliers correctly identified as full outliers with the modified Z-score
being larger than the upper threshold ({;; > 10) and false positives were
found only in the inferior part of the volume, where only a few voxels
contained signal from the brain. In D) we used the same example to
visualize the problems of morphological closing-based detection where
both adjacent outliers in the superior part of the brain and interleaved
signal increase slices in the middle are not or incorrectly detected.

In Fig. 4 E) we compared the sensitivity and specificity of SOLID and
FSL EDDY. SOLID is shown to be able to achieve at least similar speci-
ficity for the default setting of FSL EDDY (standard deviation threshold of
4), and to have an overall higher sensitivity to a given specificity,
resulting in a 9% higher ROC and 2% higher PRC AUC values. The default
threshold used in EDDY was well suited for this data as the improvement
of the specificity and decrease of the sensitivity were modest with higher
threshold values. The PRC AUC values were 0.87 and 0.85 for SOLID and
EDDY respectively. The full PRC profiles for both algorithms are reported
in Supplementary Fig. 4. The optimal threshold for EDDY was 2.4 or 406
based on ROC curve and PRC profiles respectively. The latter threshold
was rather high and deviated substantially from the recommended
setting (4c) where SOLID and EDDY are comparable.

3.1.3. SOLID-informed estimation: the effect of introducing uncertainty

Fig. 5 shows that the bias in tensor derived estimates (rows) FA, MD,
KA, and the kurtosis tensor model residual can be significantly reduced,
even in the presence of multiple outliers with large intensity deviations if
outlier certainty can be estimated correctly and is used as a weight in
model estimation. The y-axis of subfigures states the deviation from the
GT CCsignal and the x-axis the simulated certainty of the outlier signals,
i.e. SOLID weights (eq. 5) from 1 to 0. This illustrates the effectiveness of
the data certainty principle by remediating the estimation and decreasing
the model residuals in the presence of outliers. The number of outliers per
shell (columns) is varied from no outliers on the left to 16 outliers on the
right. The color in each subfigure represents the median deviation from
the corresponding GT measure or the residual value calculated over 1000
noise iterations.

Both signal decrease and increase outliers caused increasing deviation
from the baseline (indicated with blue arrows) as the outlier magnitude
increased. This simulation encompasses the whole gradual intensity band
region from the middle with full outlier intensity to the edge regions,
where, due to partial volume effects, only a fraction of the signal is from
an outlier, and the remaining signal originates from ‘normal’ data.
Decreasing the certainty of outlier data from 1 to O shows that signal
deviations corresponding to different regions of the gradual intensity
band can be handled by proper downweighting, and that small deviations
in the signal do not require full data rejection to obtain a reliable model
estimate. The deviation from the ground truth values increased for all
estimates and model residuals with the decreasing SNR values and were
higher in GM than in WM. The kurtosis tensor in particular was affected
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Fig. 2. Sensitivity — specificity profiles (ROC curves) of SOLID for different 30-DWI simulations with four SNR values (8, 16, 32, Inf). The outlier slice signal was
decreased by 100% (left) or increased by 50% (right). A-B) one outlier slice in one artefactual DWI with b-value 1000 s/mm?2. C-D) five outlier slices in eight artefactual
DWIs with b-value 1000 s/mm?. E-F) five outlier slices in eight artefactual DWIs with b-value 2000s/mm?. Random selection of slice locations and artefactual DWIs

was repeated 1000 times. The optimal thresholds are reported in each figure in the ‘optimal Z-score’ column.
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Fig. 3. Sensitivity — specificity profiles (ROC curves) of SOLID for 30 DWI simulations with four SNR values (8, 16, 32, Inf) with b-value 1000 s/mm?. The outlier
signal was A-B) decreased by 100% or C-D) increased by 50%. A 5-degree rotation to artefactual DWI was induced around A,C) AP-axis and B,D) LR-axis. The random
selection of slice locations and artefactual DWIs was repeated 1000 times. Examples of rotations and outlier locations are shown in each subfigure. The optimal

thresholds are reported in each figure in the ‘optimal Z-score’ column.

by noise effects.

Lines indicated by the blue arrows also represent situations where
SOLID would have detected false positive outliers i.e. the signal is not
deviated from the ground truth but SOLID downweights it nevertheless.
These lines show, that even with 16 outliers out of 60 DWIs per shell
residual, FA, and MD estimates would not deviate from the baseline (the
point with zero signal deviation on y-axis) and SOLID weight of 1 on x-
axis. However, KA estimate would be visually affected at 8 outliers per
shell and more notably with 16 outliers in the case of false positive
findings.

In the extreme case of multiple outliers with large signal deviation,
we observed that the design matrix (Batchelor et al., 2003) is slightly
ill-conditioned thus noise propagates on each iteration step and the
IWLLS estimator fails to converge to a finite solution. This is visualized in
FA estimate 16 outlier case with —100% signal decrease and small SOLID
downweighting in the subfigure left top corner. As the IWLLS estimator
does not converge, the algorithm returns the initial LLS estimate which
has been affected only once by the ill-conditioned design matrix.

Decreasing outlier certainty or intensity has similar effect and the IWLLS
estimator converges to a finite solution.

It should be noted that in practice only large outlier deviations lead to
a full SOLID downweighting factor of 0, thus areas shown in the top and
bottom of the left side of each subfigure are not likely to be observed
when applying SOLID. This means that SOLID can maintain the least
squares problem mathematically well-conditioned even in the presence
of 16 outliers per shell of 60 DWIs. For results in simulated GM signals
with SNRs 16, 32, and 64, as well as WM signals with SNRs 16, 64, please
see Supplementary Figs. 5-9.

Fig. 6 shows the influence of outlier signals in gradual intensity bands
on different tensor derived estimates, and how SOLID-informed estima-
tion can improve the results. Artefactual DWIs were rotated 5° around the
left-right axis to simulate subject motion, resulting in gradual intensity
bands after registration. Two adjacent slicewise outliers were introduced
in both DWIs. Fig. 6 A) shows the location of the gradual intensity band
on an axial DWI slice and Fig. 6 B) highlights the gradual intensity band
in the FA image with the green line representing the edges of the FA >



V. Sairanen et al.

Neurolmage 181 (2018) 331-346

Outliers x 105
1000 zg 10
@ %) — L
%] = [9) =
e« I = e S
|0 S w |& 3 K g o B
T E o S ) s o N
8358 I < |l .2 s o <
S H®» fuﬁ %) c R
£ S g Z E
o o — <
A = =
Z = =
0 i 0 3.5
DWI /

Coronal slice is
“closed”

Original image is subtracted
from the “closed”

8

ul
o

Incorrect
identification

Slice £

ir
i

Slice £
Intensity difference

(=}

Sensitivity
o o
(o] (o]

o
3

o
o)

<
o0

<
o

| Outliers: 5 slices in 8/30 DWIs

I Modified Z-score with Area Under Curve 0.99
X Modified Z-score of 3.5
Optimal Z-score 4.03 (minimum distance to the left top)
® Modified Z-score of 10
=== [SL eddy with Area Under Curve 0.9
X FSL eddy threshold of the default 4o
(O Optimal FSL eddy threshold of 2.4

L L L L 1 1 1 1 1 1 O

(@)
~
SOLID weights S;(x")

o
B

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1-Specificity

Fig. 4. The outlier detection comparison of different tools. A) the same example of an extremely problematic case is shown twice to make the comparison of different
tools in the first two rows easier. B) Detection based on normalized cross-correlation produces multiple false positives, indicated with the red arrows (all detections are
colored in black). C) SOLID detects all outliers correctly and finds few false positives in one inferior slice of the volume because of the low number of tissue voxels. D)
Detection based on morphological closing operation fails to detect multiple adjacent outliers with i) increased- and ii) decreased signal intensity, and iii) incorrectly
positions interleaved signal increase outliers. E) 1000 samples of 30 DWIs with b-value 1000 s/mm? were used to compare the sensitivity and specificity of SOLID and
FSL EDDY. Both the modified Z-score and standard deviation thresholds increase from right to the left. The color scale of the SOLID curve visualizes the linear decrease

of the weight between the lower and the upper thresholds.

0.25 region that was used in the subsequent analysis. In Fig. 6 C) we
compare SOLID weights to outlier locations identified with a voxelwise
robust REKINDLE algorithm with the default kappa value of 6 to
emphasize the problematic gradual intensity band edge, especially in the
deep gray matter regions. Fig. 6 D) and E) depict the histograms of de-
viations from the GT for the FA and the first eigenvector (FE) and show
that LLS and IWLLS estimators are severely affected by outliers, whereas
IWLLS + SOLID and REKINDLE estimators give results closer to the GT.
Fig. 6 F) and G) shows the spatial variation of the FA and FE deviations.
While visual differences between the REKINDLE and the SOLID + IWLLS

results are modest, based on the outlier profiles at the gradual intensity
band edge in C), REKINDLE would benefit from SOLID information as
well. A detailed comparison of differences in FA estimates between EDDY
(which uses signal prediction before estimation) and SOLID-based
informed estimation (which incorporates missing data as uncertainty)
is shown in Supplementary Fig. 10.

3.1.4. Real data experiments
To elucidate the data/certainty principle on in-vivo MRI data and
further motivate the thresholding convention presented in eq. (4), Fig. 7
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Fig. 5. Differences between simulated diffusion and kurtosis tensor measures FA, MD, KA, and model residual (rows of subfigures) as function of the number of
outliers per shell 0, 1, 2, 4, 8, and 16 out of 60 (columns of subfigures). Pixels in each subfigure represent a median deviation from the ground truth measure or the
residual within the corpus callosum voxel calculated over 1000 noise iterations with SNR 32. In the subfigures, the outlier intensity is decreasing from bottom to top on
the y-axis and along the x-axis the outlier certainty decreases from left to right. The baseline with no signal outlier signal intensity (indicated with blue arrows) is
shown as reference. The color scale of FA and MD is from zero to maximum deviation, KA from zero to 95% percentile deviation as the maximum deviation would have

saturated subfigures, and residual from minimum to maximum.

shows instances of an adult subject without visible intensity artefacts on
the first row, and a neonatal subject with severe subject motion related
artefacts on the second row. As both subjects were acquired with axial
slices, a sagittal view of DWIs before and after subject motion correction
(Fig. 7A) indicates the spatial locations of these artefacts on the neonatal
data. If a standard IWLLS estimator would be used on these DWIs to
compute the diffusion tensor, the weights of the final iteration cycle
would be analogous to the diffusion weighted signal simulated by the
estimated tensor at the end of the previous cycle. Investigation of the
weights throughout the iteration process on neonatal data shows that the
final model estimation is highly affected by outliers (Fig. 7B) as the
weights of the outlier slices deviate significantly from zero. By applying
SOLID weights calculated with t; = 0 in the IWLLS estimator (eq. 5), the
neonatal iteration cycle is improved as outliers are correctly down-
weighted, but the adult data is influenced by incorrect weights because
the lower threshold t; is too low to account for the normal variation of the
slicewise intensity (Fig. 7C). By increasing the lower threshold to 3.5 this
is avoided, and both the final weights of the adult and the neonatal
subject are visually more plausible (Fig. 7D).

Fig. 7 E) shows the evaluation of SOLID on 54 neonatal subjects which
were visually inspected for slicewise outliers. While the original ROC
AUC value of 0.92 indicates a good agreement between automated and
visual slicewise outlier detections, the original PRC AUC of 0.47 implied
that there could be many false positive findings (Fig. 7 F). The initial
SOLID results were revised to visually confirm if the finding was really a
true or a false positive. The revised AUC values were 0.97 and 0.79 for
ROC and PRC, respectively, indicating the fact that technician had missed
multiple, more subtle outliers during the original visual inspection of the
data. When inspecting the detection results, we noted that the most
drastic outliers were detected both visually and using SOLID, but SOLID
was also able to find artefactual slices that were not recognized during
visual inspection. Fig. 7 G) shows an example of the same axial slice and
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the same gradient direction from two subsequent acquisitions of the same
subject: the upper slice showed no anomalies and had a modified Z-score
of 0.4, whereas the lower slice had local intensity decreases (indicated
with red arrows) and a modified Z-score of 8.9. These anomalies arose
due to suboptimal hardware behavior and were not detected in adjacent
slices, nor DWIs acquired in any other direction or in non-diffusion
weighted images, thus excluding anatomical lesions. Such local abnor-
malities could be easily missed in visual inspection since observing them
visually from sagittal and coronal views is challenging.

4. Discussion

Subject motion or hardware issues during the acquisition of diffusion-
weighted MRI data can greatly challenge the unambiguous character-
ization of the underlying physical diffusion process. Handling such errors
manually is challenging and time consuming. Existing tools (Liu et al.,
2010; Li et al., 2013; Andersson and Sotiropoulos, 2016; Jiang et al.,
2009) that aim to identify and handle slicewise outliers showed room for
improvement in accuracy, ease of use, and speed (e.g. Fig. 4). In this
work, we developed i) an approach called SOLID to robustly detect both
signal decrease and increase artifacts from raw DWIs and ii) a framework
for the use of this information to estimate the certainty of measurements
and robustly guide tensor estimation algorithms.

The main purpose of the SOLID-based estimation framework is not to
recover data — as one can argue that essentially not more information is
added. If a measurement is corrupted, information along that gradient
direction is lost resulting in a ‘missing or uncertain data problem’. While
this missing point can be simulated from the remaining measurements
(Andersson et al., 2016; Morris et al., 2011) it does not increase the in-
formation available. We used both comprehensive simulations as well as
a large amount of real human data to test and validate the performance of
SOLID, showing a good performance on typical diffusion MRI datasets,
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Fig. 6. A practical example of the gradual
intensity band artefact affecting diffusion
tensor estimators. A) Location of the gradual
intensity band on an axial DWI slice. B) The
FA values of the same slice with the green
line showing the edges of the FA>0.25 re-
gion, and the blue rectangle highlighting the
gradual intensity band. C) The SOLID
weights Sj(x) of the artefactual slice are
shown on the colormap along with the
FA>0.25 edges. REKINDLE outliers, shown
with dark green ‘+’ signs, emphasize the
challenging regions for voxelwise algorithms
near the gradual intensity band edge. D-E)
Histograms of FA and FE deviations from the
ground truth within the FA>0.25 region for
LLS, IWLLS, SOLID informed IWLLS and
REKINDLE algorithms. F-G) Spatial maps for
FA and FE deviations within the gradual in-
tensity band indicated by the blue square in
B).
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particularly on clinical datasets with a low number of acquired DWIs.

4.1. Outlier detection

Outlier detection in SOLID is not dependent on any model estimation
or prediction and there is no hard requirement on the amount of data
gathered or on the specific directions of used gradient vectors. The only
practical restriction is that if over half of DWIs have a corrupted slice at
exactly the same spatial location, the algorithm cannot identify the
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outliers due to the median based detection. Although SOLID assumes that
observations used to determine the modified Z-score (eq. 2) follow a
normal distribution, our simulations (Figs. 2, Fig. 3, and Fig. 4) and real
data examples (Fig. 7) show that potential deviations from this
assumption do not hinder the outlier detection drastically. Similar as-
sumptions are made within previously published tools as well (Liu et al.,
2010; Li et al., 2013; Andersson and Sotiropoulos, 2016), and we argue
that in general the differences in the intensity metric investigated be-
tween outliers and normal slices in diffusion MRI data are so apparent
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Fig. 7. Effect of applying SOLID weights on the in-vivo MRI data and validation of the outlier detection algorithm. A1) Non-corrected and A2) motion corrected DWI
of the adult shows no visual intensity errors whereas the motion corrected neonatal data has multiple outlier slices slightly interpolated into adjacent slices. B) Weights
of the final iteration cycle of the standard IWLLS estimator are undesirably high in outlier slices for the neonate. C) SOLID weights calculated with lower threshold
t, = 0 causes unnecessary downweighting of good quality data (adult) whereas the weights of the neonatal data are more appropriate. D) The lower threshold was
increased to 3.5 to reduce downweighting considering the normal variation in the data, yielding proper weights on the final iteration cycle for both subjects. E) The
sensitivity — specificity profile and F) the precision — recall curve of SOLID. Original curves were calculated based on the initial visual detection of outlier slices in the
neonatal dataset whereas Revised curves were based on the second visual inspection of SOLID results to pinpoint possible new true positive findings that were not
identified during the initial labelling. G) An example of a local outlier case which was missed by the technician but not by SOLID. The upper slice shows no signal
deviations thus excluding pathologies whereas the lower slice which had the same gradient orientation from the same subject with approximately the same slice

location shows two local signal decreases indicated with red arrows.

that the influence of the violations of this assumption remains limited.
We investigated a possible shortcoming of SOLID related to the initial
geometrical misalignment of images due to severe subject motion
(Fig. 3A and B). If the subject moves their head during the acquisition
between DWIs, this could lead to a situation where a slice containing air
cavities near the ears is compared with a slice in another DWI that did
not, or did only partially, cover such air-tissue interfaces. While such
misalignments slightly decreased the performance of SOLID (Figs. 2 and
3), the impact is likely limited by the informed estimation framework.
Both the upper and the lower extremes of the brain were the most
vulnerable to these rotation artefacts as they lead into situations where a
slice did not have any signal from brain tissue in one DWI whereas other
volumes had. A possible solution to this is to set a threshold on the
minimal number of tissue voxels per slice, as done in FSL EDDY. How-
ever, when we compared SOLID results to FSL EDDY on DWI simulations
with subject motion (Fig. 4 E) we found that while EDDY and SOLID have
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similar maximal specificity, SOLID had overall better sensitivity resulting
in 9% higher ROC and 2% higher PRC AUC values. The lower sensitivity
of EDDY is likely caused by the hardcoded setting for the minimal
number of tissue voxels per slice, which is not employed for SOLID. We
therefore opted to avoid a voxel threshold to increase sensitivity at the
risk of slightly lower specificity. EDDY recognized multiple false positives
as well which was likely due to the large number of outliers simulated at
the same slice position. It should be noted that with a significantly higher
standard deviation threshold than the default value, EDDY resulted in a
better positive prediction value than SOLID, but the overall PRC AUC
value was lower.

Since we did not introduce the requirement of a minimum number of
voxels needed for the analysis, we found a notable discontinuity in the
ROC curves of our outlier detection simulation tests (i.e. a ‘drop’ of
approximately 2.5% in sensitivity, Figs. 2 and 3) even with infinite SNR
near 50% specificity. This was a result of the random positioning of
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outlier slices: in some cases, the slice was in the lower or in the upper
extreme of the DWI volume which had only a few or no voxels with brain
tissue. Variance of a small number of voxels could fall to the range of
noise variance thus such slices were detectable only with extremely low
modified Z-score thresholds. Signal increase artefacts, however, resulted
in a detectable change in variance.

While we only presented results with variance as a slicewise metric in
the SOLID framework in this paper, we did do preliminary tests with the
mean, median, and MAD slicewise intensity as well, and benchmarked
them against visually detected outliers in the neonatal dataset (Fig. 8).
These metrics resulted in slightly different modified Z-scores (traditional
Z-scores for median and MAD as they induced computational challenges
with the modified Z-score) for outlier slices. Based on the ROC AUC
values and curves, variance and mean produced nearly identical results
whereas MAD and median metrics were clearly inferior to them. We also
studied more complex metrics that take more information of the slicewise
histograms into account, i.e. with Kolmogorov-Smirnov statistics and
Mutual Information of slices as inputs to SOLID. Since they did not
significantly improve the detection (results not shown) but increased
both the complexity of SOLID and computational time, and simpler
metrics such as variance had already shown good agreement with visual
detections, we did not explore them further.

Although we suggest to use a lower threshold of &(x) = 3.5 for
variance based SOLID (motivated by our simulation results and previous
literature (Iglewicz and Hoaglin, 1993)) this is an arbitrary threshold and
could be adjusted if necessary. For example, in the case of noisy data with
multiple outliers the optimal lower thresholds were t;, ~ 1.9 for the data
of 54 neonatal subjects (Fig. 7 E), t;, ~ 2.1 for higher b-value data (Fig. 2E
and F), and ¢, ~ 2.5 for subject motion simulations (Fig. 3). However,
changes in the lower threshold might not affect the final model estimate
significantly due to the linear downweighting approach (eq. 4).

4.2. Comparison with existing algorithms for slicewise outlier detection

From the multiple existing tools (Zhou et al., 2011; Lauzon et al.,
2013; Oguz et al., 2014; Jiang et al., 2006; Pannek et al., 2015), we
selected three algorithms the most similar to SOLID for closer inspection
and testing: DTIPrep (Liu et al., 2010), DTI Studio (Li et al., 2013) — of
which the inter-slice intensity discontinuity (ISID)-metric has been
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applied in the methods of correcting for out-of-plane inconsistency in the
acquired images (Marami et al., 2016; Marami et al., 2016), and FSL
EDDY (Andersson and Sotiropoulos, 2016; Andersson et al., 2017). As we
showed in Fig. 4, the fast-to-compute slicewise variance metric employed
for outlier detection in this work was capable of competing with these
more complex algorithms. The algorithms in DTIPrep and DTI Studio
searched for outliers within one DWI. While this avoids the problem of
subject motion between DWIs, it could lead to multiple false positive
findings (Fig. 4). In the case of DTIPrep and DTI Studio, false positive
findings could lead to the rejection of the whole DWI volume. For
example, (Marami et al. 2016), reported that they excluded the whole
DWI if more than 15% slices were outliers based on the ISID-metric. This
means that a small number of outliers could result in the rejection of
non-corrupted slices, which could in turn affect model estimates or ap-
proaches that aim to perform slice-level motion correction. By incorpo-
rating the SOLID downweighting scheme, unnecessary data loss could be
avoided, and the remaining good measurements could still be exploited.

On the other hand, the FSL EDDY outlier detection is more similar to
SOLID in that it employs the information across DWIs. However, it is
based on the more complex prediction of the signal and sets restrictions
on how data should be acquired, i.e. the minimum allowed number of
gradient directions, the distribution of gradients, and the localization of
measurements on exact g-space shells. For example, based on the user
guide of EDDY, using it on our neonatal dataset acquired with 15 di-
rection over-plus gradient scheme would not be advised. SOLID lifts these
restrictions on the gradient distribution as it works with fewer directions,
and is likely robust to small deviations in b-values (e.g. due to gradient
nonlinearities) as the deviation from a signal with the predefined set b-
value might not be prominent. EDDY outlier detection currently sets a
hard threshold on the number of voxels per slice that must contain a
signal from tissue that could not be further decreased than 250 in the
version tested, which is likely the reason for the overall lower sensitivity
compared to SOLID in (Fig. 4). It should be noted that FSL EDDY pro-
vides, apart from the outlier detection, a complete framework for cor-
recting geometrical artefacts (Andersson and Sotiropoulos, 2016;
Andersson et al. 2003, 2017; Jenkinson et al., 2012) and SOLID could be
used together with the geometrical distortion correction framework (or
any other motion/distortion correction strategy) or even serve as input to
the EDDY outlier detection.
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Fig. 8. The initial benchmarking of different SOLID metrics: variance, mean, MAD, and median. A) Sensitivity — specificity and B) precision-recall profiles were

calculated from visually detected outliers from the neonatal dataset.
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Finally, we did not opt to replace outliers with predictions but instead
chose to incorporate it as data certainty in the model fitting. While the
replacement of outlier data can avoid the occurrence of the gradual in-
tensity band after processing, this means that after misalignment
correction part of the signals in gradual intensity band voxels are from
true measurements and part are predicted. It remains to be investigated
how this combination of measurement- and prediction-errors will prop-
agate into the tensor model estimations.

4.3. SOLID-informed estimation: the effect of introducing uncertainty

We selected typical GT signals from deep GM and CC to study how
partial voluming in gradual intensity band would affect diffusion and
kurtosis tensor derived measures, and how this could be corrected for by
including the data uncertainty derived from SOLID (Fig. 5 and Supple-
mentary Figs. 5-9). For both tissue types, the trends were similar: like
expected, an increase in the intensity deviation or the number of outlier
signals per shell lead to a larger deviation from the GT in all tensor
derived measures and model residuals. Concomitantly, both the signal
decrease and increase artefacts could be ameliorated by introducing data
uncertainty as a weight during IWLLS estimation (eq. 5).

In a few extreme cases of multiple outliers per shell, depending which
random gradient directions were picked, the IWLLS estimator failed to
converge into a finite solution. This numerical problem becomes visible
in the upper left corner of the FA subfigure of Fig. 5 with 16 outliers per
shell: the FA deviation for outliers with 100% signal decrease is smaller
than for outliers with a decrease of 90%. We found that, if the used IWLLS
estimator did not converge within a predefined number of iterations, it
would return the initial LLS estimate instead. The detailed inspection of
the IWLLS iterations revealed that the condition number of the iteratively
reweighted design matrix started to rapidly increase, causing cumulative
error propagation during each iteration step (Sairanen et al.,, 2017;
Batchelor et al., 2003; Skare et al., 2000).

By adapting the data uncertainty (SOLID weights) in this simulation,
we gradually decreased the weight of outlier signals. This kept the design
matrix well-conditioned, avoided the numerical problems, and signifi-
cantly reduced the bias in estimates. For the sake of completeness, even
some unrealistic situations were investigated where the data certainty
was high while the intensity deviation was large: Fig. 5 the left most
corners in each subfigure. In practice, such slices with —100% or +50%
deviations are generally easily detected by SOLID and their weights are
adjusted accordingly. This also means that the zero-deviation row i.e. ‘no
outliers’ situation would practically never be fully downweighted. On the
other hand, the zero row also shows that SOLID informed model esti-
mation is quite robust for false positive findings as well.

Additionally, we did a comparison between LLS, WLLS, voxelwise
robust REKINDLE (Tax et al., 2015), and SOLID-informed IWLLS diffu-
sion tensor algorithms (Fig. 6). Both the robust and informed methods
produced similar improvements to the non-robust algorithms. When
inspecting the gradual intensity band more closely, it becomes clear that
voxelwise methods fail to detect some outlier voxels. In the case of
REKINDLE, a simple adjustment of the k-parameter could likely correct
this, but adjusting parameters for each subject separately would be time
consuming. The optimal solution would be to inform robust estimators
like REKINDLE with the SOLID weights; any voxels with &(x) > ty could
be flagged as outliers in the initial fit to ease and speed up the robust
estimation process.

4.4. Real data experiments

We evaluated SOLID on adult dMRI data which did not visually suffer
from any intensity artefacts related to subject motion, and on 54 dMRI
datasets of neonatal subjects which had low SNR and multiple visible
motion artefacts. The purpose of using the neonatal dataset was to obtain
information how SOLID would perform in the presence of variety of
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motion artefacts, as it is challenging to simulate this in a realistic manner.
Our simulations were limited to such subject motion or hardware issues
that cause a full slice wise artefact. In real acquisitions, however, motion
is likely to happen continuously (Jiang et al., 2009; Fogtmann et al.,
2014; Marami et al., 2016) and could corrupt the signal between slices or
result in different rotations for each slice within the DWI volume.

One neonate and one adult were highlighted to visualize and moti-
vate the lower modified Z-score threshold selection t; (eq. (4)) in Fig. 7
A-D. The adult data was from a recent study and consisted of relatively
modern acquisition scheme with 64 gradient directions and high SNR
whereas the unique neonatal data was from a more dated study with
inferior gradient scheme and lower SNR. The variability of the datasets
tested along with the variety of simulations shows the versatility of
SOLID. While SOLID missed some of the visually labeled outliers (still
resulting in an adequate ROC AUC value of 0.92 in Fig. 7 E), it detect
multiple milder outliers that were ignored by the technician. The initial
visual inspection revealed 355 outliers out of all 102960 slices (0.3%)
whereas the revised visual inspection based on SOLID results revealed
953 outliers (0.9%) i.e. the technician missed 598 outlier slices. The
number of false negative findings due to outliers being in the upper or the
lower extreme of the DWI volume was 98.

SOLID output was visually inspected to confirm true and false positive
findings to generate revised ROC and PRC curves. As SOLID was able to
find multiple outliers that were missed in the initial inspection ROC AUC
increased from 0.92 to 0.97 and PRC AUC 0.47 to 0.79. For example,
Fig. 7 G the upper slice shows no visible artefacts whereas the lower slice
acquisition endured hardware issues leading to local signal decreases
(indicated with red arrows). These local deviations were enough to alter
the slicewise variance metric which SOLID could detect.

4.5. Current implementation of SOLID

SOLID as well as the SOLID-based informed estimation framework
will be distributed with the Matlab toolbox ExploreDTI (Leemans et al.,
2009) and an interactive tool will be made available (https://github.
com/vilsaira/SOLID) to provide a fast overview of suspicious slices
within the data, and as such will greatly facilitate quality assessment in
large group studies. To facilitate SOLID-based estimation in other soft-
ware than ExploreDTI, non-transformed and transformed modified
Z-score volumes (¢(x) and &(x)) and final SOLID-weight volumes S;(x)
will be given as outputs. The non-transformed modified Z-scores can be
used to investigate geometric transformations obtained from other
registration software. Subsequently, the transformed weights can be
input to estimation software e.g. Maastricht Diffusion Toolbox (Harms
et al., 2017).

4.6. Future aspects of SOLID

The sensitivity and specificity of SOLID could potentially be further
improved by exploiting additional within-DWI and across-DWI infor-
mation. Adding within-DWI information might improve the ROC AUC
and PRC values in the presence of large rotational subject motion, but
further work is needed to investigate how this additional information is
optimally included while maintaining high performance in the chal-
lenging cases illustrated in Fig. 4. For example, the size of the 'slice
neighborhood' and the coupling of the within-DWI and the across-DWI
should be further explored when including this metric. Additional
across-DWI information can be included by exploiting the angular rela-
tion between DWIs, i.e. by angular matching (St-Jean et al., 2016). When
comparing the slicewise metric, more emphasis can be put on DWIs that
are closer in terms of their angular neighborhood. This could be bene-
ficial when performing outlier detection on DWIs acquired with
extremely high b-values with only a little signal at locations where the
fiber population is approximately perpendicular to the encoding direc-
tion. While this would reintroduce restrictions on the minimum angular
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sampling, it is generally recommended to acquire very high b-value shells
with dense angular sampling. Including the additional within-slice- and
across-slice neighborhood information could potentially extend the us-
ability of SOLID to such research setups that are beyond typical clinical
research settings. Preliminary qualitative results on high b-value
(6000 s/mm?) data suggest that SOLID as presented in this work can pick
up outlier slices without extensively reporting false positives.

The SOLID framework could also be extended to other models and
representation approaches for dMRI (Tournier et al. 2004, 2007; Tuch,
2004; Wedeen et al., 2005) and to other estimators beyond least squares
(Veraart et al., 2011; Andersson, 2008; Liu et al., 2016). The gradual
downweighting approach could also be applied based on results from
other tools that consider more complex within-volume motion (Ander-
sson et al., 2017; Fogtmann et al., 2014; Ferrante and Paragios, 2017;
Jiang et al., 2009; Marami et al., 2016; Marami et al. 2016, 2016). Similar
to our implementation with the modified Z-score, FSL's EDDY produces
standard deviation scores that could be used as estimates for data reli-
ability and traced through image registration and resampling steps to
provide weights during the model estimation.

Currently, SOLID is designed to detect slice wise outliers of any kind
(including but not limited to those arising from subject motion). While
we simulated artefacts as complete slicewise artefacts that could for
example have been caused by motion, motion in real data can be more
complex. The benchmarking with 54 neonatal subjects complements the
simulation results in that it exposes SOLID to a more complex set of
motion artefacts, but it is more challenging to establish a ground truth.
Future work can be addressed to evaluating outlier detection methods in
more realistic simulations.

5. Conclusion

We presented a fast and automatic tool coined SOLID to detect and
handle slicewise outliers (both the signal decrease and increase) in multi-
shell diffusion MRI data. SOLID relaxes the requirements on the amount
and angular resolution of data needed for successful outlier detection
compared to other tools. Adding SOLID to existing preprocessing pipe-
lines is straightforward, and while the standard settings worked well for
the scenarios investigated, the user can further tune the intuitive pa-
rameters if desired.

SOLID was evaluated on the extensive sets of simulated outlier cases
having different clinical b-values and gradient schemes, and further
validated on 156 sets of 15 DWIs from 54 different neonatal subjects
which were visually inspected for slicewise outliers. The performance of
SOLID in simulations was higher or at least as good compared to three
previously published slicewise outlier detection algorithms that were
generally more complex and computationally demanding. The chal-
lenging evaluation in in-vivo neonate data emphasized that SOLID was in
good agreement with the visual inspections, robust towards subject
motion related geometrical misalignments, and able to identify milder
outliers missed by the technician showing its potential to quickly high-
light problematic volumes and slices in large population studies.

The presented framework utilized the SOLID information during
diffusion and kurtosis tensor model estimation by including it as ‘un-
certainty’ of the measured data. The framework was able to ameliorate
estimation in the presence of outliers, and to keep the estimation process
numerically stable in extreme cases with a large number of outliers, by
restraining the rapid increase of the condition number in iteratively
reweighted estimation.
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