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ABSTRACT

Arabic phonemes can be categorised into 28 consonants. The variations in each
phoneme and vowel cause difficulties for the non-native Arabic speakers, particularly
the Malay speakers, to pronounce these letters correctly. Hence, in this thesis, noise
reduction and consonants recognition are conducted among the Malay speakers. The
Malay race has been chosen due to the high usage of the Arabic language for reciting
Al-Quran. Generally, the study is divided into two parts, namely, the study of noise
reduction and consonant recognition. First, two noise removal methods were
developed. The fIrst method is based on combining Negative function with Gamma
correction function. The second noise reduction method is addressed by utilising 2D
Gabor fIlter. Furthermore, the consonant study was conducted based on Automatic
Speech Recognition (ASR) system concept. The ASR composes of feature extraction
stage followed by speech recognition. On the other hand, the feature extraction was
implemented by investigating three different methods, namely, Mel-Frequency
Cepstrum Coefficients (MFCC), Linear Prediction Coefficients (LPC) and Perceptual
Linear Prediction (PLP). Finally, the speech recognition process was conducted by
utilising three methods: Dynamic Time Warping (DTW), ArtifIcial Neural Network
(ANN) and Deep Neural Network (DNN). Experimental analysis and results showed
that the proposed noise reduction methods have advantages over the traditional
methods in terms of the consonant waveforms enhancement quality and the
computational time as well. The MFCC has shown better performance compare to
LPC and PLP as a feature extraction technique. Additionally, the comparison between
DTW and ANN has proven that the ANN more suitable for Arabic consonant
recognition. On the other hand, the joining of ANN and DTW has worked optimally
as well. Lastly, the DNN are the most suitable methods for recognition process of
Arabic consonants based on Malay speakers' usage.
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CHAPTER ONE 

INTRODUCTION 

1.1 BACKGROUND STUDY 

Speech is the physical process which produces sound using the tongue, lips, 

palate and respiratory system for transmitting thoughts. Humans develop speech by 

using three parts; tongue, teeth and lips to control and push the air through the oral 

cavity. Human lips, tongue and teeth all interact with each other to transform the air 

that comes from the lungs into speech sounds and ultimately the uttered words. The 

speech sounds created by {he lips, tongue and teeth are called consonants, where they 

are made by redirecting the air stream produced by our tongue, teeth, and lips. In 

contrast, vowels are mostly produced with an open vocal tract [1]—[3]. 

Speech is characterised by features such as pitch, duration, amplitude 

(loudness, signal strength, power/energY), and the phase of each frequency 

component. As it occurs, only the first three features are relevant from a speech 

recognition perspective, given that the human ear is insensitive to phase [4]. Since 

phonemes, the basic linguistic unit, are characterised by frequency, time, and energy, 

it makes more sense to use the ‘h “ A ' s; rathet than I v‘ n 

the raw (albeit filtered) Lime-varying speech waveform in this study. 

Additionally, speech recognition is a technology commonly used in several 

applications daily. Xn other words, it is a subsequent step used in recognising speech, 

which has been investigated since the 19505. Speech recognition can be considered as 

a new engineering science and with the cunent technological advancement, speech 

recognition technique can attain 98% to 99% accuracy under perfect environment 

conditions [5]. The imponance of any speech recognition system relies on its 

suajghtforwardness, where this naivety together with ease of using a device-based 

speech has lots of preferences [6].
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