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We performed annealing and angle resolved photoemission spectroscopy studies on electron-doped
cuprate Pr1−xLaCexCuO4−δ (PLCCO). It is found that the optimal annealing condition is dependent on the
Ce content x. The electron number (n) is estimated from the experimentally obtained Fermi surface volume
for x ¼ 0.10, 0.15 and 0.18 samples. It clearly shows a significant and annealing dependent deviation from
the nominal x. In addition, we observe that the pseudo-gap at hot spots is also closely correlated with n; the
pseudogap gradually closes as n increases. We established a new phase diagram of PLCCO as a function
of n. Different from the x-based one, the new phase diagram shows similar antiferromagnetic and
superconducting phases to those of hole doped ones. Our results raise a possibility for absence of disparity
between the phase diagrams of electron- and hole-doped cuprates
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In spite of the similar roles played by the charge carriers
for cuprate high temperature superconductors, disparity
between the phase diagrams of hole- and electron-doped
materials appears to exist. While it is established that hole-
doped cuprates have a clear phase separation between
antiferromagnetic (AF) order and the superconducting
(SC) state [1–3], it has been believed that the static AF
order extends into the SC dome in the electron-doped case
[4–6]. In addition, unlike the SC dome for the hole-doped
case with an optimal doping around 15% [2,7,8], that for
electron-doped materials shows a large variation [5,9–12].
Even the possibility for undoped superconductivity has
recently been raised in thin film studies [13–15]. Still
the exact phase diagram for electron-doped cuprates
is unclear and under debate.
The controversy in the electron-doped cuprate phase

diagram may be attributed to the conflicting experimental
results associated with the annealing effect. Annealing,
which is necessary in inducing the superconductivity, alters
the oxygen content and significantly affects physical
properties of the electron-doped materials [16]. For in-
stance, despite sufficient Ce content and thus the doped
electrons, as-grown materials exhibit AF order and insu-
lating behaviors. However, upon proper annealing, the
system turns into AF order free metallic state and the
superconductivity emerges [17–21]. This annealing
dependence in the physical properties has raised funda-
mental questions on the validity of the existing phase
diagram constructed as a function of the Ce content.

An oxygen content (determined from the mass change
during the annealing process) axis has been added to
resolve the issues [18,20,21]. However, the mass change
is not an exact measure of oxygen content in the sample.
Moreover, the oxygen nonstoichiometry should affect the
carrier concentration and the oxygen axis is thus coupled
to the doping axis. Indeed, there are recent reports on
angle resolved photoemission spectroscopy (ARPES)
investigations of Pr1.3La0.6Ce0.1CuO4−δ single crystal and
T 0-La2CuO4 thin film which reveal that annealing and
oxygen vacancy induce a sufficient change in the carrier
density [22,23]. These results clearly indicate that the
doping should be considered in conjunction with the
annealing and oxygen nonstoichiometry and that the actual
electron concentration n, instead of the Ce concentration x,
should be used in building the phase diagram.
To find the true phase diagram and resolve the remaining

issues, we have performed systematic ARPES experiments
on Pr1−xLaCexCuO4−δ (PLCCO) single crystals (x ¼ 0.10,
0.15, and 0.18) prepared under various annealing condi-
tions. PLCCO is a suitable system because its Tc varies
dramatically depending on the annealing condition [24,25]
and the range for its controllable oxygen content is larger
than other T 0 compounds [18]. We found that, different
from the Ce based [5,26], the maximum Tc occurs at
around n ¼ 0.15 and that the deduced AF phase boundary
does not extend into the SC dome. Therefore, the phase
diagram we have determined looks very similar to that for
the hole-doped cuprates.
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High-quality PLCCO single crystals with x ¼ 0.10,
0.15, and 0.18 were grown using the traveling-solvent
floating-zone method. All the crystal rods were cleaved into
small pieces and annealed in high-purity N2 for 10–24 h at
920–930 °C. Subsequent air annealing was done on some
of the samples at a temperature between 300 and 900 °C for
5–8 h. In naming the samples in Figs. 1–4, the first letter N
refers to the initial annealing in N2, and the second letter
indicates the subsequent annealing either in air (A) or
N2 (N) with the number showing the post-annealing
temperature. For the measured magnetic susceptibility in
Fig. 1, the SC shielding volume fraction for the highest Tc
sample of each Ce composition indicates the bulk super-
conductivity [5,20,26], and Tc is defined as the temperature
corresponding to the 10% shielding signal. The ARPES
experiments were performed at the beam line 5-4 of the
Stanford Synchrotron Radiation Lightsource and beam line
9A of the Hiroshima Synchrotron Radiation Center. The
experimental conditions for ARPES are the same as
described in our earlier publication [25].
Figures 1(a)–1(c) show the magnetic susceptibility for

x ¼ 0.10, 0.15, and 0.18 samples, respectively, for different
annealing conditions. A quick look at the data reveals
that the Tc and SC shielding volume dramatically change
with the annealing condition. For x ¼ 0.10 in Fig. 1(a),
oxygen reduction in the initial 920 °C N2 annealing (N)
induces superconductivity with Tc ∼ 25 K, but subsequent
N2 annealing at a higher temperature lowers the Tc
(NN930). On the other hand, post-air annealing at
300 °C (NA300) reduces the shielding fraction by half
without a change in Tc. This likely means phase separation
into normal and SC phase regions, for which the reason is
presently unclear. Post-air annealing at 400 °C (NA400)

leaves only a tiny fraction of the SC volume with an onset
of Tc ∼ 11 K. Although not plotted in Fig. 1(a), 500 °C
post-air annealing completely eliminates the SC signal.
For x ¼ 0.15 and 0.18 shown in Figs. 1(b) and 1(c),

superconductivity is induced by the initial N2 annealing (N)
with a lower Tc compared to the case of x ¼ 0.10.
Surprisingly, subsequent post-air annealing at 400 °C
(NA400) or 500 °C (NA500) increases Tc and the shielding
volume, in a sharp contrast to the x ¼ 0.10 case. On the
other hand, increasing the post-air annealing temperature
to above 600 °C results in a decrease in both Tc and the
shielding fraction as seen in the data.
Figure 1(d) summarizes the relationship between the Tc

and annealing conditions for the three values of x. As
thermal energy accelerates the reaction and air (N2)
annealing is expected to increase (reduce) the oxygen
content, we mark the higher-temperature post-air annealing
side as “oxidation” while the opposite side is marked as
“reduction.” An important finding is that the annealing
condition for the maximum Tc (Tmax

c ) is different for
x ¼ 0.10 and x ¼ 0.15 and 0.18. Specifically, the Tmax

c
region appears around N for x ¼ 0.10 while it is around
NA500 for x ¼ 0.15 and 0.18. Another aspect to note is the
dome-shaped variation of the Tc between oxidation and
reduction, reminiscent of a doping-dependent SC dome. If
this Tc dome with an optimal annealing condition is related
to the charge carrier density, such an aspect should be
reflected in the electronic structure.
The ARPES were carried out on the samples with the

open symbol shown in Fig. 1(d), and Fermi surface (FS)
maps of those samples are plotted in Figs. 2(a)–2(c). As is
the case for other cuprates, the overall shape of the FS is
like a circle centered at (π, π). Hot spots where the spectral
weight is suppressed around (2π=3, π=3) are observed in
post-air annealed samples. For the x-dependent Fermiology
with the annealing condition of NA500, the large and clear
hot spots for x ¼ 0.10 become weaker with increasing x,
and the feature is fairly weak for x ¼ 0.18. [See 10 NA500,
15 NA500, and 18 NA500 in Figs. 2(a), 2(b), and 2(c),
respectively]. Similarly, a close inspection of the FS maps
for differently annealed x ¼ 0.15 in Fig. 2(b) reveals that
the hot spots also depend on the annealing; as the air
annealing temperature increases from 500 to 800 °C, the hot
spot feature becomes stronger, which is analogous to what
we see when x decreases. This suggests that increasing the
post-air annealing temperature, which is more oxidation,
reduces the charge carrier density of the system.
In order to see if the variation in Fermiology by

annealing is indeed related to the charge carrier density,
we assume a large circular FS centered at (π, π) and
determined it from momentum distribution curve peak
analysis as plotted in Figs. 2(d)–2(f). It should be pointed
out that, although some of the FS maps (for example, 10
NA500 and 15 NA800) show fairly strong hot spot features,
small but finite spectral weight at the Fermi level (EF)
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FIG. 1. Magnetic susceptibility of PLCCO for (a) x ¼ 0.10,
(b) x ¼ 0.15, and (c) x ¼ 0.18 measured under the zero-field
cooled (ZFC) conditions. (d) Tc values for the data in panels
(a)–(c) with respect to annealing conditions. Dotted lines are
drawn to guide the eye. Open symbols indicate samples that were
used in the ARPES study.
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enables us to do the peak analysis [27,28]. The resulting
change in the enclosed area is easily seen in each panel,
indicating significant annealing effects on the carrier
density.
By using the Luttinger sum rule, we estimated the

electron number n from the determined circular FSs
which are considered to satisfy the Luttinger sum rule as
demonstrated by Shubnikov–de Haas quantum oscillation
studies [29,30]. We also calculated n based on two pocket
FSs centered at (π=2, π=2) and (π, 0) [or (0, π)] for heavily
under-n samples with strong hot spot features and found
out that the difference is within the error bar. The estimated
n’s are plotted in Figs. 3(a)–3(c) along with Tc. We see that

n for N samples is larger than x while NA samples have
smaller n than x, which shows that reduction (oxidation)
indeed injects electrons (holes) onto the CuO2 planes. An
important aspect of the data is that Tc becomes higher as n
approaches the value about 0.15. This observation proposes
that n plays a crucial role in determining Tc.
We now turn our attention to the pseudogap (PG) and AF

phase. It has been well-established that the suppression of
spectral weight near EF resulting in PG at the hot spot is
due to the (π, π) scattering from the AF order [31–33].
In this respect, we investigate the n dependence of PG at
hot spots. In Figs. 4(a)–4(c), we plot the ARPES data along
the FS contour for n ¼ 0.045, 0.11, 0.22, respectively.
For n ¼ 0.045, strong spectral weight suppression or
PG is evident between the nodal and the antinodal region
as marked by a red-filled triangle. While the moderate
suppression is observed near EF even in the nodal region
(θ ∼ 0), the band is still found to cross EF. With increasing
n, the weak intensity area shrinks, which is consistent with
previous reports on doping dependence of PG [33–36].
Energy distribution curves (EDCs) at the hot spot are

plotted in Fig. 4(d) for all the samples to examine the PG
evolution quantitatively. The hot spot is defined as the point
where Z, the ratio of spectral weight at EF to the hump
height around 100 meV, is the minimum. Overall, we see
the larger spectral weight at EF from the larger n sample.
Accordingly, Z at the hot spot as a function of n shown in
Fig. 4(e) reveals a monotonic increase in the in-gap spectral
weight, starting from vanishing Z at n ¼ 0.045. That is, PG
gradually diminishes with n. This suggests that n is the key
parameter not only for Tc but also for the AF phase.
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FIG. 3. (a)–(c) Electron number n dependence of Tc for
x ¼ 0.10, 0.15, and 0.18, respectively. The dashed lines indicate
the nominal Ce content x. Shaded area of the FS schematic in
(c) indicates the occupied states.

FIG. 2. (a)–(c) Fermi surface (FS) maps for various Ce
concentrations and annealing conditions. Numbers 10, 15, and
18 in front of the annealing conditions indicate the Ce contents
x ¼ 0.10, 0.15, and 0.18, respectively. FS’s are the spectral
intensity within a �10 meV energy windows at the Fermi energy
EF. (d)–(f) FS’s for x ¼ 0.10, 0.15, and 0.18, respectively,
obtained from the locus of the highest intensity in the FS maps.
Both N#1 and N#2 were annealed in N2 but with slightly different
temperatures. FS’s are color coded, matching the border color of
panels (a)–(c).
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coded as in Fig. 2. (e) Spectral weight within 10 meV binding
energy at the hot spot as a function of n.
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We summarize the results in Figs. 3 and 4 as a Tc vs n
phase diagram in Fig. 5. For Z at the hot spot, we plot 1=Z
for the discussions to follow. First of all, we find that Tc
data form a domelike shape or a SC dome (shaded in
violet). The non-SC to SC state transition occurs between
n ¼ 0.045 and 0.08. Thereafter, Tc gradually increases to
25 K at n ¼ 0.15, and then begins to decrease as n increases
further. The shape of the resultant SC dome is thus
obviously different from that based on x in which the
maximum Tc occurs at x ∼ 0.10 [5,26]. It is interesting to
note that the SC dome spanning from 0.05 to 0.25 is rather
similar to that of the hole-doped counterpart La2−xSrxCuO4

(LSCO) [7].
The n-dependent magnetism may also be inferred from

the results. Previous studies have shown that the in-gap
spectral weight at the hot spot is inversely proportional to
the AF correlation length (ξAF), that is, 1=Z ∝ ξAF [33,34].
In this picture, the vanishing Z at n ¼ 0.045 in Fig. 4(e)
implies the presence of the long-range AF order. Whereas,
increasing Z with n indicates that the long-range AF order
at the experimental temperature ∼15 K is destroyed in
between n ¼ 0.045 and 0.08. As a result, the border of the
AF phase may not overlap with the SC dome as depicted in
Fig. 5. This observation is consistent with previous results
from inelastic neutron scattering and low energy muon-spin
rotation (μSR) measurements on Nd2−xCexCuO4−δ (NCCO)
single crystals and La2−xCexCuO4−δ thin films, respectively
[12,37]. Besides, the critical carrier concentration around
0.05 is similar to that of hole-doped cuprates [1,3]. Therefore,
present results raise a possibility for absence of disparity
between the phase diagrams of electron- and hole-doped
cuprates. It would be desirable to verify it by a direct
technique such as neutron scattering or μSR.
The possible absence of disparity in the phase diagram

may have significant implications. There have been

discussions on what causes the asymmetry between the
phase diagrams of electron- and hole-doped cuprates,
because it is expected that its origin could provide an
essential clue to the SC mechanism. However, a rather
identical phase diagram of PLCCO to that of, for example,
LSCO as proposed here suggests that the character of
the charge carrier may not play an essential role in the
determination of the phase diagram. Indeed, despite the fact
that the doped electron and hole reside at different sites
(Cu 3d10 and Cu-O hybridized 3d9L states, respectively),
an effective model, namely, the Zhang-Rice singlet that
reduces the three band Hubbard model to the one band
Hubbard model and then to the t-J model, assigns a 3d8

state to the hole, and thus leads to an electron-hole
symmetry [16,38].
Meanwhile, the notion of a decisive role of the next-

nearest neighbor hopping t0 in stabilizing the AF phase has
been raised in theoretical studies [39,40]. However, exper-
imentally extracted t0 does not show noticeable correlation
with the robustness of AF order. For example, despite
the more robust long-range AF order in NCCO than
PLCCO, −t0=t ¼ 0.2� 0.02 obtained by applying a two-
dimensional tight-binding model fitting to the FS of our
PLCCO (x ¼ 0.15) is quite similar to the reported value for
NCCO (x ¼ 0.15) [41]. One possibility is that the AF
correlation depends not only on t0 but also on the exchange
coupling J. We note that the hump energy of ∼100 meV at
the hot spot shown in Fig. 4(d) is smaller than that of
NCCO of ∼150 meV. This indicates that J of PLCCO
might be smaller than that of NCCO, since the size of PG is
considered to be a measure of the effective J [34]. Previous
reports consistently show that J in Pr2CuO4 is smaller than
J in Nd2CuO4 [42]. On the other hand, we should mention
that the n-based phase diagram needs to be obtained for
NCCO to clearly resolve this issue.
For the n range above 0.045, n dependence of 1=Z in

Fig. 5 shows how the short-range AF order vanishes
with increasing electron doping. With the assumption of
1=Z ∝ ξAF, ξAF decreases dramatically with the emergence
of superconductivity as n increases in the under-n side,
whereas it decreases rather moderately in the optimal- or
over-n region. Consequently, ξAF in the under-n region is
much longer compared to that in the optimal- and over-n
regions. This short-range AF phase with a moderately long
ξAF in the under-n region may explain why some mea-
surements have shown overlap of AF and SC phases [4–6].
As a final note, there has been a recent report that

argues for the absence of PG when no as-grown phase
is left. The work was based on ARPES results from
Pr1.3La0.6Ce0.1CuO4−δ (δ > 0) that utilized the so-called
“protect annealing” method [22]. In this regard, the normal
N2 annealing method used in our study may have left a tiny
amount of the as-grown phase in the samples and the AF
correlation may have been overestimated. However, we
believe that such an effect is insignificant considering the
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fact that the SC volume is close to 100%. In addition,
various measurement techniques also have shown signa-
tures of short-range or fluctuating AF order even for the
protect annealed samples [43,44].
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