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Abstract

Millimetre wave (mmWave) wireless communication is one of the most promising

technologies for the fifth generation (5G) wireless communication networks and be-

yond. The very broad bandwidth and directional propagation are the two features

of mmWave channels. In order to develop the channel models properly reflecting the

characteristics of mmWave channels, the in-depth studies of mmWave channels ad-

dressing those two features are required. In this thesis, three mmWave channel models

and one beam alignment scheme are proposed related to those two features.

First, for studying the very broad bandwidth feature of mmWave channels, we in-

troduce an averaged power delay profile (APDP) method to estimate the frequency

stationarity regions (FSRs) of channels. The frequency non-stationary (FnS) proper-

ties of channels are found in the data analysis. A FnS model is proposed to model

the FnS channels in both the sub-6 GHz and mmWave frequency bands and cluster

evolution in the frequency domain is utilised in the implementation of FnS model.

Second, for studying the directional propagation feature of mmWave channels, we

develop an angular APDP (A-APDP) method to study the planar angular stationar-

ity regions (ASRs) of directional channels (DCs). Three typical directional channel

impulse responses (D-CIRs) are found in the data analysis and light-of-sight (LOS),

non-LOS (NLOS), and outage classes are used to classify those DCs. A modified

Saleh-Valenzuela (SV) model is proposed to model the DCs. The angular domain

cluster evolution is utilised to ensure the consistency of DCs.

Third, we further extend the A-APDP method to study the spherical-ASRs of DCs.

We model the directional mmWave channels by three-state Markov chain that consists

of LOS, NLOS, and outage states and we use stationary model, non-stationary model,

and “null” to describe the channels in each Markov state according to the estimated

ASRs. Then, we propose to use joint channel models to simulate the instantaneous

directional mmWave channels based on the limiting distribution of Markov chain.

Finally, the directional propagated mmWave channels when the Tx and Rx in motion

is addressed. A double Gaussian beams (DGBs) scheme for mobile-to-mobile (M2M)

mmWave communications is proposed. The connection ratios of directional mmWave

channels in each Markov state are studied.
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Chapter 1
Introduction

1.1 Background

1.1.1 The 5G Wireless Communication Systems and Beyond

Driven by new service innovations and new innovative applications, the demand for

data traffic is greatly increased for the fifth generation (5G) wireless communication

systems and beyond [1]. In order to meet these service demands, the telecommuni-

cation industry is converging on a common set of 5G requirements compared to the

fourth generation (4G) network that the 5G network should achieve 1000 times the

system capacity, 10 times the spectral efficiency, energy efficiency and data rate, and

25 times the average cell throughput. The aim of 5G is “to connect the entire world and

achieve seamless and ubiquitous communications between anybody, anything, wherever

they are, whenever they need, by whatever electronic devices/services/networks they

wish” [2]. The International Telecommunication Union (ITU) has classified 5G mobile

network services into three categories as the envision of 5G: Evolved mobile broad-

band (eMBB), Ultra-reliable and low-latency communications (URLLC), and Mas-

sive machine-type communications (mMTC) [3]–[5]. With such great perspective, the

fundamental and radical paradigm-shift of our traditional 4G Long Term Evolution
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(LTE)/LTE-Advanced (LTE-A) wireless communication system is inevitable. The de-

velopment of 5G leads to an overall re-thinking of cellular operational principles and

architectures, network topologies, transmission technologies, and the analysis, design

and optimisation methodologies.

In the networks upgrading of previous generations, both the access and core network

are generally deployed at the same time. For the aim of 5G that connecting the

entire world, the 5G network will be deployed with existing networks, such as the 4G

LTE system. The standalone (SA) operation of 5G system and the non-standalone

(NSA) integrated elements of different generations in different configurations are both

under research and development [6]. The 3GPP has defined both a new 5G core

(5GC) network and a new radio access technology called 5G new radio (NR) [6].

The specification of NR is subdivided into two frequency bands, FR1 is below 6 GHz

band and FR2 is millimetre wave (mmWave) frequency band [7]. The development

for the features and performance specifications of 5G continues. The academia and

industry are working very closely towards the standardization of 5G around 2020.

New fundamentals have been selected and formalized into standards in Release-15

(Phase 1) and Release-16 (Phase 2) by 3GPP [8]. Release-16 is in the middle of the

specification development, aiming at freezing the physical layer part by March 2020.

More 5G system enhancements will be set in Release-17, which is under development,

scheduled for delivery in 2021.

The researches towards 5G are multi-fold. The approaches to enhance capacity/-

data rate are mainly in the directions of more antenna, more bandwidth, and more

cells. Correspondingly, massive multi-input-multi-output (MIMO) technology, mm-

Wave technology, and network densification are the most promising technologies to

meet the requirements of 5G mobile communication networks [2], [9] and very fruit-

ful research results have been published both from academia and industry. There

are other research areas related to 5G, such as visible light communications, network

slicing [10], software-defined networks [11], full-duplex Communications [12], spatial

modulation [13], network coding (polar coding [14]), new waveform (generalized fre-

quency division multiplexing, refer to GFDM) [15], wireless caching [16], cloud and
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virtualisation technologies, energy efficiency, etc. In the industry, development of 5G

is being led by companies like Intel [17] and Qualcomm [18], Lenovo [19], Nokia [20],

Huawei [21], Ericsson [22], and Samsung [23], etc. By the fall of 2018, the operators,

such as AT&T, Verizon, and T-Mobile in the USA, EE in the U.K., Elisa in Finland,

Vodafone in Spain, KT, LG U+, and SK Telecom in Korea, have announced the 5G

trials and network launch plans start from the end of 2018 [24]. In the summer of

2019, the first commercial 5G networks in U.K. has been lunched [25], and China has

issued the 5G frequency licenses to the main operators for initializing the construction

of commercial 5G networks [26].

With the perspective of intelligent societies based on wireless communication sys-

tems in the future, recent advances in machine learning infused with network edge

intelligence is pushing the researches into the sixth generation (6G) wireless commu-

nication systems. The latest insights and innovations from industry and academia

on 5G and beyond has been presented and discussed in the first 6G summit, Levi

Lapland, Finland, which paves the road for the coming of 6G [27].

1.1.2 The Brief of MmWave Communication

The mobile data traffic of smartphones and tablets has grown 4,000-fold over the

past 10 years since 2005 [28]. If this trend continues, the traffic will globally reach

30.6 Exabyte (1018 bytes) per month by 2020 [29]. One approach to enhance the

capacity/data rate is more bandwidth. ITU radio communication sector (ITU-R)

reported about 2 GHz spectrum requirements to accommodate such service demand at

latest in 2020 [30]. It is obvious that this bandwidth is not available in the frequency

bands used in current 4G mobile communications. The industry is looking at new

spectrum in the range up to 100 GHz or higher, i.e., mmWave frequency range. It

has been shown that the spectrum around up to 30 GHz and higher frequency range

is much less crowded. There are about 1 GHz bandwidth resource available in 28

GHz and 38 GHz bands and 7 GHz bandwidth resource available in 60 GHz band

(unlicensed) [31].
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Figure 1.1: Attenuation vs. frequencies.

The studies from academia [32]–[34] and ITU-R have shown the feasibility of mm-

Wave mobile cellular networks and the technical feasibility of international mobile

telecommunication (IMT) in bands above 6 GHz [35]. 3GPP NR specification [7] has

addressed the frequency range from 6 GHz to 100 GHz and bandwidth up to 400

MHz in mmWave communication. ITU-R selected candidates bands between 24.25

GHz and 86 GHz for IMT 2020, namely 5G cellular networks in 2015 [36]. Standard-

ization activities for 5G have been kicked-off in ITU-R [37] and in 3GPP [38]. The

envision [1], [29], [39] for 5G mmWave communication does not only include scenarios

and the applications supported by current 4G communication, it also includes the new

applications within the scope of eMBB, mMTC, and URLLC [40], such as vehicle-to-

vehicle/infrastructure/everything (V2V/V2I/V2X) communication [41], [42], device-

to-device (D2D) communication [43], mmWave air-to-everything (A2X) [44], high

speed railway [45], shot-latency gaming and remote control [46], mmWave localiza-

tion [47], mmWave WiFi [40], etc. Though there are some discussions about the health

effect of mmWave communication [48], [49], the academia and industry are working

closely together to bring mmWave communication to reality.

Ultra-high speed access and backhaul systems can be formed by using mmWave spec-

trum together with network densification and massive MIMO [50]. The advantages

are that mmWave signals have much shorter wave length. The antennas array with

a large number of antenna elements can be packed within a compact size [32], [51]

and the applications with large antenna arrays in the future mobile networks can be
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Figure 1.2: Omni-directional propagation to directional propagation.

greatly enriched [52], [53]. Also, the beamforming technology based on large antenna

arrays generates beams with narrow beamwidths. This enables higher security com-

munication against eavesdropping/jamming and the reuse of spectrum in space [54].

There are many challenges in the design of mmWave communication systems. The

high attenuation is the biggest issue of transmitting signals at mmWave frequencies.

For example, in Fig. 1.1, the attenuation at 60 GHz is more than 100 times larger

than those below 10 GHz. In order to compensate the high attenuation, beamforming

technology based on large antenna array is considered as an enabling technology in

mmWave communication [55] as shown in Fig. 1.2. In [56], the investigation has shown

that by using beamforming technologies [55] and other means to compensate the high

attenuation, the mmWave communication over a few hundreds of meters or even a few

kilometers is possible. However, controlling each antenna element of a large antenna

array by a separate radio frequency (RF) chain is very complex, and the high-frequency

power amplifiers (PAs) and RF chains with large bandwidth are very expensive and

power consuming [57]. The redesign of corresponding RF/signal processing techniques

is required, and the spectral efficiency and energy consumption/hardware cost need

to be balanced [58].

Moreover, the radiation patterns with narrow main beams and side lobes are com-

plicated to implement in practise (main beam gain is not constant) [54], especially,

in beam misalignment cases during mmWave communications. Therefore, a robust

alignment scheme of the Tx and Rx beams is required, and channel state feedback
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and management to support directional beam search/steering will be vital [59], [60].

The state-of-the-art researches in this area are mainly as follows: adaptive beamform-

ing [61], [62], hybrid antenna array [63], two layers of beam alignment [64], [65], beam

switching [66], dual connectivity [67], beam training [68], intelligent beam search and

tracking algorithms [69], etc.

1.2 Motivation

The very broad bandwidth and directional propagation are the main features of mm-

Wave channels. The radio propagation mechanism and the channel characteristics of

mmWave channels change dramatically from those of well-known conventional 3G/4G

channels. Though plenty of mmWave channel measurements in different scenarios

have been performed, the results of propagation properties, such as attenuation, the

blocking effect, the large scale fading, delay spread (DS), and angle of arrival/angle

of departure (AoA/AoD), etc., have been adopted in the latest developed standard

mmWave channel models. However, those research results are mainly the expansion

of former 3G/4G standard models by adding new additional components and extend-

ing the frequency range of channel models to mmWave frequencies. In this case,

some important mmWave channel properties may be overlooked following the inertia

of classic approaches of channel models. An overall re-think of the mechanism in

modelling mmWave channels is required.

For a thorough understanding of the mmWave channels, the studies of stationarity

properties of mmWave channels are fundamental in the data analysis and modelling of

mmWave channels. On one hand, the advantage of mmWave communications is the

very broad bandwidth. The properties of a mmWave channel with broad bandwidth

can be non-stationary in the frequency domain. On the other hand, the directional

propagation properties of mmWave channel can also introduce another dimension

of non-stationarity in the angular domain [70] due to the inhomogeneous channel

environment. Currently, the non-stationarity in the time and spatial domains were

investigated in the latest developed mmWave channel models, such as Quadriga [71]
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and [72], [73]. The non-stationarity studies in the frequency and angular domains are

rarely seen in the literature and current standard mmWave channel models.

In recent studies, there are plenty of beamforming alignment schemes proposed in

the literature to support the Tx and Rx movement in mmWave communication [74].

The general mmWave channel properties may change due to using beam alignment

schemes (beam behaviours), and the new channel characteristics of mobile-type mm-

Wave channels according to various beam alignment schemes needed to be supported

by standard channel models. Currently, the studies of mmWave channel properties

affected by the beam alignment schemes are not sufficient, and the standard channel

models have not included the properties of mobile-type mmWave channels according

to various beam alignment schemes.

The motivation of researches during my Ph.D. study is to develop mmWave channel

models which are able to model the key channel characteristics of mmWave channels

with very broad bandwidth and directional propagation features. The development of

those models is based on the data analysis of channel measurements and the stationar-

ity studies of measured mmWave channels in the frequency and angular domains. The

motivation also includes the studies of mmWave channels when Tx/Rx is in motion.

It is based on the beam alignment scheme proposed in this thesis.

1.3 Contributions

The key contributions of the thesis are summarised as follows:

• Review recent advances on mmWave channel measurements, summarise and

classify recent advances on existing stochastic models for mmWave channels.

Researches on a frequency non-stationarity and frequency non-stationary channel

modelling

• Further develop the averaged power delay profile (APDP) methods, which en-

ables to study the stationarity regions of channels in the frequency domain.
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• Study the frequency non-stationary (FnS) properties of channels based on the

measurements data. The variations of statistical parameters within the band-

widths of FnS channels are addressed.

• Propose a novel FnS channel model for the channels with very broad bandwidths

in both the sub-6 GHz and mmWave frequency bands. Ensure the frequency

consistency of sub-band channels by cluster evolution in the frequency domain.

Researches on angular stationarity and directional mmWave channel modelling

• Develop an angular APDP (A-APDP) method to estimate the angular station-

arity regions (ASRs) of channels in the angular domain.

• Three classes, namely, the light-of-sight (LOS), Non-LOS (NLOS), and outage

classes, are utilised to classify the mmWave directional channels (DCs) based

on measured directional channel impulse responses (D-CIRs).

• Propose a modified SV model to model the DCs in both LOS and NLOS classes.

The consistency of DCs is ensured by cluster evolution in the angular domain.

• Synthesize the omni-directional CIR (omni-CIR) by DCs.

• Propose to model the directional mmWave channels by a Markov chain with

three Markov states.

• Propose joint channel models to simulate the instantaneous directional mmWave

channels based on the limiting distribution of Markov chain. The join channel

models include a stationary channel model, a non-stationary channel model, and

“zero” model.

Researches on mobile-to-mobile directional mmWave channels based on a novel beam-

forming scheme

• Proposing a double Gaussian beams (DGBs) scheme for mobile-to-mobile mm-

Wave communication.
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• Using three Markov states to model the instantaneous directional mmWave

channel under DGBs scheme.

• The connection ratios of each Markov state is studied.

1.4 Original Publications

This Ph.D. project has led to the following (potential) publications:

Refereed Journals Papers

1. Y. Tan, C.-X. Wang, J. Ø. Nielsen, G. F. Pedersen, and Q. Zhu, “A Novel Frequency

Non-Stationary Channel Model for 5G and Beyond1,” IEEE Access 2019 (submitted

for publication).

2. Y. Tan, C.-X. Wang, Q. Zhu, J. Huang, R. Feng, J. Bian, W. Zhong, and J. Yang , “A

Novel GBSM For Wireless Directional MmWave Channels2,” IEEE Trans. Commun.,

2019 (to be submitted).

3. Y. Tan, C.-X. Wang, J. Huang, R. Feng, J. Bian, and Q. Zhu, “Modeling Directional

Millimeter Wave Wireless Channels by Markov States2,” IEEE Trans. Wireless Com-

mun., 2019 (to be submitted).

4. Q. Zhu, Y. Yang, C.-X. Wang, Y. Tan, J. Sun, X. Chen, and W. Zhong, “Spatial

correlations of a 3D non-stationary MIMO channel model with 3D antenna arrays and

3D arbitrary trajectories,” IEEE Wireless Commun. Lett., vol. 8, no. 2, pp. 512-515,

Apr. 2019.

1The related contents have been recorded in the bi-monthly reports in 1st Quarter 2017 and
1st yearly report of EU H2020 Marie Sklodowska-Curie ITN project 5Gwireless, No. 641985.
A video presentation can be found from www.youtube.com: Complementary Courses - Day 1
- ESRs giving presentations - Yi Tan (https://www.youtube.com/watch?v=5dcrFRjHroo&list=
PLDxu3M0DpVdF9iqaKPmSN4oMM5Pf4zlvO&index=18)

2The related contents have been recorded in the bi-monthly reports and yearly reports in 2017
and 2018 of EU H2020 Marie Sklodowska-Curie ITN project 5Gwireless, No. 641985.
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5. Q. Zhu, Y. Yang, X. Chen, Y. Tan, Y. Fu, C.-X. Wang, and W. Li, “A novel 3D

non-stationary vehicle-to-vehicle channel model and its spatial-temporal correlation

properties,” IEEE Access, vol. 6. pp. 43633–43643, Jul. 2018

6. Q. Zhu, H. Li, Y. Fu, C.-X. Wang, Y. Tan, X. Chen, and Q. Wu, “A novel 3D non-

stationary MIMO channel simulator and hardware emulator,” IEEE Trans. Commun.,

vol. 66, no. 9, pp. 3865–3878, Sept. 2018.

Refereed Conferences Papers

1. Y. Tan, C. -X. Wang, Q. Zhu, Z. Zhang, Z. Wang, J. Huang, and R. Feng, “A novel

beamforming scheme for mobile-to-mobile millimeter wave communications,” in Proc.

WSA’18, Bochum, Germany, Mar. 2018.

2. Y. Tan, J. Huang, R. Feng, and C.-X, Wang, “A study of angular stationarity of 5G

millimeter wave channels,” in Proc. ISWCS’18 Workshop, Bologna, Italy, Aug. 2017.

3. Y. Tan, C.-X. Wang, J. Ø. Nielsen, and G. F. Pedersen, “Comparison of stationarity

regions for wireless channels from 2GHz to 30 GHz,” in Proc. IWCMC’17, Invited

Paper, Valencia, Spain, Jun. 2017.

4. W. Qi. J. Huang, J. Sun, Y. Tan, C.-X. Wang, and X. Ge, “Measurements and

modeling of human blockage effects for multiple millimeter wave bands,” in Proc.

IWCMC’17, Valencia, Spain, Jun. 2017.

5. R. Feng, J. Huang, J. Sun, Y. Tan, C.-X. Wang, and S. Zhou, “Spatial cross-

correlation properties of mmWave massive MIMO channels,” in Proc. IEEE/CIC

ICCC’17, Invited Paper, Qingdao, China, Oct. 2017.

1.5 Thesis Organisation

Chapter 2 provides the literature review on the stochastic models for mmWave fading

channels in the standard. The studies of two key features of mmWave channels, very

broad bandwidth and directional propagation, in the current literature will be briefed,
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as well as the studies of vehicular/mobile mmWave channels. In the end, the principle

of channel measurement and recent advances on mmWave channel measurements will

be reviewed.

Chapter 3 relates to the studies of frequency non-stationarity and frequency non-

stationary channel modelling. It forms the main body of journal paper “a novel

frequency non-stationary channel model for 5G and beyond.” This chapter first in-

troduces the APDP method and shows the FSR studies of channels based on the

measurement data. Then, it proposes a FnS channels models for modelling the chan-

nels in both sub-6 GHz and mmWave frequency bands. The studies in this chapter

relate to the features of very broad bandwidth of mmWave channels.

Chapter 4 relates to the studies of planar angular stationarity and directional mmWave

channel modelling. It forms the main body of journal paper “a novel GBSM for

wireless directional mmWave channels.” This chapter first introduces the A-APDP

method and shows the planar ASR studies of channels based on the measurement

data. Then, it proposes to model the directional mmWave channels based on the

classification of LOS, NLOS, and Null classes. The studies in this chapter relate to

the feature of directional propagated mmWave channels.

Chapter 5 relates to the studies of spherical angular stationarity and modelling direc-

tional mmWave channels based on Markov states. It forms the main body of journal

paper “modeling directional mmWave channels based on Markov states.” This chap-

ter first further develops the A-APDP method and shows the spherical ASR studies of

channels based on the measurement data. Then, it proposes to model the directional

mmwave channels based on Markov states. The studies in this chapter also relate to

the feature of directional mmWave channels.

Chapter 6 relates to the studies of mobile-to-mobile directional mmWave channels

based on a novel beamforming scheme. It forms the main body of conference paper

“a novel beamforming scheme for mobile-to-mobile millimetre wave communications.”

This chapter proposes a DGBs scheme used in mmWave communications when both

Tx and Rx are in motion (beam alignment is required). The focus of this chapter is
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the connection ratios of directional mmWave channels in each Markov state when the

DGBs scheme is applied.

Chapter 7 is the conclusions of the works in this thesis. It also points out the potential

future works in mmWave channel modelling.
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Chapter 2
Millimetre Wave Channel Modelling:

Literature Review

2.1 Introduction

The wireless radio channels are the transmission medium to convey the information

signals from Tx and Rx. The researches in this area play a fundamental role in

the radio system design because all the studies in wireless communication areas are

aiming to overcome the “bad” effects on the signals that are caused by the radio

channels. The channel measurements and channel models are the methods to study

the radio channels. The channel characteristics are analysed and estimated based on

the channel measurement data, and they are modelled as references for system-level

designs and evaluations. For the conventional 3G/4G wireless channels, the working

frequencies are mainly below 6 GHz. For the mmWave channels, we consider the

working frequencies are above 6 GHz and up to 100 GHz or even higher [55], [75].

The study of mmWave channels is a very hot topic. There are many universities,

research institutes, and companies working in this field. We can find quite a few

survey papers published in recent years [40], [54], [75], [76]. The contents in this

chapter relate to the background information and general idea of mmWave channel
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Figure 2.1: Categories of channel models.

measurement and modelling. Those can be considered as a reference/baseline for the

research topics in this thesis.

In this chapter, the categories of channel models are introduced first. Then, the

standard mmWave channel models and the latest development of mmWave channels

are introduced. In the following, the background of channel measurements, channel

sounders, and a short brief of mmWave channel measurements campaigns are intro-

duced.

2.2 The Categories of Channel Models

The wireless channel models can be generally divided into three categories as in

Fig. 2.1. The methods used in the development of those models can be sorted as

(1) Deterministic channel model, (2) Stochastic channel model, and (3) Hybrid chan-

nel model (combined stochastic model and map-based model).
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2.2.1 Deterministic Channel Model

The typical deterministic channel models are site-specific models as one main branch

in Fig. 2.1. It can be further resolved as (1) restored impulse responses and (2) ray

tracing models. Restored impulse responses are acquired from channel measurements,

they are the most direct way to present the wireless channels. All the channel measure-

ment data recorded in the literature can be considered as this type of channel model.

The ray tracing models are also recorded in form of channel impulse responses, which

are acquired from the deterministic solution of Maxwell’s equations or some approxi-

mations based on the geographical and morphological information of certain wireless

scenarios [77]. Ray tracing models are used to complement time-consuming and ex-

pensive measurement campaigns in the investigation of propagation characteristics,

coverage, and system performance [78]–[80]. Though with the drawback that large

computational efforts are required and the results are inherently less accurate, ray

tracing models have been recognised as reliable tools to simulate accurate mmWave

channel properties [81], [82]. This type of channel model method has been used as

part of standard channel models, such as IEEE 802.15.3c [83], IEEE 802.11ad [84],

MiWEBA [85], METIS [39], etc.

2.2.2 Stochastic Channel Models

Stochastic channel models, as another main branch in Fig. 2.1, have been developed

for the purpose of fast system-level simulations (compare with ray tracing models) [54].

They are the most widely used channel models in the system level simulation. They are

not designed to correctly predict the impulse response in one specific location, but they

can be used to predict the probability density function (PDF) over a large area [77].

This kind of models relies on statistical observations of the channels with various

measurements in different typical scenarios. The distributions of various channel

characteristics are estimated from measurements. Stochastic channel model can be

generally divided into two categories further: (1) correlation-based stochastic channel
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model (CBSM or CSCM) and (2) geometry-based stochastic channel model (GBSM

or GSCM).

The CBSM channel model describes the MIMO characteristics by correlation matrices.

Its merit is the lower computational complexity compared with the channel models

in other categories. It is widely used by system-level performance simulations. The

well-known and widely used Kronecker model and Weichselberger model belong to

this category [86]. The difference between those two models is that the Kronecker

model considers the Tx and Rx are not mutually correlated, but the Weichselberger

model could well present the joint correlation between Tx and Rx.

The GBSM channel models are more accurate than CBSM channel models, but they

are much more computational complex. There are mainly two types of GBSM: (1)

regular-shape based GBSM and (2) irregular-shape based GBSM. Most of the regular-

shape based GBSMs are analytical models, such as the Clarke model [87] and those

in [73], [88]–[91]. Typically, the scatters of the channels are distributed based on

a geometrical shape, such as ring, ellipse, etc. with certain distribution density

functions. In such an approach of modelling, all the channel parameters can be

tracked and calculated geometrically. The feature of such models is that the ref-

erence models of regular-shape based GBSM are the mathematical channel models

based on the geometric calculation, and the approximation methods, such as exact

Doppler, the Lp-norm method (LPNM), etc., are often used in the simulation model

to approximate the reference models. Compared with that, in the irregular-shape

based GBSM, the positions of scatterers are following certain distributions and they

are randomly located rather than located on a geometric shape in irregular-shape

based GBSMs. The parameters used in the simulation models are estimated based

on the data of real channel measurements in different scenarios. Therefore, most of

the standard channel models are in this category, such as WINNER II/+ [92], [93],

QuaDRiGa [71], COST2100 [94], etc., as well as mmWave channel models, such as

3GPP [95], METIS [39], mmMagic [29], 5GCM [1]. Note that, follow the stochstical

model branch in Fig. 2.1, the irregular-shape based GBSM can be further divided

into two branches: (1) system-level approach (most fast fading models of standard
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Figure 2.2: Standard channel models and their family history.

models), (2) cluster-level approach (used in COST2100). More details can be found

in [96].

Stochastic channel models are in constant development to adapt to the new features

of wireless communication systems. From the topology in Fig. 2.2 [54], we can see that

the leading research of channel models is following the developing line of 3GPP-SCM

(SCM stands for spatial channel model) [97], WINNER-I/II/+ [92], [93], and then

3GPP-3D [98], and 3GPP-NR [95]. Those models have covered most of the aspects of

wireless channels in various scenarios, which include network layout, the large-scale

and small-scale parameters, channel scenario transition (channel segment, drop and

time evolution), etc. Some Matlab codes are also available for reference from the

websites of those projects. As to the other developing lines, they are not all-inclusive

channel models, but they are prone to be developed for specific applications/scenarios

of wireless communication, or using other approaches to better model the properties

of wireless channels in certain aspects. For example, COST 2100 [94] focuses on
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multi-user, distributed MIMO, and moving Tx/Rx scenarios in the 4G communication

system. 1

2.2.3 Hybrid Channel Models

There is a combined stochastic and deterministic channel modelling approach, which

is called a hybrid channel model in METIS [39], as the third main branch of channel

models in Fig. 2.1. Normally, in the procedure of modelling the channel, the locations

of the base stations (BSs) and the user equipment (UE) have to be fixed on a map

first. The path loss (PL) and shadowing are calculated based on the map, and random

shadowing objects can be generated based on ray tracing modelling method, which

explained in Section 2.2.1. Then, all other calculations are done by the stochastic

model [39]. Hybrid modelling approach takes the merits from both the deterministic

and stochastic models, and it is widely accepted in the modelling of mmWave channels.

In the mmMagic project, it extends the existing QuaDRiGa channel model [71] by

using the deterministic channel approach in the simulations [29], [99].

2.3 Modelling of MmWave Channels

European Commission is funding the projects about 5G communication within the

perspective of Horizon 2020. The 5G infrastructure public private partnership (5GPPP)

[100] is taking Europe’s leadership in standardizing 5G communications and the re-

search of mmWave channels is one of the most important areas. The mmWave channel

models developed inherit the spirit of WINNER family models and have included most

of the aspects of mmWave channels in different scenarios. The methodologies, such as

the stochastic channel modelling approach, ray tracing modelling approach, and the

hybrid modelling approach, as shown in Fig. 2.1, are all adopted in the development

of those models, such as 5GCM, IEEE 802.11ay [101], IMT 2020 [102], and New York

University (NYU) wireless models [103]. The researches in this area are leading by

1Note that the description of developing lines of channel models are excerpts from [54].
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Figure 2.3: Comparison of 5G channel models.

Prof. Theodore S. Rappaport in NYU [81], [104]–[106] and the researchers in Samsung

Electron., Co., Ltd. [55]. The universities and the companies that are also working on

mmWave channel models are Lund University [31], [107], University of Texas [108],

Electron. & Telecommun. Res. Inst (ETRI) South Korea [109], [110], HWU [111],

Intel Corp. [112]–[115], Huawei Technologies Co., Ltd. [116], etc.

2.3.1 Standard MmWave Channel Models

There are quite a few standard channel models support mmWave channel scenarios.

From Fig. 2.3 [117], we can see that MiWEBA, METIS, MCHFB (5GCM), 3GPP,

mmMagic models can be used to model mmWave channels. In the comparison among

those models based on the corresponding materials, we can find that there are some

common channel measurements and modelling methods in different standard models,

because those models are developed in parallel and the partners belong to one project

also actively contribute to other projects. For example, the mmMagic project partners

also contribute to 3GPP and IMT 2020 projects. However, each individual model
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has unique contributions. The status/expectation of existing information on high-

frequency channels can be found in the 3GPP-NR document “Study on channel model

for frequency spectrum above 6 GHz” [95]. In this section, we only brief some highly

cited standard mmWave channel models.

2.3.1.1 IEEE 802.11ad & IEEE 802.15.3c

IEEE 802.11ad [84] and IEEE 802.15.3c [83] models are the previously proposed mm-

Wave channel models at 60 GHz frequency range. IEEE 802.11ad is a 3D model and

IEEE 802.15.3c is a 2D model. They were developed for different channel scenarios.

IEEE 802.11ad focuses on the modelling of the channels in WLAN (wireless local area

networks) scenarios, such as conference room, living room, and cubicle environment.

IEEE802.15.3c focuses on the modelling of the channels in WPAN (wireless personal

area networks) scenarios, such as residential, office, library, desktop, and kiosk. Those

models are all rooted in the cluster-ray modelling approach which is similar to that of

Saleh-Valenzuela (SV) model [118], [119] and the amplitudes and the delays are de-

scribed by certain statistical distributions. Though they were both developed based

on the statistical parameters estimated from the measurements and ray tracing were

used in the modelling, but they are not exactly the same as the hybrid METIS model

regarding their modelling methodologies. For example, empirical statistical distri-

butions are wildly used in the modelling of cluster delays and angles, etc. in the

IEEE 802.11ad which is called “quasi-deterministic” model [120].

2.3.1.2 METIS

METIS channel models inherit the spirit of common channel model, such as WIN-

NER family models. The models are developed based on extensive literature reviews,

massive data analysis of real measurements, and ray tracing simulations. The mod-

els developed are for overall 5G scenarios, which includes the characteristics of both

massive MIMO channels and mmWave channels. METIS also classify the overall mod-

elling methods by map-based models, stochastic models, and hybrid models. This is
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very instructive for later developed channel models. The user needs to make the selec-

tion if the target propagation scenario can be modelled with more than one modelling

methods. The model choice depends on the frequency range, accuracy, computational

complexity, and simulation time (which depends mostly on the simulated system like

the number of BSs and UEs). The key results of the METIS channel model investi-

gations can be found from the specification in [39].2

In the comparison of METIS models, the map-based models are the most complete

models covering most of the test cases, propagation scenarios, and the desired fre-

quency range. Map-based mmWave channel models addressed the frequency range

up to 100 GHz and the bandwidths of mmWave channels up to 10% of the centre

frequency can be supported. The stochastic model suits best to urban macro and mi-

cro cell environments, including the outdoor to outdoor (O2O) and outdoor to indoor

(O2I) scenarios. The hybrid model is a combination of both. It can be considered

as a flexible and scalable framework to meet diverse channel modelling/simulation

requirements [39].2

2.3.1.3 MmMagic

The mmMAGIC channel model is a geometry based stochastic model (GSCM/GBSM)

comprised of baseline modelling framework and additional features that extend its

accuracy and applicability. The features of model are the studies of ground reflection

and blockage effects, building penetration loss, support of large bandwidths and large

antenna arrays, and spatial consistency. There are more than 20 channel measurement

campaigns conducted in various scenarios, such as UMi street canyon, UMi open

square, office, airport check-in area and outdoor-to-indoor, across the frequency bands

from below 6 GHz to up to 100 GHz (close the gap between the traditional cellular

frequencies and mmWave frequencies). Specific measurements were performed to

study the specular and diffused scattering, the impact of the ground reflection and

blockage, and the frequency-dependent channel characteristics. 3

2Note that the marked contents are excerpts from METIS [39].
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Specifically, a blockage model based on METIS work has been developed based on

Kirchhoff’s diffraction formula and verified in the real measurements. The spatial

consistency modelling procedure, which was initiated by 3GPP, has been investigated.

A grid-based GSCM (partly based on METIS), using time-variant angles and cluster

death and birth as the UE is moving, has been proposed. It is also an important

feature to evaluate mobility and beam tracking. The small-scale fading characteristics

caused by the diffused signal components have been investigated in the measurements

related to the surface roughness of various building materials.3

2.3.1.4 3GPP models, above 6 GHz

The 3GPP models are general channel models which inherit the modelling methods

used since the development of WINNER family models. It is a system-level channel

model including all aspects of channel characteristics of all related large-scale and

small-scale parameters. It also includes the time/cluster delay line (TDL/CDL) mod-

els for the convenience of link level evaluations, and the channel model calibration is

filed to provide a baseline for all the industry and academia institutes in the devel-

opment of 3GPP channel simulators. For the latest development 3GPP model, that

support the modelling of channels above 6 GHz, is normally called 3GPP-NR. The

details of model objectives can be found from the specification in [95].

In 3GPP NR, there are stochastic models and map-based hybrid models developed

to support mmWave channels. The scenarios the stochastic models support include

urban micro (UMi)-street canyon and urban macro (UMa), UMii-open square, indoor-

office, indoor- shopping mall, and rural macro (RMa). Except for modelling the

channel characteristics related to path loss, LOS probability, penetration, fast fad-

ing (small-scale model), etc., the specific characteristics of mmWave channels are

modelled by adding additional components, such as oxygen absorption, blockage, cor-

relation modelling for multi-frequency simulations. The map-based hybrid models

are composed of a deterministic model (based on METIS work) and a corresponding

3Note that the marked contents are excerpts from mmMagic final report [29]. A subset of the
proposed mmMAGIC features is implemented in QuaDRiGa v2.0 [71].
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stochastic model mentioned before. By introducing a digital map into the simulation,

it can be used for the evaluation and prediction of system performance taking the

impacts of environmental structures and materials into consideration.4

2.3.2 Specific Characteristics of MmWave Channels

Since the working frequencies of mmWave channels are above 6 GHz (could up to

100 GHz or higher), there are some specific channel characteristics that are differ-

ent from those of former conventional 3G/4G channels. In the standard mmWave

channel models, the specific mmWave channel characteristics are introduced by addi-

tional components, such as those in chapter 7.6 of 3GPP-NR [95]: oxygen absorption

(frequencies between 53 and 67 GHz), blockage effects, etc. Due to the limit of the

thesis, we only make a summary on some of the important specific characteristics of

mmWave channels investigated in the standard mmWave channel models.

2.3.2.1 Frequency Dependent Characteristics

In order to model the channel characteristics over the range of 6 GHz to 100 GHz work-

ing frequencies, the frequency dependent parameters are introduced into the standard

channel models. For example, in 3GPP-NR [95], antenna patterns, array geome-

tries, system centre frequency and bandwidth, oxygen absorption, cluster powers,

delay spread, and angular spreads are all considered frequency dependent. As well

as 5GCM version 2.0 [1], it provides significant updates to large-scale and small-scale

parameter modelling, including a newly proposed clustering algorithm and models,

which capture frequency dependent parameters.

In the modelling of mmWave channels with multiple frequencies, for example, trans-

mitting signals at both low frequency (LF) and high frequency (HF) channels, the

studies of consistency and correlation between them are required. The correlation

coefficient is used as the metric to study the correlation of signals in time/spatial

4Note that the marked contents are excerpts from 3GPP, more details can be found in [95].
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domains, etc. The consistency of channel can be considered as an overall descrip-

tion of correlations for each large-scale parameter, cluster specific parameter, and

ray specific parameter of channels [95]. Similar studies have been done in frequency

domain for multiple frequency channels. Currently, the consistency of multiple fre-

quency bands channels in a heterogeneous network has been investigated by a ray

tracing model in 5GCM [1]. The inter-frequency correlation of LSPs has been studied

in IMT 2020 [102]. The frequency dependent channel behaviour and outline a simula-

tion strategy to generate multi-band frequency dependent channels have been studied

in [121].

2.3.2.2 Path loss and Oxygen Absorption

The Friis transmission formula is generally used in free-space transmission [32], [54].

It can also be used to approximately describe the power of received signal in non-

free-space propagation as well. For example, finding a suitable value of n that can

approximately describes the path loss based on the measurement data [54]. According

to Friis transmission formula, the path loss of mmWave signals is much higher than

that of the signals below 6 GHz if all other conditions including the antenna gains

are the same. The rain attenuation and atmospheric/molecular/oxygen absorption

increase the path loss and limit the communication range [122], [123]. The mechanical

resonance frequencies of gaseous molecules also coincide with the mmWave signals and

the important absorption peaks occur at 24 and 60 GHz [124].

Based on the measurements in 5GCM [1], it is shown that for the mmWave bands

below 100 GHz, the attenuation was dominated by oxygen absorption, where the peak

is around 60 GHz. In mmMagic [29], up to 4 dB loss caused by oxygen absorption for

1 m distance based on NLOS channel measurements between Tx and Rx was record.

In 3GPP [95], the oxygen absorption varies according to frequency. The modelling of

oxygen absorption between 53 GHz and 67 GHz can follow the Table 7.6.1-1 in [95],

and there is no oxygen absorption in the frequencies below and above.
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2.3.2.3 Penetration Loss and Blockage

As the carrier frequencies increase, the propagation behaviour of mmWave signals is

more like optical propagation [125]. In general, they have high penetration loss and

they are very sensitive to the blockage by walls and other objects [1]. In the studies of

NLOS transmission, it has shown reasonable reflection loss and high diffraction loss.

We also find that metal and concrete walls cause high penetration loss and heavy

foliage cause severe shadowing loss [54]. Strong variation of the penetration loss

depends on the window material composition were observed in mmMagic [29]. The

material-dependent penetration loss models were developed separately in 3GPP and

the low penetration and high penetration models were developed for O2I scenarios [95].

Plenty of channel measurements related to blockage were performed in standard chan-

nel models, such as mmMagic [29] and 5GCM. In 5GCM [1], two categories of block-

age are considered: dynamic blockage and geometry-induced blockage. The dynamic

blockage is caused by moving objects (i.e., cars, people). The effect is a transient

additional loss on the paths that intercepted by the moving object. The geometry-

induced blockage is a static property or object of the environment that block the

signal paths. In 3GPP-NR [95], the blockage model is an add-on feature (developed

in a component). It models the blockage effect by A and B models. A model adopts

a stochastic method and B model adopts a geometric method for capturing human

and vehicular blocking. Other approaches of modelling blockage can be found in [126]

and literature.

Note that, the path loss measurements in urban areas often include the loss caused

by trees and other vegetation in UMa and UMi case. It is important not to account

for foliage losses twice in the channel model [1].

2.3.3 Directionality of MmWave Channels

Beamforming is used as an enabling technology for the 5G mmWave communica-

tions [2], [32], [55], [75], [89], [127]–[129]. Both the transmitter (Tx) and receiver
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(Rx) use physical beams during the communication and the beams are required to

be aligned to each other. This is one of the main features of mmWave channels men-

tioned previously. In this case, the transmitted signals only interact with the objects

in the transmission direction between the Tx and Rx in the environment. The statisti-

cal properties of directional mmWave wireless channels can be directional dependent,

which related to the inhomogeneity of the channel environment. At the moment,

the descriptions of directional properties of mmWave channels can be found in newly

developed channel models, such as the directional path loss channel models in mm-

MAGIC, [130], [131], the super-resolved directional channel model in METIS [39], and

NYU Wireless Models.

2.3.3.1 NYU Wireless Models

Based on extensive propagation measurements carried out from 2011 through 2015,

NYU has proposed a statistical spatial channel model (SSCM) that break the conven-

tional means of modelling the small-scale parameters of directional mmWave channels

in standard mmWave channel models. In the model, the temporal and spatial/an-

gular statistical descriptions of channels were firstly separated in the modelling of

mmWave channels and the generation steps of angular dependent channel coefficients

were introduced [132]–[135].

The SSCM is developed using the time cluster–spatial lobe (TCSL) approach. Based

on the existing 3GPP model, the spatial lobes has been added by additional model

parameters: directional RMS lobe angular spreads [132]. The SSCM can be used to

generates both the omni-directional and directional multipath parameters of the chan-

nels between the TX and RX over a local area. The framework of TCSL can better

reproduce the temporal and angular statistics of measured directional mmWave chan-

nels (using directional antennas) [136] and can more practically reflect the properties

of mmWave channels in reality.5

5Note that the marked contents are excerpts from [132].
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2.3.4 Studies of Vehicular/Mobile MmWave Channels

MmWave communication has been widely accepted to be used in 5G vehicular commu-

nication and mobile-device-type communication, such as D2D, V2V, M2M, vehicle-

to-everything (V2X) and air-to-everything (A2X) [137]. Since using beamforming

technology at both Tx and Rx, if the Tx or Rx moves or rotates during the commu-

nication, the beams will be misaligned and the communication can be broken if there

is no robust solution to re-align the beams. Therefore, the physical alignment of Tx

and Rx beams is one of the biggest challenges in the mobile-type mmWave communi-

cation. The studies about the impact of user mobility on mmWave communications

can be found in [138]. Two layers of beam alignment [64], [65], beam switching [66],

beam training [68], intelligent beam search tracking algorithms [69], and other beam

alignment schemes have been developed. In cases of using beam alignment schemes

in the mmWave communication, the modelling of mmWave channels facing new chal-

lenges that how to correctly model channel characteristics under those various beam

alignment schemes need to be studied.

At the moment, there are researches of vehicular mmWave channels based on the

similar approaches of studying conventional vehicular channels in 3G/4G systems,

such as the studies of small-scale in-vehicle mmWave reflections [125], the modelling of

UT mobility and UT rotation in 3GPP [95], and a newly proposed general 5G channel

model [89]. We can also find the studies related to the directional vehicular mmWave

channels and mobile-type mmWave channels related to various beam alignment in the

literature. In [139], [140], the characteristics of directional vehicular mmWave channels

were studied. In [141], the change of channel characteristics, especially the relationship

between coherence time and beamwidth, was studied when using beam alignment

schemes. The beam alignment schemes among vehicles and vehicles to infrastructures

were suggested in [74], [142]–[145], and the corresponding channel characteristics were

addressed.
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2.4 MmWave Channel Measurements

Channel sounders are designed for channel measurements. As the system design be-

comes more complex, the requirements of channel sounding devices have been through

three stages: be able to measure field strength in the 1960s; be able to measure im-

pulse responses, i.e., delay dispersion (wideband systems); be able to measure (double)

directional impulse responses since the 1990s (multi-antenna systems/MIMO) [77].

Nowadays, in order to measure 5G wireless channels, the sounders used for measuring

the directional impulse responses have been further developed with the extension to

support large antenna-array (Massive MIMO) and mmWave frequencies.

2.4.1 Principle of Wide-Band Channel Sounding

According to [77], [146], sounding the wireless channel can be considered as using a

delta function δ(t) to excite a system and analysing the impulse response. It is very

difficult to create an impulse to measure the wireless channels, due to generating an

impulse equal to generating a signal with infinite bandwidth. So, it is very common

to using signal processing technologies to approximate the impulse in reality. Using

pseudo-noise (PN)-sequence sounding signals to measure the channels by correlative

sounder [77] and using OFDM sounding signals to measure the transfer function of

channels in the frequency domain [147] are designed to fulfil such purpose.

In a time-variant system (Rx or Tx is in motion), the repetition period Trep of the

sounding pulse is fundamentally important. In Fig. 2.4, we consider the channel

response to an excitation pulse as one “snapshot” (sample) h(t, τ) of the channel. In

order to track the changes of channel, the repetition time Trep to take these snapshots

must be smaller than the time the channel changes 1
2×vmax [77]. Similar to using

the Nyquist sampling rate (minimum sampling rate) to sample a signal with a band-

limited spectrum, a Nyquist temporal sampling rate needs to be satisfied taking the

snapshots of a time-variant channel with a band-limited Doppler spectrum. Therefore,

the repetition time Trep , which can be considered as temporal sampling frequency,
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Figure 2.4: Sounding principle of a time-variant wireless channel.

must be twice the maximum Doppler frequency (based on the Doppler spectrum of

channel) [77]. Furthermore, the repetition time Trep must be larger than the maximum

excess delay of channel τmax for avoiding the overlapping of the impulse responses from

the consecutive excitation pulses.6

2.4.2 MmWave Channel Sounder

Generally, there are two types of channel sounders: (1) vector network analyser (VNA)

+ antenna/antenna-array, and (2) baseband components + RF components, which

forms a typical RF signal transmission system, see figures 2.5 and 2.6. The first type

of sounders measures the channels in the frequency domain, and it can only measure

the time-invariant (static) channel scenarios, which are normally indoor channel envi-

ronments. The second type of sounders are correlative sounders (see previous section)

and OFDM channel sounders, which measures the wireless channels in time and fre-

quency domain respectively. The advantage is that it can measure the time-variant

channels of both indoor and outdoor scenarios, such as V2V, machine-to-machine

(M2M) scenarios. More details can be found in Chapter 8 of Molisch’s book [77].

6Note that the marked contents are excerpts from [77].
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Figure 2.5: Categories of channel sounder structures.

Figure 2.6: Baseband components + RF components channel sounding system.

In the mmWave channel measurements, the first type of sounders has been widely

used by universities and research institutes due to low cost [107]. As the require-

ment of measuring time-variant mmWave channels, there are more universities and

companies have started to develop the second type of sounders, and more and more

research results have been published based on those sounders in the literature, such

as the channel measurements from NYU [32], Technische Universität Ilmenau [148],

[149], Fraunhofer Heinrich Hertz Institute [150], Electron. & Telecommun. Res. Inst

(ETRI) South Korea [151], as well as the channel measurements from companies R&S,

Keysight [152], Nutaq, etc. In addition, some companies are offering the channel mea-

surement solutions to the research institutes who have difficulties to build the sounder

by themselves and willing to buy channel sounder directly.
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However, the current mmWave channel sounder are not suitable to measure the ve-

hicular/mobile mmWave channels when the Tx and Rx are moving. When both Tx

and Rx use omni-directional antennas, the high attenuation limits the mmWave com-

munication to a very short distance. The vehicular/mobile communication can drop

off frequently, the channel measurements can not be done. When both Tx and Rx

use beamforming or horn antennas, a robust beam alignment scheme need to be im-

plemented in the channel sounder. Though there are plenty of studies related to the

beam alignment schemes as mentioned previously, implementation of them are not

easy. This is one of the biggest challenges for mmWave channel sounders.

2.4.3 A Short Brief of MmWave Channel Measurement Cam-

paigns

There are numerous mmWave channel measurements have been performed in recent

years. The characteristics of mmWave channels have been well reported in the litera-

ture. Table 2.1 list some typical mmWave channel measurement campaigns at differ-

ent frequencies (from below mmWave frequencies 2–4 GHz to 86 GHz) for different

scenarios, which includes indoor office, library, outdoor street canyon, Urban environ-

ment etc. in different cities (Edinburgh, New York, Berlin, Jinan China, etc.).More

measurements results and the overview of mmWave channel measurement campaigns

can be found in [54], [75] and the related literature. Due to the limit of this thesis,

we do not show them.

2.5 Research Gap

The very broad bandwidth is the merit of using mmWave communication. For exam-

ple, mmWave channel measurements with 4 GHz bandwidth were used in METIS [39],

[168]. Within such broad bandwidths of mmWave channels, we expect that the fre-

quency stationarity assumption does not always hold for mmWave channels as those

were studied in the ultra-wide band (UWB) channel below 10 GHz [169]. This is a

31



Chapter 2. Millimetre Wave Channel Modelling: Literature Review

Table 2.1: Brief of mmWave channel measurements

Frequency
(GHz)

Scenario Site Parameters Ref.

2–4, 14–16,
28–30

Indoor base-
ment

Aalborg Frequency and spatial stationarity re-
gions

[153]

11, 16, 28,
and 38

Indoor office Jinan Power delay profile, delay spread, an-
gular spread, power azimuth/elevation
profile, and cluster evolution

[127]

15, 60 Outdoor to in-
door

Stockholm Penetration loss and delay spread [29]

28 Indoor, a five-
story building

New York Path loss, angular spread, and delay
spread

[154]

28 Indoor labora-
tory

Edinburgh Power delay profile, power angle profile,
and delay spread

[111]

28 Urban Daejeon Path loss, delay spread, angular spread,
angle of arrival, and angle of departure

[155],
[156]

38 Outdoor, urban
environment

New York Path loss, delay spread, and outage
study.

[157]

38 Street canyon,
corner scenar-
ios, outdoor to
indoor

Aalborg Reflection, scattering, diffraction, trans-
mission, and polarization

[158]

40 Indoor labora-
tory

Dallas Penetration loss and reflectivity [159]

41,82 Street canyon Berlin Large-scale parameters, time evolution,
and frequency dependence

[29]

45 Indoor con-
ference room,
living room

Nanjing Antenna beamwidth and large-scale fad-
ing

[160]

60 Indoor office Jinan Power delay profile, delay spread, an-
gular spread, power azimuth/elevation
profile

[161]

60 Indoor and out-
door

Durham, Path loss, delay spread, and MIMO ca-
pacity

[162]

60 Urban outdoor Berlin Path loss, time evolution, and human
body shadowing

[163]

61–65 Hospital envi-
ronments

Helsinki Path loss and delay spread [164]

61–63 Indoor confer-
ence room

Lund delay, direction of departure, direction
of arrival, delay spread and direction
spread

[107]

62.5 Indoor living
room

Sendai Received power, angle of departure, and
angle of arrival

[165]

72 Indoor office Shanghai Angular spreads and directional disper-
sion

[166]

81–86 Roof-to-street
and street
canyon

Helsinki Impulse response, frequency response,
and delay

[167]
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problem when utilizing mmWave communications in the environments such as facto-

ries, warehouses, mines of coal/metals, chemistry laboratories, etc., where the sizes

of objects are comparable to the wavelengths of mmWave signals. However, in the

current standard mmWave channel models [29], [39], [83]–[85] and those mmWave

channel models developed recently [32], [107], [132], [170]–[172], the channel param-

eters were normally considered as frequency stationary (FS). Though there is one

component developed to support large antenna array and large bandwidth in stan-

dard channel models, the criterion to determine the large bandwidth is not directly

related to the FnS properties of channels. For example, if we transmit signals with

150 MHz bandwidth at 2 GHz (centre frequency) by an antenna (array) with 1 m

aperture, its bandwidth is smaller than the criteria c/D = 300 MHz. This criteria is

used to determine if the bandwidth can be treated as a large bandwidth (where c is

speed of light and D is the aperture of antenna). While, it is considered as a FnS

channel according to the results in Section 3.3. The FnS property clearly needs to be

further studied. Furthermore, the study of frequency dependent channel with broad

bandwidth, i.e., frequency stationarity, is also required. For example, the multi-band

OFDM system is widely accepted for UWB communications [173]. The multi-band

OFDM technologies can also be used to generate a mmWave sounder signal with

very broad bandwidth. It is possible to model each of narrow-band OFDM channels,

but we cannot simply combine them. The frequency-dependent statistical parameters

of those multi-band channels and the modelling of frequency-consistent multi-band

channels need to be studied.

Highly directional transmitted signals are used in mmWave communications for com-

pensating high attenuation. Such signals only experience a part of the whole channel

environment and this is another key feature of mmWave communication. In the stan-

dard mmWave channels, the studies of mmWave channels inherit the approaches of

studying the conventional 3G/4G channels. Model the whole omni-directional chan-

nel first, then, obtain the directional mmWave channels by multiplying the directional

antenna patterns or by applying the beamforming technology on the antenna arrays

at both the Tx and Rx. However, the channel environment is inhomogeneous in

different directions in reality. The objects, such as building, trees, vehicles, human,
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etc., contribute differently to the statistical properties of channel in different direc-

tions. In the standard channel models, the approach used to generate the directional

channels lacks in-depth analysis on the inhomogeneity of wireless environment at the

moment. The whole environment is considered as a homogeneous environment and

it is described with same statistical property. The different properties of directional

mmWave channels cannot be properly represented. For example, we have tried to use

the Quadriga model [71] to generate the directional mmWave channels based on the

scenario configurations from mmMagic/3GPP in Quadriga’s archive with different

beamwidths of the antenna beams, different rotating azimuth angles, and different

mmMagic/3GPP channel parameters. We found that the comparison of estimated

statistical parameters between the simulations and measured data, such as the cluster

number, the value of RMS delay spread and their distributions (in chapter IV and V)

are quite different. The reason could be that the standard mmWave channel models

using the estimated parameters based on the whole channel cannot really represent

the properties of directional mmWave channels due to the inhomogeneity of environ-

ment. Therefore, further studies about the directionality of mmWave channels are

needed.

There are quite a few beam alignment schemes that have been developed for mmWave

communications where beamforming technology is applied at both Tx and Rx, such

as adaptive beamforming [61], [62], dual connectivity [67], intelligent beam search

and tracking algorithms [69], etc. Consequently, modelling the mmWave channels

facing new challenges that how to correctly model the characteristics of mobile-type

mmWave channels based on various beam alignment schemes. So, the researches in

this field are twofold, both the beam alignment scheme and the changes of channel

characteristics caused by the beam alignment scheme need to be studied at the same

time. In the latest studies, the beam alignment schemes developed require the system-

level controls from protocol and application layers. They are relatively complicated

to be implemented. Meanwhile, further studies related to the channel characteristics

affected by using beams and applying beam alignment schemes in the mmWave com-

munication, such as beamwidth impact [141], are required. There is still a lot of work

needs to be done.
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2.6 Summary

This chapter has categorized wireless channel models as deterministic channel model,

stochastic channel model, and hybrid channel models. It also categorized the stan-

dard mmWave channel models as geometry-based stochastic channel models. After

that, we have first reviewed the features of some standard channel models and their

emphasis in the modelling of mmWave channel properties have been briefed. We have

also reviewed the specific characteristics of mmWave channels that are different from

conventional 3G/4G channels. Second, we have reviewed the current studies about the

directionality of mmWave channels, and the NYU models have been briefed. Then,

the current beam alignment schemes developed for mmWave communications have

been briefed and the studies of vehicular and mobile mmWave channels have been

addressed. In the end of this chapter, the mmWave channel sounders have been in-

troduced and a brief of the mmWave channel measurements have been listed based

on [54]. In summary, the studies of mmWave channels were not sufficient enough,

there are still quite a few open topics.
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Chapter 3
Frequency non-Stationarity and Frequency

non-Stationary Channel Modelling

3.1 Introduction

MmWave communication technology is one of the most promising candidates for the

5G wireless networks and even beyond 5G (B5G) [2], [75]. There are about 7 GHz

bandwidth resource available in 60 GHz band (unlicensed) and 1 GHz bandwidth

resource available in 28 GHz and 38 GHz bands [31]. In current mmWave channel

measurements, channel sounding signals with 500 MHz or even broader bandwidths

are normally utilised [55], [132], [174]. With such large bandwidths, the propagation

properties of mmWave channels can be very different from those of channels in the

4G communication systems.

The stationarity study of wireless channels plays a fundamental role in the analysis of

channel measurements and channel modelling. Wide-sense stationary (WSS) channels

were introduced in [175], and the stationarity assumptions in the time, frequency, and

spatial domains can be found in [77], [176]. In the WINNER II/+ [92], [93], ITU-

R [177], and 3GPP [95] channel models, the concept of segments and drops were used

to define the “quasi-stationary” periods, during which the channels satisfy the WSS

assumption. In QuaDRiGa [71], COST 2100 [94], and recently developed channel
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models based on WINNER+, [129], [178], time evolution was used in the study of

channel non-stationarities in the time domain, based on the trajectory of a mobile

terminal and birth-death processes. Similarly, time evolution was also used in the

modelling of high-speed train (HST) and vehicle-to-vehicle (V2V) channels [90], [179]–

[182]. In the study of massive multiple-input and multiple-output (MIMO) channels,

it was shown that the cluster powers vary over the large antenna array [127], [183].

The spatial stationary assumption does not hold for the whole large antenna array.

The modelling of spatial-variation over large antenna arrays was suggested for the

COST 2100 channel model based on the modification of visibility region (VR) [184].

A newly developed novel massive MIMO channel model in [185] addressed the spatial

non-stationarity along the antenna axis. In [72], [73], [89], birth-death processes were

proposed to model both the temporal and spatial non-stationarities of channels in a

similar manner. More related research results can be found in [91].

IEEE 802.15.4a ultra-wide band (UWB) channel model can support up to 2 GHz

bandwidths [169]. Due to the fact that the wavelengths of sounding signals used in

channel measurements are comparable to the sizes of objects in the environment, the

fundamental propagation processes such as reflection and diffraction are frequency

dependent within UWB channels [186]. Since the frequency stationarity assumption

does not hold for the whole bandwidth, UWB channels can be considered as frequency

non-stationary (FnS) channels. In [174], the frequency-selective propagation phenom-

ena of mmWave channels were found. In [187], the results of root mean square (RMS)

delay spread (DS) and angle spread (AS) were shown to be frequency dependent

within 6 GHz bandwidth, i.e., 2–8 GHz. MmWave channels normally have compara-

ble bandwidths to those of UWB channels. In METIS [39], [168], mmWave channel

measurements with 4 GHz bandwidth were used. Map-based mmWave channel mod-

els addressed the frequency range up to 100 GHz and the bandwidths of mmWave

channels up to 10% of the centre frequency can be supported. We can expect that the

frequency stationarity assumption does not always hold for mmWave channels within

such broad bandwidths. This can happen when utilizing mmWave communications

in the environments such as factories, warehouses, mines of coal/metals, chemistry

laboratories, etc., where the sizes of objects are comparable to the wavelengths of
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mmWave signals. In the ray tracing models of mmMAGIC [29], we can also find

that the diffuse scattering at mmWave frequencies was studied based on the simi-

lar concern that the sizes of objects are comparable to the wavelengths of mmWave

signals. However, in the current standard mmWave channel models, such as IEEE

802.15.3c [83], IEEE 802.11ad [84], MiWEBA [85], mmMAGIC, METIS, and those

mmWave channel models developed recently [32], [107], [132], the channel parameters

were normally considered as frequency stationary (FS).

In the development of 5G channel models, the general studies of frequency dependent

channel parameters can be found in 5GCM [1] and latest 3GPP [95] channel mod-

els. We can observe the drift of channel parameters within a few consecutive GHz

frequency interval in both the sub-6 GHz and mmWave frequency ranges. In the

latest 3GPP, IMT 2020 [102], and 5GCM models, a new component was developed to

support the advanced simulation of massive MIMO channels with large bandwidths

and large antenna arrays. If the bandwidth is greater than the ratio of speed of light

over maximum antenna aperture, the channel coefficient generation step related to

modelling clusters is updated to model individual rays. This implies that the WSS

assumption may not hold for the channels with large bandwidths and large antenna

arrays. However, that criterion is not suitable to determine the FnS properties and

it cannot be used to model the FnS channels. Since broad bandwidth resource is the

main merit of using mmWave frequencies in 5G communications, the studies about

the FnS properties of mmWave channels are required.

In this chapter, we first introduce an APDP method to study the stationarities of

channels in the time, frequency, and spatial domains. We apply it in the study of

frequency stationarity regions (FSRs) of channels in both the sub-6 GHz and mmWave

frequency bands based on real channel measurements. This part of the work is similar

to that in [153]. In current work, a further data analysis is carried out showing the

FnS properties of measured channels. Then, a general FnS channel model is proposed

to model the FnS channels.
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3.1.1 Contributions

The contributions of this chapter are summarized as follows.

• The channel measurements in both sub-6 GHz and mmWave frequency bands

were performed in a basement environment. The FSRs of channels in three

bands are compared and the FnS properties are found. The variation of sta-

tistical parameters within the bandwidth of FnS channels is illustrated. The

phenomenon of frequency-non-stationarity is shown.

• A novel FnS channel model is proposed to model the channels in both the sub-6

GHz and mmWave frequency bands. In the model, the FnS channel is split into

a few FS sub-band channels, modelled one by one, and combined into one FnS

channel. Thus, this model also explains the differences between the wideband

FS and FnS channels.

• For easy implementation, the modelling of first sub-band channel is similar to

that of the 3GPP model. The rest of sub-band channels are modelled based

on the cluster evolution in the frequency domain. Due to the inherent nature

of stochastic channel models, the consistency issues of simulated channels in

temporal and spatial domains were raised in [71] and [188]. Using the frequency

domain cluster evolution can avoid the similar issue happening in the frequency

domain. It ensures the frequency consistency of simulated sub-band channels.

The reminder of chapter is organized as follows. Section 3.2 introduces an APDP

method to estimate the stationarity regions in time, frequency, and spatial domains.

The data analysis of frequency stationarity based on real channel measurements is

shown in Section 3.3. In Section 3.4, a FnS channel model is proposed to model the

FnS properties of the measured channels in both sub-6 GHz and mmWave frequency

bands. The details of generating the FnS channel coefficients can be found in Sec-

tion 3.5. The validation of the proposed FnS channel model is shown in Section 3.6.

Finally, conclusions are drawn in Section 3.7.
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Figure 3.1: Sliding windows of APDPs moving along the time axis.

3.2 Stationarity Regions in Time, Frequency, and

Spatial Domains

As mentioned in the motivation of this thesis in Section 1.2, in order to improve the

mmWave channel models, the stationarity study of mmWave channels is fundamental.

In this chapter, we first introduce the method to study the stationarity region of

channels. Then, the non-stationary channel model based on the results of stationarity

studies will be proposed.

Currently, the APDP method [189] and covariance matrix distance (CMD) method

[190]–[192] are generally used to estimate the stationarity regions of channels in the

time and spatial domains. Though the CMD method can be used to estimate the

stationarity region in the frequency domain, the channel correlation based on antenna

arrays is required in the calculation. Compared with that, the APDP method does

not have such limit. Therefore, we choose to use APDP method in the thesis. We

extends the former APDP method in [189] that was used to study the stationarity

regions of the channels in the time and spatial domains to the frequency domain.
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3.2.1 APDP Method Applied in Time Domain

For a 1×1 wideband wireless channel, we define h(ti, τ) as a channel impulse response

(CIR). Then the instantaneous power delay profile (PDP) Ph(ti, τ) = |h(ti, τ)|2 can

be seen as a snapshot of the channel at specific time ti, i = 1, 2, ..., N , and we assume

there are N snapshots in total as Fig. 3.1. We define Ph(t, τ) as

Ph(t, τ) =
1

n

n∑
i=1

|h(ti, τ)|2 (3.1)

to present the average PDP of n-snapshots (n � N) in one sliding window on the

time axis t , and define Ph(t +4t, τ) as another APDP of n-snapshots as it moves

forward along the time axis t with a distance of 4t. Where t is the average time of ti.

It can be consider as the middle ti in the sliding window. The correlation coefficient

between the APDPs is defined as

c(t,4t) =

∫
Ph(t, τ)Ph(t+4t, τ)dτ

max{
∫
Ph(t, τ)2dτ,

∫
Ph(t+4t, τ)2dτ}

. (3.2)

If the correlation coefficients c(t,4t) between the APDPs are all higher than the

allowance of the similarity level (ASL) [153] tcASL, then the stationary interval dt is

defined as the stationarity region in the time domain

dt = max{4t | c(t,4t) ≥ tcASL}. (3.3)

We assume that the n-snapshots used to calculate the APDPs are within a very

small interval that is much smaller than the stationary region. Using the larger value

of
∫
Ph(t, τ)2dτ and

∫
Ph(t +4t, τ)2dτ in the denominator of (3.2) is to assure the

correlation coefficient is smaller than 1 when using the real measurement data in the

calculation. Because the errors may be introduced in the measurements and those

can invalid the equation to calculate the correlation coefficient (may larger than “1”,

for example) in the book [193]. Note that 4t can be both positive and negative.
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In practise, if an ensemble of CIRs measured at different time points within a time

interval satisfy the WSS assumption, we consider them are within one stationarity

region [194], and the statistical parameters of channel in such time interval can be

estimated. This is not the same as the coherence time interval that those CIRs within

can be considered approximately the same [77]. The ASL is the threshold to de-

termine the size of stationarity region. We may consider it as the worst tolerable

inaccuracy from the systematic level point of view, where the performance of com-

munication systems is predicted based on the wireless channel models. Since each

channel environment is unique, the ASL level need to be carefully chosen for each

single wireless channel environment. Therefore, it is difficult to suggest an uniform

verdict on the value of ASL at the moment. It can depend on personal judgement in

the data analysis of each individual environment.

3.2.2 APDP Method Applied in Spatial Domain

Since the channel sounder samples the channel by impulses at both discrete times and

discrete space as long as the Nyquist sampling frequency is satisfied (mentioned in

Section 2.4.1), analogously, the definition of stationarity region in the spatial domain

can be a logical-shift from time domain. The calculation of stationarity region in

the spatial domain is very similar to that in the time domain. The sliding window

moves along spatial axis (along the antenna array) instead of time axis, whilst other

procedures maintain the same. For a N × 1 wideband wireless channel scenario, we

replace t by r and replace 4t by 4r in (3.1) to (3.3).

3.2.3 APDP Method Applied in Frequency Domain

In Fig. 3.2, two cluster-maps are used to represent the two different FSRs of same

channel (environment). One is at high frequencies and the other one is at low frequen-

cies. Within each of the FSR, the statistical parameters of channel does not change.

However, those are different between two FSRs. If the bandwidth of a channel is broad
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Figure 3.2: FSRs of the channel in high frequencies and low frequencies in the
same environment.

enough to cover both the FSRs in the high frequencies and low frequencies, then, such

channel is considered as a FnS channel. For example, the fundamental propagation

processes such as reflection and diffraction are frequency-dependent within the band-

widths of UWB channels, because the wavelengths of sounding signals used in channel

measurements are comparable to the sizes of objects in the environment [186]. There

are also rich studies of frequency-dependent statistical parameters within the band-

width of UWB channels (including the frequency range below 6 GHz) [169]. This

means that UWB channels have covered more than one FSRs. Similar explanation of

such phenomenon can be found in [195].

The proposed APDP method used in estimating the FSRs is an extension of the

APDP method [189] used in estimating the stationarity regions in the time and spatial

domains.

3.2.3.1 Case 1: Averaging on Snapshots

For a 1× 1 wideband wireless channel, we define H(ti, f) as channel transfer function

(Fourier transformation of h(ti, τ)). Then the instantaneous power transfer function

(PTF) of the channel PH(ti, f) =|H(ti, f)|2 can also represent a snapshot of the chan-

nel at specific time ti, i = 1, 2, ..., N . We assume there are N snapshots in total as

Fig. 3.3, and the bandwidth of each snapshot consists of M frequency points.
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Figure 3.3: Sliding-windows of sub-APTFs moving along the frequency axis (we
denote PH(t, f ′) as the PH(t, f ′) before averaging).

First, we average the PTF of n-snapshots along time axis t as the average PTF

(APTF), which can be expressed as

PH(t, f) =
1

n

n∑
i=1

|H(ti, f)|2 (3.4)

where t is the average time of ti. Second, we define m-frequency-points sub-APTF

(m � M) as PH(t, f ′) in one sliding window on the frequency axis f , and define

another m-frequency-points sub-APTF PH(t, f ′ +4f) as it moves forward along the

frequency axis f with a distance of4f . In order to avoid misunderstanding, we define

f ′ as the frequencies within the sliding-windows. The correlation coefficient between

the sub-APTFs is defined as

c(f,4f) =

∫
PH(t, f ′)PH(t, f ′ +4f)df ′

max{
∫
PH(t, f ′)2df ′,

∫
PH(t, f ′ +4f)2df ′}

. (3.5)

If the correlation coefficients c(f,4f) between the sub-APTFs are all higher than the

ASL fcASL, then the stationary bandwidth df is defined as the stationarity region in
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the frequency domain, i.e. FSR

df = max{4f | c(f,4f) ≥ fcASL}. (3.6)

Likewise, we assume that the sub-APTFs are within a bandwidth that is much smaller

than the stationary bandwidth.

Note that the n-snapshots selected in the first step should be within one stationarity

region in the time domain (may need to estimate the stationarity interval first by the

equations mentioned in last section 3.2.1 since all the stationarity conditions need to

be met in time, frequency, and spatial domains when studying a channel). For the

sub-APTFs in (3.5), we can consider them as imaginary FS-CIRs with much narrower

bandwidths after Fourier transforming them to the time domain. However, in Section

3.2.1 and 3.2.2, the complete CIRs should be used since the transmitted signals in

reality can be FnS and it is required to estimate the channel properties based on the

FnS sounding signals used in the channel measurement.

3.2.3.2 Case 2: Averaging on Antenna Array

For a N × 1 wireless channel scenario, such as using vector network analyser (VNA)

to measure a time-invariant channel environment based on virtual antenna array

methodology [196], we calculate PTF based on antenna arrays instead. Here we define

PH(ri, f) = |H(ri, f)|2 as the PTF, and ri is the antenna position along “r-axis” as

in Fig. 3.3. Compared with case 1, the APTF should be denoted as

PH(r, f) =
1

n

n∑
i=1

|H(ri, f)|2. (3.7)

The first step is now changed to average the PTFs based on the CIRs measured by

an n-antenna subarray. Then the second step and the following are the same.

Similarly, the n-antenna subarray used to calculate the APTF should be selected

within one stationary region in spatial domain (see the reason in the last the Section).
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3.3 Channel Measurements and Data Analysis

3.3.1 Channel Measurements and Data Processing

The channel measurements were performed in a big and empty indoor basement en-

vironment [197]. The channel sounder consists of a VNA and a large virtual uniform

circular array (UCA) with the radius 0.5 m. The channel was measured in a sub-

6 GHz frequency band of 2−4 GHz, and two mmWave frequency bands of 14−16

GHz and 28−30 GHz. There are 750 frequency points within each of the frequency

bands (frequency interval is 2.67 MHz). The area of the basement was 7.85 m ×7.71

m as in Fig. 3.4. Two bi-conical antennas with a frequency range from 2−30 GHz

were used at both Tx and Rx each. Their radiation patterns are omni-directional on

the horizontal plane. One antenna was fixed at about 1 m height at the Tx side. The

other one was moved along the trajectory of the virtual UCA at 1 m height at the

Rx side. The whole UCA consists of 720 virtual antennas, and the distance between

each two adjacent virtual antenna positions was 0.0044 m (less than λ/2 at 30 GHz).

Both line-of-sight (LOS) and non-LOS (NLOS) scenarios were measured, and a metal

board was placed between Tx and Rx for the NLOS scenario.

Note that we choose using virtual antenna array over real antenna array for lowering

the cost of channel sounder and reducing the correlation among real antennas. It is

also a widely used channel measurement method [196] to study the channels in differ-

ent standard channel models. For example, it is not possible to use 720 real antennas

to measure the channel at the same time in reality considering the aforementioned

channel measurement. Also note that the interval between each two consecutive an-

tenna elements of an antenna array should be about half wavelength (not much larger

or smaller than half wavelength) in order to reduce the side lobes and maintain a

narrow radiation pattern. Otherwise, the directivity of beam decreases and unex-

pected multipath components in ambiguous direction of arrival [169] can receive in

the channel measurements.
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Figure 3.4: Floorplan of the channel measurements in the basements.

Figure 3.5: Approximation of linear antenna subarrays.

Table 3.1: Size of FSRs in a NLOS scenario.

Frequency
bands (GHz)

Size of FSRs in MHz for
ASL = 0.5

Size of FSRs in MHz for
ASL = 0.8

2–4 18.69 2.67
14–16 638.13 104.13
28–30 638.13 285.29

Since the Rayleigh distance [127] of the whole UCA is beyond 200 meters (at 30 GHz),

in the data analysis, 16 consecutive virtual antennas are chosen as the virtual linear

subarray within each sliding window along half of the virtual UCA as in Fig. 3.5. The

size of virtual linear subarray is approximately 0.07 m. The Rayleigh distance of it is

considered shorter than the distance between Tx and Rx. To avoid the duplication

in the content, more details of data processing can be found in Section 3.3.3 and

Section 3.4.
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Figure 3.6: The FSRs of the channels, NLOS scenario: (a) correlation coefficients
of the sub-APTFs and (b) stationary bandwidth vs. ASLs.

3.3.2 FSR Analysis

The calculation of frequency correlation coefficients was based on the APDP method

applied in the frequency domain: averaging on antenna array as in Section 3.2.3.2.

In order to reduce fluctuation in the results, the bandwidths of sub-APTFs in the

sliding windows were 5% of the centre frequency in each of the frequency bands for

all the results shown below. The results were consistent with those calculated when

using a narrower bandwidth. The 5% bandwidth is assumed smaller than the FSRs

of channels in all three bands.

In the estimation of the FSRs based on Fig. 3.6a, we read the value from the x-axis
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Figure 3.7: Correlation coefficients of the sub-APTFs in the LOS scenario.

as the stationary bandwidth (FSR) when the correlation coefficients cross the ASL

level for the first time. Given ASL = 0.8 as an example, it is clear that the stationary

bandwidths in 14−16 GHz and 28−30 GHz bands are larger than those in 2−4 GHz

band. In Fig. 3.6b, we illustrate the stationary bandwidths of all three bands for the

ASLs from 0.4 to 0.95. It shows that the FSRs in 14−16 GHz and 28−30 GHz bands

are much larger than that in 2−4 GHz band. The results shown are based on the

averaging of first virtual linear subarray of the virtual UCA (16 virtual antennas out

of 720). The FSRs based on other virtual linear subarrays around the whole UCA

are also calculated, and the comparable estimation results between the 14–16 GHz

band and 28–30 GHz band are found. However, all the estimated FSRs in mmWave

frequency bands are much larger than those in sub-6 GHz frequency band for different

ASLs. This is an important baseline for the data analysis and modelling in the rest

of chapter.

WINNER II channel models support 100 MHz system bandwidth, which is considered

within one FSR. The FSR found in the 2−4 GHz band for the ASL = 0.5 is 18.69 MHz,

which is much smaller, see Table 3.1. One reason could be that the ASL chosen is too

high. Another reason could be that the sizes of scatterers in the basement is closer to

the wavelengths of the frequencies in 2−4 GHz bands, such as the wall, ceiling, and

windows, etc. (if the sizes of the objects in the channel are more comparable to the

length of wavelength, the statistics of channel become more various). We can find
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that the frequency-dependent scattering and reflection coefficients become smaller as

the frequency goes higher in [39], [169]. Therefore, the sounding signals in lower

frequencies are more interactive with the objects in this scenario. This also explains

that the correlation coefficients are much larger in 14–16 GHz and 28–30 GHz bands

than those in 2–4 GHz band in Fig. 3.6a. We can also observe that, for example, the

correlation coefficients of sub-APTFs in 2−4 GHz band are all higher than 0.3 for the

stationary bandwidth within 467.25 MHz in Fig. 3.6a, i.e., the FSR is 467.25 MHz

based on the ASL=0.3. Though this bandwidth seems too large, but for this specific

scenario, it could be a reasonable size of FSR for 2−4 GHz band.

For the LOS scenario, the correlation coefficients of 14−16 GHz and 28−30 GHz

frequency bands are very similar at very high values as in Fig. 3.7. It is difficult to

find an ASL to determine which frequency band has larger stationary bandwidth. The

reason could be that the attenuation per meter of signals increases dramatically as

the frequency goes higher. Therefore, the LOS component becomes more dominant

in the measured CIRs at higher frequencies. The ratios of LOS component over

NLOS components, i.e., K-factors [77], [176], are estimated based on the APDPs

obtained from the first virtual linear subarray (similar results from other virtual linear

subarrays). The K-factor in 2−4 GHz band is about 3 dB, it is about 12 dB in 14-

−16 GHz band and about 15 dB in 28−30 GHz band. It makes sense that the LOS

component is more dominant in the measured CIRs in the 14−16 GHz and 28−30

GHz bands and the correlation coefficients estimated from those two bands mainly

reflect the LOS component itself.

We notice that the FSRs (stationary bandwidths) are not linearly proportional to the

centre frequency in each measured frequency band. We can see that in both Fig. 3.6a

and Fig. 3.7, the correlation coefficients of sub-APTFs are very close together for the

14-16 GHz and 28-30 GHz bands. Since the FSRs are determined from the correlation

coefficients of sub-APTFs by given ASLs, the FSRs are the same in the 14-16 GHz

band and in the 28-30 GHz band based on the results shown in Fig. 3.6b and Table 3.1,

especially when the given ASL is smaller than approximately 0.72. The sizes of FSRs

in different frequencies are not similar to that of defining the coherence bandwidth
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Figure 3.8: Estimated MPCs in some of the sub-band channels from 2 to 4 GHz
(LOS scenario).

(fractal bandwidth), 10% of the centre frequency (rule of thumb), within which the

channel is approximately considered frequency flat [198].

3.3.3 Variation of Statistical Properties of Channels

Figure 3.9: Estimated MPCs in the sub-band channels from 28 to 30GHz (LOS
scenario).

Since the estimated FSRs are smaller than 2 GHz for the channels in those three

frequency bands, the WSS assumption is only valid within one FSR, not the whole
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bandwidth of 2 GHz. Therefore, those channels should be considered as FnS. For

the convenience, we equally split the bandwidth of 2–4 GHz band into 25 sub-bands,

each with 80.1 MHz bandwidth (30 frequency points × 4f , 4f = 2.67 MHz). We

also equally split the bandwidth of 28–30 GHz band into 3 sub-bands, each with

667.5 MHz bandwidth (250 frequency points). The (stationary) bandwidths of the

sub-band channels chosen are close to those of the standard channel models, such

as WINNER II (100 MHz in sub-6 GHz bands) and METIS (500 MHz or larger in

mmWave bands).

We choose 30 dB and 40 dB dynamic range of the sub-band CIRs in 2–4 GHz and

in 14–16/28–30 GHz frequency bands, respectively. SAGE [199], [200] is used in the

estimation of azimuth angle of arrival (AoA), time of arrival (ToA), and amplitude

of multi-path components (MPCs) in each sub-band channels based on the first 16-

virtual linear subarray. We estimate 35 MPCs from the sub-band channels within

2–4 GHz band, and 250 MPCs from those within 28–30 GHz band (the number of

estimated MPCs are comparable to those in [107], [201]). The results are illustrated

in Fig. 3.8 and Fig. 3.9. By virtual judgement, we can circle the clusters based on the

MPCs with strongest powers in red colour. We can observe clearly different delays

and angles of the MPCs with higher powers in Fig. 3.8, and slightly differences of

those in Fig. 3.9. The MPCs of sub-band channels based on other 16 virtual linear

subarrays are also estimated. Similar phenomenon was found. We do not show them

here for conciseness purposes.

Note that it shows a larger gap before the first estimated cluster in Fig. 3.9 than that

in Fig. 3.8. However, the excess delay before first arrival MPC in 2–4 GHz band should

be comparable to that in 28–30 GHz band. The reason can be that the duration of

delay bins in the impulse responses of sub-bands within 2–4 GHz (1/80.1 MHz) are

much larger than those in the sub-bands within 28–30 GHz (1/667.5 MHz), which are

determined by the bandwidths of the sub-bands channels mentioned in the beginning

of this section. Since the estimated clusters are always located in the middle of delay

bin, the estimated excess delay of first MPC in the first large delay bin of an impulse

response in 2–4 GHz band looks like much shorter. The delay bin duration of the
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(a)

(b)

Figure 3.10: The FCFs of the sub-band channels, NLOS scenario: (a) within
2–4 GHz band and (b) within 28–30 GHz band.

impulse responses in 28–30 GHz band is much smaller than that in 2–4 GHz band,

the estimated excess delay of first arrival MPC can be more accurately estimated in

28–30 GHz band, and the excess delay of first arrival MPC (half duration of delay

bin) looks longer.
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3.3.3.1 Statistical Property of Channel in Frequency Domain

Autocorrelation function is normally used to present the statistical property of wireless

channel in the time domain [77], [88]. In the frequency domain, frequency correla-

tion function (FCF) can be used to represent the statistical properties of channels.

Similarly, the FCF can be defined as

RH(f1; f2) = E{H∗(f1)H(f2)} (3.8)

where H(f) is transfer function (Fourier transformation of CIR), and [·]∗ and E{·}

are conjugate operator and expectation operator, respectively.

3.3.3.2 Variation of FCFs of Sub-Band Channels

The FCFs of sub-band channels are shown in Fig. 3.10. The FCFs of selected sub-

band channels within the 2–4 GHz band are apparently different in Fig. 3.10a (only

shown the most different ones) and the maximum difference is 0.2. The FCFs of sub-

band channels within the 28–30 GHz band are slightly different to each other and the

maximum difference is 0.067. This is consistent with the MPC estimations in Fig. 3.8

and Fig. 3.9. Note that the results here can be an explanation about the higher values

of correlation coefficients in mmWave frequency bands in Fig. 3.6a.

3.4 A FnS Channel model

To the best of our knowledge, the current standard channel models are not suitable

to model the measured FnS channels described previously. Though the UWB channel

models [186], [202] are FnS channel models, but they do not address the 14–16 GHz

and 28–30 GHz frequency bands. However, the methodology of modelling the channel

is totally different from 3GPP model. In addition, they are highly complex. Therefore,

we propose a general FnS channel model and it can be used to model the channels in

both the sub-6 GHz and mmWave frequency bands.
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Figure 3.11: Cluster evolution in the frequency domain.

3.4.1 FnS Channel Modelling

Given a static FnS wireless channel with the bandwidth covers a few FSRs, we assume

that there is a shifting window in the frequency domain with the bandwidth covering

only one FSR, and it moves over each FS sub-band channel within such FnS channel.

Assume that the whole FnS channel is the sum of all sub-band channels, in case the

sub-band channels are non-overlapping to each other, it can be written as

h(τ) =
O∑
o=1

F−1[δ(f − fco)]hsub(τ, fco) (3.9)

where there are O sub-band channels, o = 1, 2, ..., O, fco denoting the centre frequency

fc1, fc2, ...fcO of sub-band channel, and F−1[·] is the inverse Fourier transformation.

For each sub-band channel, i.e., a wideband channel [77], it can be modelled as

hsub(τ, fco) =
L∑
l=1

M∑
m=1

al,m(fco)exp(jβl,m)

× δ(τ − τl(fco)− τl,m(fco))

× δ(θ − θl(fco)− θl,m(fco))

(3.10)

where we assume there are L clusters and M rays in each cluster, l = 1, 2, ..., L,

m = 1, 2, ...,M . The amplitude of ray is denoted as al,m(fco). The inter-cluster delay
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Figure 3.12: Tidal variation, as a metaphor to explain the cluster evolution in
the frequency domain.

and angle are denoted as τl(fco) and θl(fco). Due to scattering, reflection, etc. as the

rays travel through the channel, exp(jβl,m) represents the random phases of rays and

βl,m is uniformly distributed, βl,m ∼ Uni[−π, π).

Note that we can also let the sub-band channels overlap to each other. This is also

suitable for the purposed model. However, the modelling workload will increase in

this case. For conciseness purposes, we do not discuss this case.

3.4.2 Cluster Evolution in Frequency Domain

It is not realistic neither efficient to model each sub-band channel according to 3GPP

model individually and add them up as one FnS channel based on (3.9). Therefore,

a novel frequency domain cluster evolution is proposed for the implementation of

FnS model as shown in Fig. 3.11. It describes the relationship among those sub-

band channels, and maintains each two consecutive sub-band channels at a reasonable

similarity level. This also assures the frequency consistency of sub-band channels, i.e.,

the similarity level of simulated sub-band channels is as close as possible to that of

the sub-band channels found in the measurement data analysis.

Tidal variation can be used as a metaphor to describe the cluster evolution in the

frequency domain as Fig. 3.12. We assume that the high tide and low tide situations
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represent two estimated cluster-maps of two sub-band channels. There are two cate-

gories of differences we can observe from the high tide and low tide situations: the size

of rocks and the number of rocks. Those are used to describe the cluster differences

in two consecutive sub-band channels in the frequency domain cluster evolution.

The idea is based on that a cluster is a bunch of estimated MPCs, which represent

the interaction between the transmitting signals and a bunch of correlated scatterers

(objects). They are defined and modelled with reasonable discrepancies based on the

frequency and bandwidth of channel. The proposed algorithm of cluster evolution in

the frequency domain is similar to the birth-death processes used in [72], [73], [89].

However, we simply use cluster survival rate instead of the cluster birth rate and death

rate as follows:

• Track the survival probability of each single cluster by

Psurvival = exp(−λO′) (3.11)

when it evolves from one sub-band channel into another one. The rate parameter

is denoted by λ, and O′ is the number of sub-band channels one cluster survives.

• Pre-define the number of clusters for all sub-band channels by trend. When

the clusters evolve to another sub-band channel, only generate new clusters to

substitute the dead or if the number of clusters increases.

• In a new sub-band channel, use the updated inter-cluster parameters by the

trends when generating new cluster. Update all the intra-cluster parameters of

the clusters by the trends.

Note that it is primary to consider the cluster evolution in the frequency domain

for a static channel. For the time-variant channels, which consists of a few or many

snapshots, the cluster evolution in the frequency domain can be processed snapshot

by snapshot since each snapshot is considered as a static channel.
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Table 3.2: Parameters of sub-band channels (NLOS scenario, 2–4 GHz).

Parameters Mean Maximum
(Inter-cluster) DSs, στ (fco) (ns) 15.516 22.263
Standard deviation of ray delays (ns) 46 74.78
Standard deviation of inter-cluster an-
gles, σθ(fco) (◦)

49.59 63.5877

Standard deviation of intra-cluster ray
angles (◦)

6.6874 9.6

Table 3.3: Parameters of sub-band channels (NLOS scenario, 28–30 GHz).

Parameters Mean Maximum
(Inter-cluster) DSs, στ (fco) (ns) 7.865 9.395
Standard deviation of ray delays (ns) 12.567 14.827
Standard deviation of inter-cluster an-
gles, σθ(fco) (◦)

49.67 51.185

Standard deviation of intra-cluster ray
angles (◦)

8.26 8.817

3.4.3 Statistical Parameters of Measured Sub-Band Chan-

nels

3.4.3.1 Parameters Estimation

As described in Section 3.3.3 to split the 2 GHz band into sub-band channels, we es-

timated the MPCs of each sub-band. For each FnS CIR, it consist of delay/frequency

750 points. We split the 2–4 GHz band (750 frequency points) into 25 sub-band chan-

nels (each having 30 frequency points) and split the 28–30 GHz band (750 frequency

points) into 3 sub-band channels (each having 250 frequency points). The numbers

of clusters estimated by K-mean [203] are different in different sub-band channels due

to the FnS property within 2 GHz bandwidth. We then apply visual judgement on

the estimated clusters in each sub-band channels. We determine 7 clusters for each

sub-band channel within the 2–4 GHz band and 10 clusters for each sub-band channel

within the 28–30 GHz band, which are the highest reasonably estimated cluster num-

bers from those 30 sub-band channels within 2–4 GHz band and 3 sub-band channels

within 28–30 GHz band. It enables us to capture the cluster properties of all the sub-

band channels in different frequencies. The procedure for the parameter estimations

of all the sub-band channels can be described by the pseudo code as below:
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1: Determine the stationary bandwidth of sub-band channels, and equally split the

FnS channel into FS sub-band channels according to the FSR;

2: while (o < number of sub-band channels) do

3: Estimate the delay, angle and the amplitude of the MPCs in current sub-band

channel by SAGE;

4: Cluster the MPCs;

5: Estimate the inter-cluster and intra-cluster parameters;

6: end while

7: Find out the statistics of the inter-cluster and intra-cluster parameters of all sub-

band channels.

The statistics of inter-cluster and intra-cluster parameters of all the sub-band channels

are illustrated in Table 3.2 and Table 3.3. Due to that it is similar to estimate the

parameters from the 14-16 GHz measurement data and for the compact of content,

we do not show the results.

Note that the parameters in the tables were estimated based on one channel measure-

ment campaign. They are unique and considered as a deterministic description of such

radio environmental [77] (as well as survival probability [73]). We do not recommend

to use those parameters in the prediction of the characteristics of channels in other

environments. Much more works are required to determine the channel parameters

used in this purpose and we leave it in the future at the moment. In addition, there are

specially developed ToA/AoA algorithms that are used in the parameter estimation

of UWB channels [169], [204], [205]. We expect that some of the algorithms could

be used in the parameter estimations of FnS mmWave channels. However, further

studies are required to verify the feasibility of them and we leave it in the future.

3.4.3.2 Trends of Statistical Parameters

The trends of statistical parameters through all the sub-band channels need to be

estimated and those are the key factors in the implementation of FnS model. In [187],
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the trends of (inter-cluster) AS and DS among sub-band channels, within 6 GHz

bandwidth, were described as exponential functions (similar trends are used in the

5GCM and latest 3GPP channel models in the study of the frequency dependent

parameters from 1 GHz to 100 GHz). However, due to limited number of sub-band

channels available for data analysis in our cases, we can only observe the variation

of those statistical parameters among sub-band channels (i.e., along frequency axis).

We do not show them for conciseness purposes. However, we gave the mean and

maximum value of those statistical parameters in Table 3.2 and Table 3.3. Since it is

not sufficient to find the exact trends of them, we use linear trends instead, from the

mean to the maximum.

3.5 Generation of FnS Channel Coefficient

3.5.1 Generation of One Sub-Band Channel Coefficient

In this section, a revised 3GPP simulation model is used to describe each of the sub-

band channels, and this model is suitable in the implementation of cluster evolution

in the frequency domain.

Step 1 : Generate random delays based on exponential distribution as

τ ′l (fco) = −rτ (fco)στ (fco)ln(Xl) (3.12)

where rτ (fco) is the delay distribution proportionality factor, στ (fco) is the DS (inter-

cluster DS as well), ln(·) is natural logarithm, and Xl is the random number following

uniform distribution, Xl ∼ Uni(0, 1). Normalise delays τ ′l (fco) by subtracting the

minimum delay and aligning them in descending order. Then we get the inter-cluster

delays τl(fco) as

τl(fco) = sort(τ ′l (fco)−min(τ ′l (fco))). (3.13)
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Step 2 : The inter-cluster powers are generated as

P ′l (fco) = exp(−τl(fco)
rτ (fco)− 1

rτ (fco)στ (fco)
) (3.14)

Pl(fco) =
P ′l (fco)∑L
l=1 P

′
l (fco)

(3.15)

where P ′l (fco) is the random power follows exponential delay distribution, Pl(fco) is

the normalised inter-cluster power, which is the square of al,m(fco) in (3.10). Note

that there is no shadowing in the model, since we focus on the small-scale parameters.

Step 3 : Inter-cluster angles are generated as

θl(fco) = θmean
l (fco) + σθ(fco)Zl (3.16)

where the mean angle of cluster and standard deviation of inter-cluster angles are

denoted by θmean
l (fco) and σθ(fco). The random number Zl follows standard normal

distribution, Zl ∼ N(0, 1).

Step 4 : In order to make the cluster evolution possible in the frequency domain, we

modify the description of rays in the 3GPP model. We introduce certain variables in

the modelling of rays and we let the ray powers also follow exponential distributions

as cluster powers. In the generations of intra-cluster parameters, such as delay of

ray τl,m(fco), amplitude of ray al,m(fco), and angle of ray θl,m(fco), we simply use

intra-cluster parameters (for example in Table 3.2 and Table 3.3) to substitute the

corresponding inter-cluster parameters in (3.12)–(3.16), except that we use standard

deviation of ray delays to substitute στ (fco) in (3.12). The sum of rays powers within

one cluster should be equal to the power of such cluster, i.e., Pl(fco) =
∑M

m=1 Pl,m(fco),

Pl,m(fco) is the ray power.

Step 5 : Scale the intra-cluster parameters based on inter-cluster parameters (for ex-

ample, based on the generated inter-cluster powers in difference delays in Step 2 )

and sum up the ray powers (complex numbers) as the cluster powers. Finally, the

sub-band channel coefficient can be generated as described in (3.10).
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In the LOS case: Similar to 3GPP and ITU-R models, the sub-band channel coeffi-

cient in LOS case is the combination of a single LOS ray and a scale-downed NLOS

channel coefficient generated above. Note that this generation method explains the

data analysis results in Fig. 3.7.

3.5.2 Cluster Evolution

In the implementation of FnS channel model, we only generated the channel coeffi-

cient of first sub-band channel as described above. After that, we apply the frequency

domain cluster evolution in the generation of the rest of sub-band channel coefficients

according to the description in Section 3.4.3.2. For general purpose of the model,

we suggest using trends to describe 5 frequency-dependent parameters in the fre-

quency domain cluster evolution procedure. Those 5 parameters are (inter-cluster)

DSs, standard deviation of inter-cluster angles, standard deviation of ray delays, stan-

dard deviation of intra-cluster ray angles, and number of clusters in each sub-band

channels.

Based on the limited data, we choose to describe four parameters by linear trends in

the model from the mean value to the maximum value as in Table 3.2 and Table 3.3.

We do not use the linear trend for the number of clusters in the sub-band channels

since we do not have enough data to prove the trend. We fix the cluster number for

all sub-band channels instead.

3.5.3 Adding Up Sub-Band Channels

Once all the sub-band channel coefficients are generated, we add them up as one FnS

channel coefficient. The idea is similar to the working principle of VNA in appendix

IV.A.4 of [202]. The relationship of frequency/delay intervals and frequency/delay

points, that are used to describe the sub-band channels in the time and frequency

domains, can be simply regulated as those in fast Fourier transformation (FFT) [146].

However, the adding-up step is a straightforward combination of sub-band channels
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Figure 3.13: Example of adding up two sub-band channels as one FnS channel.

either in the frequency domain or in the time domain. Note that there is no Fourier

transformation involved.

Fig. 3.13 is an example of adding up two sub-band channels. Similarly, we can add

up more sub-band channels in the same manner. In the frequency domain (on the
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right hand side of the figure), the bandwidth of FnS sounding signal H(f) is fs Hz,

and it consists of Q frequency points that with equal frequency interval of fi Hz. We

split H(f) into two sub-band sounding signals Hsub(f, fc1) and Hsub(f, fc2) with equal

bandwidths of Q/2 frequency points while keeping the frequency interval as fi Hz.

Then, we Fourier transform those sub-band sounding signals into the time domain,

and transmit them through the same static environment. In the time domain (on

the left hand side of the figure), each delay bin of sub-band CIRs hsub(τ, fc1) and

hsub(τ, fc2) is 2ts ns (ts = 1/fs), and the lengths of hsub(τ, fc1) and hsub(τ, fc2) are

both τ ns (τ = 1/fi). After adding them up, each delay bin of of FnS-CIRs h(τ) is ts

ns, and the length of h(τ) is still τ ns.

Fig. 3.13 also shows the main difference between the FS and FnS channels in the

channel modelling. The power amplitude in each delay bin of FS-CIR relate to one

cluster, vice versa. While the powers in a few delay bins of FnS-CIR could relate to

the same cluster.

3.5.4 Implementation Details

The procedure of generating the FnS channel coefficient can be described as the pseudo

code below:

1: Determine the number of sub-band channels, the number of clusters in each sub-

band channel, and the number of rays within each cluster;

2: Determine the trends of (inter-cluster) DS and AS, and the intra-cluster DS and

AS for all the sub-band channels;

3: if (first sub-band channel) then

4: Generate the first sub-band channel coefficient according to Section 3.5.1, and

save the delay, angle and power of each cluster;

5: else

6: while (o < number of sub-band channels) do
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Figure 3.14: Frequency consistent simulated sub-band CIRs, 28–30 GHz band.

7: Track and calculate the cluster survival probability by (3.11) for each single

cluster when it evolves to current sub-band channel;

8: Once one cluster dies or the cluster number increases, generate a new cluster

with the (inter-cluster) ASs and DSs following the trends. If the cluster survives,

keep the cluster delay, angle, and power in the current sub-band channel;

9: Update all intra-cluster ASs and DSs by trends;

10: Regenerate intra-cluster delays, powers, and angles of each cluster;

11: Generate the current sub-band channel coefficient;

12: end while

13: end if

14: Adding up all the sub-band channel coefficients as in Section 3.5.3.

3.6 Validation of FnS Channel Model

3.6.1 Simulation of FnS Channels

In the simulation, the parameters used in the generation of first sub-band channel

coefficient are the mean values in Table 3.2 and Table 3.3. In the procedure of cluster

evolution in the frequency domain, the linear trends of those parameters are used, from

the mean values to the max values. However, we do not use trends for the numbers of
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Figure 3.15: FnS channels, NLOS scenario, 28–30 GHz band: (a) simulated FnS-
CIR and (b) measured FnS-CIR.

clusters against sub-band channels in our cases. We fixed the number of clusters to 20

and number of rays within each cluster to 20 for all sub-band channels. Fig. 3.14 shows

the sub-band CIRs from one simulation. The cross-correlation coefficients among the

sub-band CIRs are between 0.785 and 0.8545. In Fig. 3.15a, one simulated FnS-CIR

for the channel in 28–30 GHz band is shown. It represents the measured FnS-CIR

within 40 dB dynamic range in Fig. 3.15b. We can observe more obvious clusters in

the simulation than those in the data. The absolute gain levels of simulated CIR,

in the range of [-50 -10] dB, are normalised values. It can be scaled by large-scale

parameters, then, it can be close to the gain levels of measured CIR, in the range of

[-150 -80] dB, in Fig. 3.15b. However, we only focus on the small-scale parameter and
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we keep the gain levels of simulated CIR as normalised values.

The measured FnS channels were used as the references in the validation of FnS

channel model. We used the FCF of simulated FnS channel to approximate the

FCF of measured FnS channel by optimisation. During the frequency domain cluster

evolution process, we only changed the cluster survival probability and the initial

values of the random numbers, Xl and Zl in (3.12) and (3.16). We notice that for

a good approximation, the cluster survival rates λ in (3.11) found by optimisation

algorithm were between 0.05 and 0.1 in the sub-band channels within the 2–4 GHz

band, and between 0.025 and 0.05 in those within the 28–30 GHz band. We also

found that the clusters can survive 1–15 sub-band channels (25 in total) within the

2–4 GHz band in the cluster evolution. Since there are only 3 sub-band channels

within the 28–30 GHz band, the clusters survived for all 1–3 sub-band channels were

observed. The results of approximations can be found in Fig. 3.16. We can see that

the simulations could follow the measured data in all the 2–4 GHz, 14–16 GHz, and

28–30 GHz bands.

Note that we use 20 clusters in each sub-band channels based on observation during

simulations. We found that the simulation results are good enough to approximate the

data. If we change the number of clusters to other values, such as 10 (in Section 3.4.3,

the estimated cluster number is 10 based on the data), the FCF approximation results

are similar. However, the FCFs of simulated FnS channels are generally fluctuating

with larger deviation surrounding the FCFs of measured FnS channels in 28–30 GHz

band as shown in Fig. 3.17.

3.6.2 Fading of Simulated FnS channels

In the literature, the UWB channel models address the FnS channels [202]. The

Nakagami-m distribution [206], [207] was used to describe the signal amplitudes of

UWB channels and the estimated m-values were close to 1. Since the proposed FnS

channel model can be used to model UWB channels, we expect that the signal am-

plitudes of simulated FnS channels also follow Nakagami-m distributions. However,
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Figure 3.16: FCF approximations, NLOS scenario: (a) 2–4 GHz band, (b) 14–16
GHz band, and (c) 28–30 GHz band.
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Figure 3.17: FCF approximations with 10 clusters in each simulated sub-band
channel, NLOS scenario, 28–30 GHz band.

we do not use m values to affect the performance of the propose FnS model. The

m values are estimated based on massive generated FnS CIRs, which is similar to

estimating the statistical parameters based on the real channel measurement data.

We run FnS channel model 50,000 times working in the 28–30 GHz band for NLOS

case. In order to increase the chance that the cluster powers of sub-band FS-CIRs

can fall into the same delay bin of FnS-CIR when adding up the sub-band channels,

we increase the number of clusters in the sub-band channels to 60 (20 clusters was

used formerly).

3.7 Summary

A more general APDP method has been introduced to determine the stationarity

regions of channels in the time, frequency, and spatial domains. It is an extension

of the former APDP method used to study the stationarities of channels in time

and spatial domains. We have applied this method to an empty basement channel

measurements in a sub-6 GHz frequency band 2–4 GHz and two mmWave frequency

bands 14–16 GHz and 28–30 GHz. We have found that the FSRs of channels in the

mmWave frequency bands are larger than those in the sub-6 GHz frequency band.
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We have also addressed the FnS properties of channels in all the measured frequency

bands.

To the best of our knowledge, the current standard channel models are not suitable

for modelling the measured FnS channels in our case. Therefore, we have proposed a

novel FnS channel model that is suitable to model the channels in both the sub-6 GHz

and mmWave frequency bands. In this model, the FnS channel is split into a few FS

sub-band channels, modelled one by one, and combined as one FnS channel again.

The cluster evolution in the frequency domain is the key to implement this model

(if there are many sub-band channels) and it also ensures the frequency consistency

of simulated sub-band channels. In the verification of FnS channel model, the FCFs

of the simulated FnS channels and measured FnS channels have been compared. It

has shown that the simulations can successfully approximate the data in both the

2–4 GHz and 28–30 GHz frequency bands.
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Chapter 4
Planar Angular Stationarity and

Directional MmWave Channel Modelling

4.1 Introduction

In previous chapter, the studies related to the very broad bandwidth features of

mmWave channels have been described. Those works reveal the FnS properties of

mmWave channels and a FnS channel model has been developed for modelling the

FnS channels. In this chapter and followings, the study focus of mmWave channels

changes to the directional propagation feature of mmWave channels.

The beamforming technology is a key technology to enable mmWave communications

for the 5G wireless networks and even B5G [2], [55], [75], [89], [127]–[129], [180]–[182].

It is used at both the Tx and Rx sides and the physical alignment of Tx and Rx beams

is required in the communication. In this case, a transmitted mmWave signal only

experiences a part of the whole (channel) environment. Due to the inhomogeneous

wireless channel environment in different directions, the objects contributing to the

channel characteristics of DCs can be very different and the statistical properties of

those DCs can be different as well. For example, in mmWave channel measurements

[32], [127], [161], the measured D-CIRs (use rotating horn antenna) were diverse in

different directions, so were the estimated stochastic parameters of them.
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In the study of massive multiple-input and multiple-output (MIMO) channels, if the

aperture of antenna arrays is larger than the spatial stationary distance, the wide

sense stationary (WSS) assumption in space, i.e., homogeneous channel (HO) over

several tens of the coherence distance [176], [208], does not hold [127], [183]. This

phenomenon has been well studied in the standard channel models [1], [39], [95] and

other literature [2], [72], [73], [184], [197]. In the studies of mmWave channels, consid-

ering the difference of the stochastic properties of DCs caused by the inhomogeneity

of environment, the WSS assumption also does not hold over the space occupied by

a few DCs. The questions are raised on how to define the stationarity upon DCs and

how to estimate it. However, the topics related to those questions are rarely seen in

the literature.

In the standard mmWave channel models, such as METIS [39], 3GPP [95], 5GCM [1],

and mmMAGIC [29], the modelling of whole mmWave channel environments were

firstly developed. Then, by multiplying the directional antenna patterns or by apply-

ing the beamforming technology to the antenna arrays at both the Tx and Rx, the

directional mmWave channels were obtained. In the above-mentioned approach of

modelling directional mmWave channels, the characteristics of whole omni-directional

channel were modelled without an in-depth analysis of the inhomogeneity of environ-

ment. The statistical property of the whole channel in different directions are all

the same. The models based on such an approach cannot properly represent the

properties of directional mmWave channels in different angles. In the state-of-the-art

studies of mmWave channels, the directionality is one of the research topics. In [132]–

[135], the temporal and spatial (angular) statistical descriptions of mmWave channels

were separated in the channel models. In mmMAGIC [29] and [130], [131], the direc-

tional path loss channel models were studied. In [209], [210], beam domain channel

models were used to study the multicarrier multiuser MIMO (MU-MIMO) systems

and mmWave massive MIMO systems. However, the stationarity study of directional

mmWave channels, as a fundamental study of directionality, can be hardly found in

the literature and the property studies of directional mmWave channels are still not

sufficient.
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The consistency is very important in the development of stochastic channel models.

In the time domain, if the channel environment does not change significantly as time

goes by, the CIRs measured at one fixed position in such an environment are corre-

lated. The time evolution was thus suggested to ensure the consistency of simulated

channels in WINNER II/+ [92], [93] and QuaDRiGa [71] implemented it based on

the trajectories of mobile terminals. Spatial consistency was considered in the devel-

opment of standard 5G channel models. Since 5G communication system consists of

various types of links (channels) that co-exist in the same area, it requires that the

channel evolves smoothly without discontinuities between different link types and in

the situation when the Tx and Rx move or turn [211]. The components related to

spatial consistency were included in METIS, latest 3GPP, 5GCM, and other standard

5G channel models. METIS [39] suggested modelling the consistent large-/small-scale

parameters, such as power, angular properties, polarization state, etc., based on geo-

metric locations of the first and last bounce scatterers of each path (Tx-to-scatterer

and scatterer-to-Rx), birth-death process, and visibility regions of clusters. In the

frequency domain, the inter-frequency correlation of large-scale parameters (LSPs)

was included in IMT 2020 [102]. The consistency and correlation between the Low

frequency (LF) and high frequency (HF) channels were investigated by a ray trac-

ing model and the consistency among the channels of multiple frequency bands was

studied in the 5G heterogeneous network [212]. Similarly, the consistency needs to be

considered in the modelling of adjacent directional mmWave channels.

In this chapter, we first introduce an A-APDP method to study the angular sta-

tionarity regions (ASRs) of channels. We estimate the ASRs and other statistical

parameters based on the measured D-CIRs in 60 GHz band from an office environ-

ment and three typical D-CIRs are found in the data analysis. This part of the work is

similar to our former study in [70]. Then, we define the DCs based on the beamwidth

of Tx/Rx beams and we use three classes to classify the DCs according to those three

typical D-CIRs. We propose to model the DCs by a modified Saleh-Valenzuela (SV)

model [118] and the cluster evolution in the azimuth domain is used to generate the

consistent channel coefficients of DCs.
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4.1.1 Contributions

The contributions of this chapter are as follows.

• An A-APDP method is introduced to estimate the ASRs of channels in the

angular domain (azimuth angles). It is an extension of the stationarity studies

of channels in the time, frequency, and spatial domains in [153].

• Three typical D-CIRs are found based on the estimated ASRs, root mean square

(RMS) delay spreads (DSs), K-factors, and peak power gains (PPGs) in the data

analysis of mmWave channel measurements in an office environment. The results

reveal the inhomogeneity of mmWave channels in different angles.

• We define the directional mmWave channels based on the beamwidth of Tx/Rx

beam used in the mmWave channel measurements. We split the small-scale

mmWave channel around Tx into a few DCs according to the measured D-CIRs

and utilise three classes, namely, the light-of-sight (LOS), Non-LOS (NLOS),

and outage classes, to classify those DCs.

• A modified SV model is proposed to model the DCs in both LOS and NLOS

classes. The model does not include the angular information of clusters and

it is much less complex compared with the former developed mmWave channel

models.

• Cluster evolution in the angular domain is introduced to generate the channel

coefficients of all DCs in the LOS and NLOS classes along with 360◦ azimuth

angles. It ensures the consistency of DCs. After that, the omni-directional CIR

(omni-CIR) of the whole channel can be synthesized.

The rest of this chapter is organized as follows. In Section 4.2, an A-APDP method is

introduced to estimate the ASRs of channels. Then, we apply it in the data analysis

of time-invariant mmWave channel measurements in an office environment and three

typical D-CIRs are found. In Section 4.3, the DCs are defined and three classes are

utilised to classify those DCs. A modified SV model is proposed to model the DCs
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in both LOS and NLOS classes and the cluster evolution along the azimuth angles is

introduced to ensure the consistency of simulated DCs. In Section 4.4, the channel

coefficient generation procedure of DCs are explained. The simulation and validation

of the proposed SV model can be found in Section 4.5. Finally, conclusions are drawn

in Section 4.6.

4.2 Channel Measurements and Data Analysis

4.2.1 Angular Stationarity

The APDP method in the last chapter (as well as in [153]) was used as a metric

to determine the stationarity regions of channels in the time, frequency, and spatial

domains. It extended the former studies of stationarity regions of channels from the

time and spatial domains [189] to the frequency domain. Since the horn antenna

or beamforming technologies are widely used in the mmWave communications, the

directional mmWave channels between Tx and Rx only reflect a part of the whole

environment [32], [39], [213] and the properties of them in different directions/angles

can be dramatically different due to the inhomogeneity of environment. The station-

arity study of directional mmWave channels is fundamental. In order to study the

inhomogeneity of environment and the relationship among directional mmWave chan-

nels, the APDP method can be further extended to study the stationarity regions of

channels in the angular domain. In this chapter, an A-APDP method is introduced.

For a beam aligned directional wireless channel between the Tx and Rx, we define

hD(φi, τ) as a D-CIR measured by Rx at azimuth angle φi, i = 1, 2...n, τ is the excess

delay. Then, the directional power delay profile (D-PDP) is defined as PD
h (φi, τ) =

|hD(φi, τ)|2 correspondingly. Assume that there are N D-CIRs in total as in Fig. 4.1,

we define PD
h (φ, τ) as

PD
h (φ, τ) =

1

n

n∑
i=1

|hD(φi, τ)|2 (4.1)
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Figure 4.1: A-APDP method.

to present the APDP of n D-CIRs (n � N) in one sliding window on azimuth axis

φ, and we define another APDP PD
h (φ +4φ, τ) of n D-CIRs in the sliding window

as it moves along the azimuth axis φ with a distance of 4φ. The angular correlation

coefficient between the two APDPs is defined as

c(φ,4φ) =

∫
PD
h (φ, τ)PD

h (φ+4φ, τ)dτ

max{
∫
PD
h (φ, τ)2dτ,

∫
PD
h (φ+4φ, τ)2dτ}

(4.2)

and dφ determines the angular stationary interval as the ASRs, if the angular corre-

lation coefficients c(φ,4φ) between the APDPs are all higher than the ASL, i.e.,

dφ = max{4φ | c(φ,4φ) ≥ acASL}. (4.3)

The n D-CIRs used to calculate the APDPs are in a very small interval that we

assume is much smaller than the angular stationary interval. Using the larger value

of
∫
PD
h (φ, τ)2dτ and

∫
PD
h (φ + 4φ, τ)2dτ in the denominator of (4.2) is to assure

the correlation coefficient is smaller than 1 when using real measurement data (some

inaccuracy may be introduced in the measurement). Note that 4φ can be both

positive and negative.
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(a)

(b)

Figure 4.2: (a) Layout of an indoor office environment and definition of DCs in
the LOS case and (b) sounder testbed.

4.2.2 MmWave Channel Measurements

The mmWave channel measurements were conducted in a time-invariant indoor office

in Shandong University, China [70], [161]. Keysight N5227A vector network analyser

(VNA) and Keysight E8257D signal generator were used [161] in the measurements.
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The output power of signal generator was 13 dBm and the intermediate frequency

(IF) filter bandwidth of VNA was 1 kHz. The measured frequency range was from

59 to 61 GHz, and there were totally 401 frequency sweep points. The corresponding

delay resolution was 0.5 ns. The standard horn antennas with 25 dBi gain and 10◦

3-dB beamwidth at 60 GHz were used in both Tx and Rx. The radiation pattern can

be found in Appendix B. They were both placed at a height of 1.6 m. The Tx1 and

Tx2 positions were chosen for LOS and NLOS cases (measurements) respectively as

in Fig. 4.2a. For each Tx position, the directional antenna (RDA)-based method was

used in the measurement and the sounder testbed was used as shown in Fig. 4.2b [161].

The Tx antenna rotated from 0◦ to 355◦ in azimuth angles, and rotated from 30◦ to

150◦ in elevation angles. The rotation step was 5◦ in both azimuth and elevation

angles. While, the Rx horn antenna was held still pointing to the Tx all the time.

We also used omni-directional antenna at those two Tx positions with the same setup

measuring the omni-directional channels.

Note that, in the data analysis, the measured D-CIRs are the focus. The measured

omni-CIRs are only used in the end of Section 4.5 for verification purpose.

4.2.3 Three Typical D-CIRs in the LOS Case

On the azimuth plane with 90◦ elevation angle, the angular correlation coefficients

between the APDP at azimuth angle φ = 0◦ and the APDPs at other azimuth angles

are shown in Fig. 4.3a. We assume ASL = 0.8, and the estimated ASR of channel at

φ = 0◦ is about 75◦. We have also estimated all the ASRs of channel based on the

D-CIRs at different azimuth angles as in Fig. 4.3b. We choose ASL = 0.8 as well, and

we can observe that the ASRs of such mmWave channel are in the range from 5◦ to

75◦. Due to the D-CIRs measured in different azimuth angles were impacted by the

different propagation situations of channel, the estimated ASRs in different directions

reflect the inhomogeneity of channel environment.

In Fig. 4.3c, we estimate all the ASRs of channel by different ASL levels from 0.4 to

0.9 based on the angular correlations coefficients at different azimuth angles on the
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Figure 4.3: (a) Angular correlation coefficients between the APDP at azimuth
angle φ = 0◦ and the APDPs at other azimuth angles and (b) estimated ASRs on
the azimuth plane with 90◦ elevation angle in the LOS case (ASL = 0.8), and (c)

estimated ASRs based on (b) with different ASL levels from 0.4 to 0.9.
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Figure 4.4: (a) RMS DSs and (b) K-factors estimated by the measured D-CIRs
on the azimuth plane with the 90◦ elevation angle in the LOS case.

azimuth plane with 90◦ elevation angle. We can see that the estimated ASRs in the

directions with azimuth angles [0◦ 85◦] and [280◦ 350◦] are very large, those in the

directions with azimuth angles [85◦ 130◦] and [220◦ 280◦] are very small. furthermore,

all of them do not change much. The reason can be that the D-CIRs received in those

directions contain strong LOS component (NLOS components can be ignored) or

NLOS components with very weak powers (two ultimate cases). The affect of channel

environment on the sounding signals which represented by NLOS components can be

ignored. The estimated ASRs in the directions with other azimuth angles change a

lot as the ASL level becomes smaller. The reason can be that the D-CIRs received

in those directions contain the NLOS components with strong powers, the affect of
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Figure 4.5: Three typical D-CIRs on the azimuth plane with 90◦ elevation angle
based on the PPG levels in the LOS case.

environment is significant. Anyway, the choice of ASL depends on the designed worse

tolerance level of radio system as mentioned in Section 3.2.1 and [153], we do not

further discuss it. Since the procedure of analysing channel properties is similar, we

choose ASL = 0.8 in the rest of thesis.

We also estimate the RMS DSs, K-factors [77], and the PPGs based on measured

directional mmWave channels/D-CIRs. The results on the azimuth plane with 90◦

elevation angle in LOS case are shown in Fig. 4.4a, Fig. 4.4b, and Fig. 4.5, respectively.

Aligned those results together with the results of estimated ASRs, we can observe that

where the ASRs are large, the corresponding RMS DSs are relatively small, but the

K-factors and PPGs are high, vice versa. We also notice that in Fig. 4.5, the slopes

in type 1, type 2, and type 3 within angle range [127◦, 221◦] (one large area) change

slower than those in type 3 within the angle range [47◦, 72◦] and [285◦, 312◦] (two small

areas). This is because the measured D-CIRs in those two small areas in type 3 are

in the transition from LOS class to Null class or vice versa. The channel environment

changes greatly. However, for the slopes in all other areas (other angle ranges), the

directional channels only change within one class (LOS class or NLOS class). The

environment does not change as much as in the transition areas.

Similar phenomenon can be found in analysing the data on other azimuth planes

(elevation angles from 30◦ to 150◦). In order to reduce redundancy, we do not show
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Figure 4.6: Three typical D-CIRs in the LOS case: (a) D-CIR of Type 1, (b)
D-CIR of Type 2, and (c) D-CIR of Type 3.
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those results.

Based on the analysis results, three typical D-CIRs were found:

• Type 1 D-CIRs: They all contain a strong LOS component as in Fig. 4.6a. We

consider them within one large ASR.

• Type 2 D-CIRs: In the directions where the smallest ASRs are dominant. They

normally contain weak NLOS components with very low power gains similar to

that in Fig. 4.6b.

• Type 3 D-CIRs: The rest of them in the directions that the mediate ASRs are

dominant. The power gains of them are similar to those in Fig. 4.6c. They may

contain up to two strong NLOS components and a few weak NLOS components.

For the D-CIRs measured on the azimuth plane with 90◦ elevation angle in the LOS

case, we can choose to use PPG levels to separate the three typical D-CIRs exactly

as in Fig.4.5:

• Type 1 D-CIRs: PPG levels are above −62 dB. The angular coverages are

φ < 47◦ and φ > 312◦. they are all in one big group.

• Type 2 D-CIRs: PPG levels are below −80 dB. The angular coverages are

72◦ < φ < 127◦ and 221◦ < φ < 285◦. They are separated into two groups.

• Type 3 D-CIRs: PPG levels are smaller than −62 dB and larger than −80 dB.

The angular coverages are 127◦ < φ < 221◦, 47◦ < φ < 72◦, and 285◦ < φ <

312◦. They are separated into three groups.

Note that, in the following chapters, we will introduce the channel model and cluster

evolution in the angular domain (azimuth angles) based on the properties of directional

mmWave channels in the LOS case. For the simplicity of explaining the principles,

we further narrow down our focus to directional mmWave channels on the azimuth

plane with 90◦ elevation angle. Also note that the aforementioned measurements
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can be used to mimic the indoor base station (i.e., Tx) and user (i.e., Rx) cases. We

expect the similar results for the users in random positions in the indoor environment.

However, we do not further study it at the moment.

4.2.4 Two Typical D-CIRs in the NLOS Case

We process the data of measured directional mmWave channels in the NLOS case

in the similar manner. Two typical D-CIRs are observed, and they are with similar

features as those Type 2 and Type 3 D-CIRs in the LOS case (Fig. 4.6b and Fig. 4.6c).

We therefore consider these two types of D-CIRs as a subset of those three types of

D-CIRs. Due to the similarity in the data processing, we do not show those results.

4.2.5 Study of Spatial Stationarity Based on Directional Mm-

Wave Channels

The studies of spatial stationarity are more common that can be found in the litera-

ture [77], [176] compared with the studies of angular stationarity [70]. However, based

on the current mmWave channel measurements in the literature, using rotating horn

antenna or beamforming in plenty of measurements, it is straightforward to consider

the angular domain in the data analysis. It is also true that the angular domain mm-

Wave channel is a transformation of spatial domain mmWave channel. But design and

perform the channel measurements aiming to directly study the channel environment

in spatial domain can be much more complicated and time-consuming (for example,

how to grid the whole environment and measure each of grids separately?). We leave

it in the further at the moment.

The study of angular stationarity based on the directional mmWave channels can

be considered as a special case of studying the spatial stationarity. In a Cartesian

coordinates system, we can define the stationary distance Du(φ), where u along y-

axis, (within which the antenna position can be shifted and the statistical properties
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Figure 4.7: The DCs in the LOS and NLOS classes in the LOS case.

of measured channels won’t change) as a function of the pointing direction of antenna

pattern φ, which along x-axis, due to the inhomogeneity of channel environment.

In the following content, we will show that the stationary distance at a given radius

can be simply calculated by trigonometric functions based on the estimated ASRs.

However, since the focus is introducing the directional channel model based on the

estimated ASRs, we do not further study the spatial stationarity based on the direc-

tional mmWave channels.

4.3 A New Modelling of Directional MmWave Chan-

nels

4.3.1 Three Classes of DCs

According to the aforementioned mmWave channel measurement in an office environ-

ment, we assume that the small-scale omni-directional wireless channel at Tx, with

in a very-short-distance that are comparable with one wavelength [77], can be split

into a few DCs based on the beamwidths of Tx beams, Fi, i = 1, 2, ..., as shown in

Fig. 4.7.
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Generally speaking, there can be infinite number of DCs and modelling them individ-

ually become impossible. However, based on the three typical D-CIRs found in data

analysis, we classify the DCs by three classes, namely LOS class hD,LOS(τ), NLOS

class hD,NLOS(τ), and outage class Null as

hD(τ) =


hD,LOS(τ), LOS class ←− based on Type 1 D-CIRs

hD,NLOS(τ), NLOS class ←− based on Type 3 D-CIRs

Null, Outage class ←− based on Type 2 D-CIRs.

(4.4)

Similarly, for a D-CIR of DC in LOS class, we expect it consists of both LOS compo-

nent and NLOS components. For a D-CIR of DC in NLOS class, we expect it consists

of at least one strong NLOS component to maintain the communication between the

Tx and Rx. While, for a D-CIR of DC in outage class, we consider the power of

it is “zero”. In this case, we simplify model the DCs in those three classes instead

of modelling each of them and we ignore the specific direction/angle information for

each single DC in any one of the three classes.

We can classify the DCs in NLOS case by two classes, i.e., NLOS and outage classes.

Since the two typical D-CIRs are a subset of those three typical D-CIRs in LOS case,

the DCs in NLOS and outage classes are also considered as a subset of those three

classes in LOS case. Due to the similarity in definitions, we do not repeat the details.

We choose to separate the D-CIRs by LOS and NLOS classes since the LOS com-

ponent in the impulse response significantly affect the property of D-CIR (statistical

parameters). Similar discussions about the property of channels with and without

LOS component can also be found in most of standard channel models. We choose to

add Null class for simplification purpose in the modelling of mmWave channels. We

use “zero” to model the channels in Null class. Note that, in the rest of chapter, we

only focus on the three classes of DCs in LOS case.
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Figure 4.8: D-CIR hD(τ) can be modelled as the sum of responses from the
scatterers at (φl, τl) with amplitudes al(φl, τl) in the angle range of a Rx beam.

4.3.2 Inhomogeneity of MmWave Channel Environment

The DCs in the LOS and NLOS classes can be described by Fig. 4.8. The beamwidths

of Tx and Rx beams are denoted as φTx and φRx, the centre angle of beam is denoted

as φc, and the response from the scatterer at (φl, τl), l = 1, 2..., with certain amplitude

is denoted as al(φl, τl), i.e., alδ(φ− φl)δ(τ − τl) alternatively.

For the omni-directional CIR hOmni-d(τ), it can be considered as the sum of the re-

sponses of scatterers in all the directions. Based on the HO channel assumption

in [176], [214], it assumes the span of channel stationarity can be extended to several

tens of the coherence distance (within which the channel parameters can be considered

approximately the same [176]) in space and the responses from scatterers/clusters at

different angles/directions are uncorrelated. However, in the study of D-CIR, the up-

per and lower limit of the sum of the responses of scatterers should be changed from

[−π, π) to [−φRx/2 + φc, φRx/2 + φc] as below

hOmni-d(τ) =
π∑
−π

al(φl, τl) −→ hD(τ) =

φRx/2+φc∑
−φRx/2+φc

al(φl, τl). (4.5)

A D-CIR hD(τ) only reflects a part of the omni-directional channel in a certain di-

rection. The D-CIRs in different directions can be very different and a response of
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a scatterer can contribute to more than one adjacent D-CIRs. According to the es-

timated ASRs and three classified DCs previously, the statistical properties of DCs

in different ASRs/classes are different due to the inhomogeneity of environment. It

is also true that most of the environments are inhomogeneous in reality based on the

measurements data available in the literature.

Given the estimated ASRs in Section 4.2.3, the stationary distance Du(φi), φi ∈

[0◦, 355◦] defined previously can be simply calculated by trigonometric functions with

a given radius λc at the Tx as in Fig. 4.8, which is between 0.014λc and 0.2λc. It is

obvious that it can not be extended over the space occupied by a few DCs that belong

to different ASRs.

4.3.3 Directional MmWave Channel Model

Based on the data, we can find that all the measured D-CIRs consist of a few multi-

path components (MPCs), i.e., the responses from scatterers. We can also observe

that the power of LOS component in the measured D-CIRs spreads within a certain

excess delay instead of only one sharp impulse at one excess delay point as shown

in Fig. 4.6a with -48 dB power gain. If we considered the LOS signal arriving from

one virtual scatterer, which consists of one LOS ray and a few rays with comparable

high gains come very closely in time (delay), we can model the LOS component in

the same way as other NLOS components.

We propose to model the D-CIRs of DCs in the LOS or in the NLOS class as the sum

of l MPCs, l = 1, 2, ..., L, within the angle range of Rx beam as in Fig. 4.8, i.e.,

hD(τ) =
L∑
l=1

al( τl︸︷︷︸
Resolved

, φl︸︷︷︸
Suppressed

), −φRx/2 + φc ≤ φi ≤ φRx/2 + φc (4.6)

where al is the previously defined amplitude of scatterer, i.e., amplitude of cluster.

We suppress the angle parameters φl in (4.6) for ignoring the slightly angle differences

of the clusters within one DC and we further resolve the delay parameters based on
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Figure 4.9: The modleing parameters of modified SV model.

the SV channel model [118], [119], i.e.,

hD(τ) =
L∑
l=1

M∑
m=1

al,mexp(jβl,m)δ(τ − τl − τl,m). (4.7)

We define M rays in each cluster, m = 1, 2, ...,M . The inter-cluster delay is denoted as

τl, and the amplitude and delay of intra-cluster rays are denoted as al,m and τl,m. Due

to the effects of scattering, reflection, and etc., the random phase of each intra-cluster

ray is denoted as exp(jβl,m), where βl,m is uniformly distributed, βl,m ∼ Uni[−π, π).

Assume that the number of inter-cluster arrivals and the number of intra-cluster ray

arrivals follow Poisson distributions for the fixed time intervals. The time lengths

between each two consecutive arrivals follow exponential distributions. We define Λ

as the inter-cluster arrival rate and λ as the intra-cluster ray arrival rate as those in

the figure of SV model in Fig. 4.9 [77]. The inter-cluster arrival τl and the intra-cluster

ray arrival τl,m can be written as

pdf(τl|τl−1) = Λexp[−Λ(τl − τl−1)], l > 0 (4.8)

pdf(τl,m|τl,(m−1)) = λexp[−λ(τl,m − τl,(m−1))],m > 0 (4.9)

where the pdf(·) means the probability density function (PDF). We define Γ as the

inter-cluster power decay rate and γ as the intra-cluster ray power decay rate. The

exponential distributed inter-cluster powers and intra-cluster ray powers can be de-

scribed as

a2
l ∝ exp(−τl

Γ
), a2

l,m ∝ exp(−τl,m
γ

). (4.10)
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Note that this model is based on the D-CIRs without first component (which includes

the LOS component), the details can be found in Section 4.3.6. The ray arrivals

supposed to follow Rayleigh distribution as that described in SV model [118].

We also define the first cluster power ratio (FCPR) as

Kc1 = 10 log10(
First cluster power

Sum of all other cluster powers
). (4.11)

For the D-CIRs of DCs contain LOS component, it can be interpreted as the K-factor.

Note that, the exact angle for each generated DC can not be determined due to the

stochastic nature of model and it must be within the angular range of LOS or NLOS

class based on parameters used, see Fig. 4.7. Anyway, we can assign the angles to

the generated DCs following the order of generating them in the cluster evolution.

Also note that, the inter-cluster angle parameters were included in the super-resolved

directional channel properties described in METIS [39]. However, we do not consider

the inter-cluster angles within each DC since they are very close to each other and

the model is less complex.

4.3.4 Cluster Evolution in The Angular Domain

In Fig. 4.8, the scatterer at (φ2, τ2) belongs to both the F1 and F2 sections of channel

(environment) and it contributes to both neighbouring DC hD
1 (τ) and DC hD

2 (τ).

Assume that hD
1 (τ) and hD

2 (τ) only consist of two paths, they can be written by the

two-path models [77] as hD
1 (τ) = a1δ(τ − τ1) + a2δ(τ − τ2) and hD

2 (τ) = a2δ(τ − τ2) +

a3δ(τ −τ3). Assume that the responses from every two clusters are uncorrelated, then

we can calculate the correlation of h1(τ) and h2(τ) as

C[hD
1 (τ), hD

2 (τ)]√
V[hD

1 (τ)]V[hD
2 (τ)]

=
V[a2]√

(V[a1] + V[a2])(V[a2] + V[a3])
(4.12)

where C[·] is covariance operator, and V[·] is variance operator. The variances of

MPCs can be considered as the powers of MPCs and it is clear that the correlation of

90



Chapter 4. Planar Angular Stationarity and Directional MmWave Channel
Modelling

those two neighbouring DCs is not zero. In the channel measurement, the Tx beam

with certain beamwidth φTx may receive the responses from the same clusters in

the channel environment while it rotates from one direction to another neighbouring

direction, those corresponding DCs are therefore highly correlated. Likewise, if there

is no significant changes of the channel environment in the directions of neighbouring

DCs, the DCs are highly correlated.

Based on the directional mmWave channel model described previously, we can gen-

erate the D-CIR of one DC first. Then, we propose to use a novel angular domain

cluster evolution algorithm to generate the D-CIRs of neighbouring DCs. This al-

gorithm maintains each two neighbouring DCs at a reasonable similarity level and

ensures the consistency of the DCs. The algorithm is similar to the birth-death pro-

cess in the cluster evolution used in [72], [73]. We simply use cluster survival rate

instead of the cluster birth and death rates.

According to the modelling of DCs and the description in Fig. 4.8, we assume there

are totally O DCs as the Tx rotates through a certain range of azimuth angles. If

there is a cluster contributes to two neighbouring DCs, then we say this cluster evolves

from one DC to another. Based on such assumption, the proposed algorithm includes

following three items:

• Track the survival probability of each single cluster by

Psurvival = exp(−λO′) (4.13)

when it evolves from one DC into another. The rate parameter is denoted by λ,

and O′ is the number of DCs one cluster survives.

• Pre-define the number of clusters for all DCs. When the clusters evolve to

another DC, if the clusters are dead or the number of clusters increases, generate

new clusters.
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• The FCPRs and cluster decay rate are randomly generated in the procedure

of generate each DC. They follow normal and log-normal distributions, respec-

tively.

Note that we introduce the FCPR and cluster decay rate as variables are with the

consent of inhomogeneity of mmWave channel environment. Such modification based

on conventional SV model also makes the cluster evolution among DCs (in the angular

domain) possible. Also note that the expected survival clusters after cluster evolu-

tion of O′ sub-band channels can be calculated as: Initial cluster number × Psurvival,

statistically [193]. However, we found that four (clusters) is the most suitable clus-

ter number that used to estimate the statistical parameters from the measured DCs.

Therefore, we pre-define cluster number in each DC in the cluster evolution algo-

rithm. Furthermore, the cluster number can be environment-dependent. We suggest

to analyse the measured data before determining the cluster number in different sce-

narios/environments.

4.3.5 No Cluster Drifts in Different DCs

In [215], [216], the drifting of clusters’ parameters were observed in the massive MIMO

channel measurements. Those were studied in the massive MIMO channel models

in [72], [73], [185]. However, in the angular cluster evolution, when the clusters evolve

to another DC and survive, there is no cluster drifting in the two consecutive DCs.

Because the position of Tx/Rx does not change, only the Tx/Rx beam rotates accord-

ing to the aforementioned channel measurements. If the rotated beam can receive the

response from one cluster, then, this MPC will appear in the D-CIR of corresponding

DC, otherwise not. Therefore, there is no delay and amplitude differences in the re-

sponses from the same clusters in different DCs. We do not need to consider the drift

of cluster parameters in the cluster evolution based on such innate feature.
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Table 4.1: Estimated Statistical Parameters in LOS Case.

Statistical parameters Cluster arrival
rate, 1/Λ (ns)

Ray arrival rate,
1/λ (ns)

Ray power decay
rate

LOS class 4.4723 (1/0.2236) 1.0494 (1/0.9529) -0.4147
(10.4725 ns)

NLOS class 4.1068 (1/0.2435) 0.9363 (1/1.068) -0.5048 (8.6033 ns)

Table 4.2: Specific Statistical Parameters in LOS Case.

Parameters Distribution Mean, µΓ/µk
(dB)

Variance, σΓ/σk
(dB)

FCPR (LOS class) Normal distributed 24.3459 2.07062
Cluster decay (LOS class) Log-normal dis-

tributed
10.9419 0.8875

FCPR (NLOS class) Normal distributed -3.97446 7.41799
Cluster decay (NLOS class) Log-normal dis-

tributed
10.2335 1.1158

4.3.6 Estimation of Statistical Parameters

In the LOS case, there are overall 72 × 25 measured D-CIRs, which include 19 × 25

measured D-CIRs in the LOS class, and 31×25 measured D-CIRs in the NLOS class.

The NLOS class contain 29×25 measured D-CIRs. In the data analysis, we use all the

measured D-CIRs in each class for achieving accurate results. We use 40 dB dynamic

range of them, which is considered large enough to include most of characteristics of

the channel. We remove the first cluster (LOS component or first NLOS component)

from each D-CIR and save them for the FCPR estimations according to (4.11). Then,

we use the peak analysis to process the rest of D-CIRs in the estimation of the inter-

/intra-cluster parameters. The 12 ns minimum inter-cluster interval is found suitable

to separate the clusters and it enable us to capture the feature of D-CIRs in both the

LOS and NLOS classes. We capture four clusters from each D-CIR and we also make

sure the duration of each cluster is larger than 12 ns in the data processing.

Based on the data analysis, we can find three groups of DCs in the NLOS class. There

are two small groups of DCs in the NLOS class separated by outage class as shown

in Fig. 4.5. Though they reflect different parts of the channel environment, the DCs

in different groups show similar feature as Section 4.2.3. Therefore, we only show

the estimated statistical parameters based on the DCs in the largest groups in the

simulation. Fig. 4.10, Fig. 4.11, Fig. 4.12 and Fig.4.13 are the estimated parameters
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Figure 4.10: (a) PDF of cluster excess delay and (b) cluster power decay rate
estimated based on the D-CIRs in the NLOS class in the LOS case.

based on the DCs in the NLOS class. Those red curves are good fits to the data. In

Fig. 4.10b, we notice that the powers of the third clusters and the fourth clusters are

comparable around -110 dB. However, they are the massive estimated cluster powers,

not “noise” even with very low powers. We cannot remove them in the data fitting if

the corresponding D-CIRs are valid for data analysis. The accuracy of the model is

acceptable based on the results in the following content. In other figures, we can see

that the estimated parameters can well fit the data. Since the data analysis in the

LOS class is similar, we show it in the next chapter instead. Table 4.1 and Table 4.2

list all the estimated parameters in the LOS case.
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Figure 4.11: (a) PDF of ray excess delay and (b) ray power decay rate estimated
based on the D-CIRs in the NLOS class in the LOS case.

In the NLOS case, there are only D-CIRs in the NLOS and Outage classes, and the

D-CIRs in NLOS class are the minority, i.e., less 10% based on the data. The D-CIRs

in NLOS class are also separated into a few groups, and the correlation of D-CIRs

within each group is high. Due to similarity of data processing, we do not show the

results for the compact of context.

Note that the duration of minimum inter-cluster interval (12 ns) in the peak analy-

sis significantly impacts the estimation results. The spatial dimension of 3.6m, i.e.,

roughly 12 ns, is reasonable for the separation of two clusters in the office environ-

ment. In the Table 4.1, the mean 12 ns is removed from the cluster arrival rates.
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Figure 4.12: The normal distributed FCPRs estimated based on the D-CIRs in
the NLOS class in the LOS case.
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Figure 4.13: The log-normal distributed cluster decay rates (normal distributed
values in dB) estimated based on the D-CIRs in the NLOS class in the LOS case.

Therefore, the arrival rate between two cluster are actually 4.4723 + 12 = 16.4723 ns

for LOS case and 4.1068 + 12 = 16.1068 ns for NLOS case. The estimated cluster/ray

power decay rates are the slopes as in Fig. 4.9. The equation to transfer the decay rate

to decay in ns is: decay = −1/ln(10decay rate/10), by taking logarithm of exp−1/decay,

which represents the relationship between the linear fitting and exponential fitting of

the data. The ray decays calculated by this equation are 10.4725 in LOS case and

8.6033 ns in NLOS case. In Table 4.2, the cluster decays are show in dB. The cor-

responding linear values are: mean 12.6968 ns and standard deviation 2.8193 ns for

LOS class; mean 10.9337 ns and standard deviation 3.2158 ns for NLOS class.
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Another notice is that while the horn antenna rotates on one azimuth plane, the

combination of antenna patterns in 360◦ azimuth angles can be seen as an near flat

power response, i.e., a synthesized omni-directional CIR on such azimuth plane for

removing the impact of antenna pattern [132], [133], [217]. Thus, such measurement

data is often processed with simple peak search algorithm and the rotated angle is

assumed to be the path angle of arrival/departure (AoA/D) in the literature [161].

However, we suppress the angle information and resolve the delay information in the

data analysis as (4.6).

4.4 Generation of Channel Coefficients

4.4.1 Generation of First DC’s Channel Coefficient/D-CIR

Step 1 : Generate random cluster delays as

τ ′l = Poisson(Λ) (4.14)

based on the cluster arrival rate Λ in Table 4.1, where Poisson(·) is the Poisson

distribution random number operator. We align them in descending order as

4τl = sort(τ ′l −min(τ ′l )). (4.15)

The final inter-cluster delay τl can be generated accordingly as

τl =

 0, l = 1

4τl−1 + 12 + ετ1 , l = 2, 3, ..., L
(4.16)

where the ετ1 is the compensation of delay interval between the first cluster and the rest

of the clusters, and the minimum inter-cluster interval is 12 ns we found previously.
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Step 2 : We generate cluster powers as

a′l
2

=

 1, l = 1,

exp(−τl/10
µΓ+σΓ

10 )/10
µk+σk

10 , l = 2, 3, ..., L
(4.17)

where µk and σk are the mean and variance of normal distributed FCPRs, and µΓ and

σΓ are the mean and variance of log-normal distributed inter-cluster decay rates. The

final inter-cluster power al
2 can be achieved after normalising all the cluster powers

as

al
2 =

a′l
2∑L

l=1 a
′
l
2
. (4.18)

Note that we do not estimate the shadowing parameter, because it is a LSP. We

considered it as a scalar, which is not our focus in this model.

Step 3 : Generating the intra-cluster ray delay τl,m and ray power al,m
2 is similar to

those in Step 1 and Step 2, except that there is no FCPR for rays, and we fix the

intra-cluster ray decay rate. We simply use intra-cluster parameters to substitute the

corresponding inter-cluster parameters in (4.14), (4.15), and (4.18). We also use the

following two equations instead of (4.16) and (4.17), i.e.,

τl,m = 4τl,m, m = 1, 2, ...,M (4.19)

a′l,m
2

= exp(−τl,m
γ

), m = 1, 2, ...,M. (4.20)

The rays in the LOS cluster and the first NLOS cluster are generated in the same way

as those in the NLOS clusters for the simplification of model.

Step 4 : We scale/shift the intra-cluster parameters based on inter-cluster parameters

and sum up the ray powers that fall into the same delay bins, which depends on the

bandwidth of the simulated mmWave channel.

Note that each final generated channel coefficient/D-CIR is the alignment of intra-

cluster ray powers based on intra-cluster ray delays and those are shifted by inter-

cluster delays according to (4.7). We keep each cluster consists of a certain number
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of rays as in SV model. We do not sum up the rays within each cluster as one cluster

power. This is designed in the concern of the large bandwidth of mmWave channels

in latest 3GPP [95] and other standard models. The large bandwidth channels are

modelled in ray level. It is not the same as those in the standard channel models used

in 3G/4G systems, such as WINNER and 3GPP models.

4.4.2 Generate Other DCs’ Channel Coefficients by Cluster

Evolution

After generating the first DC’s channel coefficient (we can assign an angle of such DC

within the angle range of LOS class or NLOS class), we apply the angular domain

cluster evolution in the generation of the rest of DCs’ channel coefficients. Each cluster

is tracked based on the survival rate when it evolved from one DC to another as in

Section 4.3.4.

The procedures of cluster evolution used in the generations of channel coefficients of

DCs in both LOS class and NLOS class are the same since we use the same model.

However, we assume that the cluster survival rate and the statistical parameters used

in the cluster evolution in LOS class are different from those used in NLOS class.

When the clusters evolve from the DC in the LOS class to the DC in the NLOS class

(or vice versa), we change all the statistical parameters used in the channel coefficient

generation procedure in the LOS class to those in the NLOS class (or vice versa) and

continue the cluster evolution.

4.4.3 Implementation Details of Channel Coefficient Gener-

ation

The pseudo-code to generate the channel coefficients can be written as follows.

1: Determine the inter-cluster and intra-cluster parameters (use Table 4.1 in our

case), and the number of clusters (five clusters in our case);
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2: % Comment: generate clusters %

3: if (first DC) then

4: Generate the inter-cluster delay differences. Assume that the LOS cluster (or

the first NLOS cluster) excess delay is 0, re-arrange all of them in descending

order as the inter-cluster delays, and add the minimum cluster interval 12 ns as

(4.16);

5: Generate the inter-cluster powers. The FCPR and inter-cluster power decay

rate should be generated randomly according to the corresponding distribution

(use Table 4.2 in our case) in the generation of every channel coefficient. Assume

that the LOS cluster (or the first NLOS cluster) power as 0 dB, and normalise all

the cluster powers as inter-cluster powers;

6: Save the delay, power of each cluster;

7: else

8: while (not the last DC) do

9: Track and calculate the cluster survival probability by (4.13) for each single

cluster when it evolves to current DC;

10: Update/re-generate FCPR and cluster decay rate parameters;

11: Once one cluster dies or the cluster number increases, generate new clusters

in the same manner based on the parameters for current DC;

12: Normalise the cluster powers in current DC as new inter-cluster powers;

13: end while

14: end if

15: % Comment: generate rays %

16: while (not the last DC) do

17: Generate the ray for all the cluster in the current mmWave channel following

Step 3 ;

18: Scale the ray delays and powers by the cluster delays;

19: Add up the ray powers within the same delay bin, which is determined by the

bandwidth of the channel;

20: Normalise all the intra-cluster powers;

21: end while
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22: Re-arrange the ray powers as those in SV model.

4.4.4 Generate Omni-Directional Channel Coefficient

It is straightforward to continue the cluster evolution beyond one class by changing

the class-dependent statistical parameters and generate all the DCs along with 360◦

azimuth angles. After that, the omni-directional channel coefficient of the whole

channel, i.e., omni-CIR, can be synthesized by adding up the responses from each

cluster in all DCs (adding up the ray powers of each cluster). However, the duplicate

clusters that survive for several DCs in the cluster evolution need to be removed. Due

to the similarity of generation procedure, we do not show them.

4.5 Simulation and Validation

In this section, we show both the simulation results of DCs in the LOS and NLOS

classes and the simulated omni-CIRs. In the verification, we show the results of

simulated DCs (D-CIRs) in two approximations at the same time. First, we use

the simulated DCs to approximate the statistical RMS DSs based on all the DCs in

the LOS/NLOS class. Second, we use simulated DCs to approximate the correlation

coefficients of measured DCs (D-PDPs) in the LOS/NLOS class only on the azimuth

plane with 90◦ elevation angle. In order to achieve smooth CDF curve, we use all the

measured DCs in the LOS/NLOS class as the reference in the first approximation.

However, we generate a same number of simulated DCs as the measured DCs on the

azimuth plane with 90◦ elevation angle in both approximations.

4.5.1 Verification of DCs in the LOS Class

We generate 19 DCs in each trial, the same number as the measured DCs (D-CIRs) in

the LOS class on the azimuth plane with 90◦ elevation angle in LOS case. We optimise
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Figure 4.14: A group of simulated D-CIRs of DCs in the LOS class.

the trial until we find a group of 19 DCs can approximate both the RMS DSs of data

and correlation of data at the same time. In the generation of each simulated D-CIR,

we let the FCPR randomly generated according to the distribution, as well as the

inter-cluster delay rate. We fixed the NLOS cluster number to 4 for all the DCs.

A group of good-fit simulated DCs are shown in Fig. 4.14. The corresponding CDF

of RMS DSs and correlation coefficients comparisons are shown in Fig. 4.15a and

Fig. 4.15b, respectively. We can see that there are some deviation between simulated

results and data at some points in the figures. However, the simulated RMS DSs and

simulated correlation coefficients can be considered as good fits of the measurement

data at the same time. In the approximation, the cluster survival rate λ used in the

simulation is 0.1. There is no compensation of delay interval between the first cluster

and the rest of the clusters.

4.5.2 Verification of DCs in the NLOS Class

We focus on the simulation of DCs in NLOS class on the azimuth plane with 90◦

elevation angle. In the generation of each simulated D-CIR, we also let the FCPR

randomly generated according to the distribution, as well as the inter-cluster delay

rate. We generate 20 DCs in each trial, the same number as the measured DCs in the

largest group. We fixed the cluster number to 5 for all the DCs. We also optimise
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Figure 4.15: (a) Comparison of the CDF of RMS DSs between the simulated
DCs and measured DCs and (b) comparison of the correlation coefficients between
the simulated DCs and the measured DCs on the azimuth plane with 90◦ elevation

angle in the LOS class in the LOS case.

the trial until we find a group of 20 DCs that can approximate the data. A group

of good-fit simulated DCs are similar to those in Fig. 4.14, we do not show them

due to redundancy. The corresponding CDF of RMS DSs and correlation coefficients

comparisons are shown in Fig. 4.16a and Fig. 4.16b. Though there are some devi-

ations, we can also consider that the simulated RMS DSs and simulated correlation

coefficients can fit the measurement data at the same time. In the approximation, the

compensation of delay interval between the first cluster and the rest of the clusters

ετ1 is -3 ns and the cluster survival rate used in the simulation is 0.1 as well.
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Figure 4.16: (a) Comparison of the CDF of RMS DSs between the simulated
DCs and measured DCs and (b) comparison of the correlation coefficients between
the simulated DCs and the measured DCs on the azimuth plane with 90◦ elevation

angle in the largest group of NLOS class in the LOS case.

4.5.3 Verification of Omni-CIRs

We choose the first DC in LOS class and use angular cluster evolution to generate

all other DCs along 360◦ azimuth angles in both LOS and NLOS classes. We remove

the duplicated clusters that survive for more than one DC and add up all the rest of

clusters (adding up the rays within each non-duplicated cluster according to the delay

of them) in those DCs. Fig. 4.17 shows the comparison between one simulated omni-

CIR and one measured omni-CIR. We can observe that the first cluster and second

cluster can be well fitted by simulation, which most significantly affect the properties
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Figure 4.17: One simulated omni-CIR compared with one measured omni-CIR.

of channels. We can also observe that the trend of the simulated cluster power levels

closely follows the data. We simulate 500 omni-CIRs in total. The compensation

of delay interval ετ1 is 8 ns between the first cluster and the rest of the clusters in

the modelling of DCs in NLOS class. The calculated mean RMS DSs based on the

simulated omni-CIRs is 6.75 ns. This is very close to the estimated mean RMS DS

based on the measured omni-CIRs, which is 6.89 ns.

4.6 Summary

An A-APDP method has been introduced to estimate the ASRs of channels and it

has been applied in the data analysis of mmWave channel measurements performed in

an office environment. Three typical D-CIRs have been found based on the estimated

ASRs, RMS DSs, K-factors, and PPGs in the LOS case and two typical D-CIRs have

been found, as a subset of those three typical D-CIRs, in the NLOS case.

We have defined the DCs based on the beamwidths of Tx/Rx beams used in the

measurement. The LOS class, NLOS class, and outage class have been utilised to

classify those DCs. A modified SV model has been proposed to model the DCs in

both the LOS and NLOS classes. The normal distributed FCPRs and the log-normal

distributed cluster decay rates are the key parameters in the model. The angular

domain cluster evolution along the azimuth angles has been introduced to ensure the
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consistency of simulated DCs. In the verification of proposed directional mmWave

model, we have shown that both the root mean square RMS DSs and the correlation

of simulated DCs can match the measurement data. We have also shown that the

synthesised omni-CIR can match the measured omni-CIR.
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Chapter 5
Spherical Angular Stationarity and

Modelling Directional MmWave Channels

by Markov States

5.1 Introduction

In this chapter, the focus is still the directional propagation feature of mmWave

channels. In the former chapter, the directional mmWave channel model developed

are based on the small-scale DCs that are defined by the beamwidths of Tx beams

and the cluster evolution in azimuth domain was used to simulate all the DCs in

the wireless environment. However, in the case that we do not need to clearly know

which DC is used in the mmWave communication and the overall performance or the

statistics of DCs between Tx and Rx is the focus, we can model the instantaneous

directional mmWave channels by Markov states.

Based on the classification of general land mobile-satellite (LMS) fading environ-

ments and long-term variation of received signals, Markov chain channel models were

utilised to model the time-variant characteristics of LMS channels [218]–[224]. There

were also the modelling of received powers in vehicle-to-vehicle (V2V) and mobile-

to-mobile (M2M) wireless communications based on Markov states for both below

107



Chapter 5. Spherical Angular Stationarity and Modelling Directional MmWave
Channels by Markov States

6 GHz and mmWave frequencies [74], [225]–[227] and the studies of estimating the

system level performances of mmWave communication systems, such as bit error rate

(BER) and throughput, based on the finite state Markov channel [228]. Considering

the diverse properties of directional mmWave channels between the Tx and Rx in dif-

ferent directions/angles due to the inhomogeneous channel environments, such as the

indoor/outdoor scenarios, the Markov states can be utilised in the study of D-CIRs

in mmWave frequency ranges as well. However, the studies of directional mmWave

channels in this approach are rarely seen.

An A-APDP method used to estimate the ASRs of channels in azimuth angles was

introduced and three typical D-CIRs were found in the data analysis in [70], [229].

In this chapter, we first extend the A-APDP method to estimate the spherical ASRs

(S-ASRs) of channels in both azimuth and elevation angles. We apply this advanced

A-APDP method to the data analysis of directional mmWave channel measurements.

Similarly, three typical D-CIRs are found based on the estimated S-ASRs, RMS DSs,

K-factors, and PPGs. Then, we propose to use a three-state Markov chain to model

the directional mmWave channels and utilise joint channel models to simulate the

instantaneous directional mmWave channels.

5.1.1 Contributions

The contributions of this chapter are as follows.

• An A-APDP method used to estimate the S-ASRs of the channels on both

azimuth and elevation angles is introduced. It fully extends the APDP method

used in former stationarity studies of channels from the time, frequency, and

spatial domains [153] to the angular domain.

• In the data analysis of indoor time-invariant mmWave channel measurements,

we find three typical D-CIRs in the LOS case and find two typical D-CIRs, as

a subset of those three typical D-CIRs, in the NLOS case. Then, we propose

to use a three-state Markov chain, namely the LOS, NLOS, and outage states,
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according to those typical D-CIRs, to model the directional mmWave channels.

The one-step transition matrix and the limiting distribution of Markov chain

are estimated based on the measurement data.

• Joint channel models are proposed to simulate the instantaneous directional

mmWave channels based on the limiting distribution of Markov chain. A sta-

tionary channel model is used to model the D-CIRs in the LOS state within one

large S-ASR, a non-stationary channel model is used to model the D-CIRs in

the NLOS states over a few small S-ASRs, while the powers of D-CIRs in the

outage state are simply modelled as “zero”.

• We do not model the angular information of directional mmWave channel in

the proposed stationary and non-stationary channel models. Therefore, they

are much less complex compared with the former developed mmWave channel

models.

The rest of this chapter is organized as follows. In Section 5.2, the A-APDP method

based on both azimuth and elevation angles is introduced to study the S-ASRs of

the channel. In Section 5.3, time-invariant mmWave channel measurements are de-

scribed and three typical measured D-CIRs are found in the data analysis. Section 5.4

proposes a three-state Markov chain to model the directional mmWave channels. In

Section 5.5, a stationary and non-stationary channel models are introduced and the

joint channel models are developed to simulate the instantaneous directional mmWave

channels. The validation of stationary and non-stationary channel models are shown

in Section 5.6. Finally, conclusions are drawn in Section 5.7.

5.2 ASRs of Directional Channels

In the last chapter, the APDP method used to study the stationarity regions of

channels in the time, frequency, and spatial domains has been extended to the angular

domain (also in [70]). We consider the estimated ASRs in the last chapter as planar
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(a)

(b)

Figure 5.1: A-APDP method in the spherical coordinate system: (a) turning
sliding windows and (b) apex angle and S-ASR.

ASRs (P-ASRs), which study the ASRs of channels along azimuth angles. In this

chapter, we further develop the A-APDP method to study the S-ASRs of channels

based on both azimuth and elevation angles.

5.2.1 S-ASRs of Directional Channel

As shown in Fig. 5.1a, there is a spherical coordinate system (r, φ, θ), centred at the

Tx (or Rx). The radius, azimuth angle, and elevation angle are denoted by r, φ, and

θ, respectively. We define hD(φi, θj, τ) as the D-CIR received in the direction denoted

by (φi, θj), i = 1, 2, ..., u, j = 1, 2, ..., v, and define the corresponding instantaneous

directional power delay profile (D-PDP) as PD
h (φi, θj, τ) = |hD(φi, θj, τ)|2. We assume

there are U × V D-CIRs in total and the APDPs of u × v neighbouring D-CIRs
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represent one sliding window (u× v � U × V ) as

PD
h (φ, θ, τ) =

1

U × V

U×V∑
i=1,j=1

|hD(φi, θj, τ)|2. (5.1)

We let a sliding window PD
h (φ + 4φ, θ + 4θ, τ) turn around the reference sliding

window PD
h (φ, θ, τ) with an angular separation interval dsep (d2

sep = 4φ2+4θ2), which

is the Euclidean distance between two sliding windows in the spherical coordinate

system. Then, the angular correlation coefficient between those two APDPs is defined

as

c(φ, θ,4φ,4θ) =

∫
PD
h (φ, θ, τ)PD

h (φ+4φ, θ +4θ, τ)dτ

max{
∫
PD
h (φ, θ, τ)2dτ,

∫
PD
h (φ+4φ, θ +4θ, τ)2dτ}

. (5.2)

If the angular correlation coefficients c(φ, θ,4φ,4θ) between the APDPs are all higher

than the ASL (for this step, the calculation is similar to those in the last chapters),

we use the corresponding Euclidean distance between the centre of reference sliding

window and the centre of turning-around sliding window to determine the apex angle

ρ [230] in Fig. 5.1b as

ρ = 2× arcsin(
dsep

2r
). (5.3)

Finally, the stationary solid angle is defined as Ω to represent the S-ASR of channel

as in Fig. 5.1b, i.e.,

Ω = 2π(1− cosρ). (5.4)

Note that the u×v D-CIRs used to calculate the APDPs are within a very small solid

angle that we assume is much smaller than the stationary solid angle Ω. The total

solid angle of a sphere is 4π steradian (sr).
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5.3 Channel Measurements and Data Analysis

5.3.1 MmWave Channel Measurements

We still use the data from the mmWave channel measurements described in Sec-

tion 4.2.2 in chapter 4. For the conciseness purposes, we do not repeat the details.

5.3.2 Data Analysis of LOS Case

We apply the A-APDP method to the channel measurements. The S-ASRs are es-

timated based on the D-CIRs measured in all the directions (azimuth and elevation

angles). Both the turning sliding windows and the reference sliding windows contain

5 D-CIRs in the calculations.

The spherical angular correlation coefficients between the APDP in the reference

sliding window in the direction (φ = 0◦, θ = 90◦) and those in the turning sliding

windows in all other directions are shown in Fig. 5.2a. For ASL = 0.8, the estimated

S-ASR is about 3.62 sr (corresponds to ρ ≈ 64.5◦). We also estimated all the S-ASRs

in different directions as shown in Fig. 5.2b. We keep the ASL = 0.8 and we can

observe that the S-ASRs are in the range between 0.023 (corresponds to ρ ≈ 5◦) and

3.62 sr. It is obvious that the S-ASRs are the highest around the direction (φ = 0◦,

θ = 90◦) and those measured D-CIRs are with high similarity due to the existence of

LOS path between the Tx and Rx. While the estimated S-ASRs are much smaller in

other directions, where the sounding signals are fully scattered, and the NLOS paths

experience different parts of the channel environment.

We also estimate the PPGs, RMS DSs, and K-factors [77] based on corresponding D-

CIRs as shown in Fig. 5.3, Fig. 5.4, and Fig. 5.5, respectively. Aligning the results, we

can see that those parameters are similar along the elevation angles, while fluctuating

along azimuth angles. In the directions where the S-ASRs are large, small RMS DSs,

high K-factors, and high PPGs are found. While in the directions where the S-ASRs

are small, large RMS DSs, high K-factors, and high PPGs are found.
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Figure 5.2: (a) Spherical angular correlation coefficients against azimuth and
elevation angles in the LOS case and (b) estimated S-ASRs of mmWave channels

in all directions (ASL = 0.8).

Note that there is no unified criterion to determine the level of ASL as mentioned in

last chapter.

5.3.3 Three Types of D-CIRs in the LOS Case

Based on the analysis in previous section, we find three typical D-CIRs, which are

similar to those in [70].
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Figure 5.3: PPGs of D-CIRs in all directions in the LOS case.
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Figure 5.4: RMS DSs estimated by D-CIRs in all directions in the LOS case.

• Type 1 D-CIRs: In the directions around (φ = 0◦, θ = 90◦). They all contain a

strong LOS component and we consider them within one large S-ASR.

• Type 2 D-CIRs: In the directions where the smallest S-ASRs are dominant

(close to 0.023 sr in Fig. 5.2b. They normally contain a weak NLOS component

(or a few) with very low power gain. They account for the large DSs up to 40 ns

and the low K-factors (the strongest NLOS component over the rest of D-CIR)

mostly below 0 dB.

• Type 3 D-CIRs: The rest of them in the directions that the mediate S-ASRs are

dominant. They may contain up to two strong NLOS components and a few
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Figure 5.5: K-factors estimated by D-CIRs in all directions in the LOS case.

weak NLOS components. The K-factors are around 0 dB and the RMS DSs are

about 5 to 10 ns.

Note that these results are similar to those in Section 4.2.3 Chapter 4. Similarly, on

the horizontal plane ( φ ∈ [0◦, 355◦], θ = 90◦), we also determine the three types of

D-CIRs exactly by the PPG levels as shown in Fig. 4.5 in Chapter 4. We repeat it

here for the convenience of readers.

• Type 1 D-CIRs: PPG levels are above −62 dB. The angular coverages are

φ < 47◦ and φ > 312◦.

• Type 2 D-CIRs: PPG levels are below −80 dB. The angular coverages are

72◦ < φ < 127◦ and 221◦ < φ < 285◦.

• Type 3 D-CIRs: PPG levels are between −62 and −80 dB. The angular cover-

ages are 127◦ < φ < 221◦, 47◦ < φ < 72◦, and 285◦ < φ < 312◦.

Note that the peaks of S-ASRs in Fig. 5.2b are estimated based on the D-CIRs with

most common characteristics compared with neighbouring D-CIRs. We can split the

whole sphere (4π sr) into a few stationarity regions by the angular coverage areas of

highest S-ASRs.
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Figure 5.6: PPGs of D-CIRs in all directions in the NLOS case.

5.3.4 Two Types of D-CIRs in the NLOS Case

Similarly, the estimated S-ASRs, PPGs, RMS DSs, and K-factors for the mmWave

channels in the NLOS case are estimated. We do not show all of them due to redun-

dancy. From the results, the estimated S-ASRs in all the directions are smaller than

0.1 sr, and they are comparable to those small S-ASRs estimated in the LOS case.

We find that the measured D-CIRs can be sorted into two types and they have similar

features as those Type 2 and Type 3 D-CIRs in the LOS case. We still use the Type 3

D-CIRs to classify the D-CIRs with higher PPGs that are red-circled in Fig. 5.6. They

account for the relatively smaller RMS DSs and relatively higher K-factors. The rest

of D-CIRs are classified as the Type 2 D-CIRs. They account for the larger RMS DSs

and lower K-factors. Therefore, these two types of D-CIRs are considered as a subset

of the three types of D-CIRs in the LOS case.

Note that due to the high path loss of mmWave sounding signals, the power gain

levels of D-CIRs received while Tx is in Tx2 position are different from those of D-

CIRs received while Tx is in Tx1 position. Therefore, we adjust the power gain level

threshold from −80 dB to −90 dB to separate those two types of D-CIRs. However,

path loss is a large-scale parameter and we only focus on the small-scale parameters
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in this chapter. In addition, we mainly focus on the three types of D-CIRs in the LOS

case.

5.4 Three-State Markov Chain of Directional Mm-

Wave Channels

5.4.1 Three Markov States of Directional MmWave Channels

Similar to the studies of LMS Markov channels in [220], [221], we propose to describe

the measured directional mmWave channels in Section 5.3.1 by three Markov states,

i.e.,

hD(τ) =


hD,LOS(τ), LOS state

hD,NLOS(τ), NLOS state

Null, Outage state.

(5.5)

We define hD,LOS(τ), hD,NLOS(τ), and Null as the LOS state, NLOS state, and outage

states, respectively, to describe the measured directional mmWave channel hD(τ). If

hD(τ) falls to the LOS state, we expect it consists of both the LOS component and

NLOS components. If hD(τ) falls to the NLOS state, we expect it consists of only

NLOS components and at least one NLOS component with high power can maintain

the communication between the Tx and Rx. While, if hD(τ) falls to the outage state,

we simply consider the power of it as null (“zero”).

According to the descriptions of those three types of D-CIRs found in the LOS case

in Section 5.3.3, we assign Type 1 D-CIRs to the LOS state, assign Type 3 D-CIRs

to the NLOS state, and assign Type 2 D-CIRs to the outage state. Similarly for the

NLOS case, we assign Type 3 D-CIRs to the NLOS state and assign Type 2 D-CIRs

to the outage state.

Note that, in the standard models, such as 3GPP, the terms “LOS state” and “NLOS

state” were also used. Those were determined by a LOS probability related to the

propagation condition of simulated channel and the user terminal (UT) mobility.
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However, those are not based on analysing channels by Markov states, which are

different from the content in this chapter. Also note that the aforementioned channel

measurements can be considered as one type of scenario that the Tx or Rx fixed in one

position while the other end is rotating. For the scenario that both the Tx and Rx are

moving, if we assume the Tx and Rx beams can be kept aligned by a tracing technique,

we also expect to see the three typical D-CIRs since the DCs between Tx and Rx can

be in different situations (LOS, NLOS, and ”Null” cases, similarly) due to experiencing

difference parts of channel environment. For example, the different measured D-CIRs

of DCs in vehicular communication scenarios [225]. However, this requires a lot of

work in the design of channel sounder and the channel measurements. We do not

further discuss those three types of D-CIRs in other scenarios in this chapter.

5.4.2 Transition Matrix and Limiting Distribution of Three-

State Markov Chain

We define a stationary Markov chain (D-CIR sequence)Xn, Xn ∈ (LOS, outage , NLOS),

and define pj,i = p(Xn = j | Xn−1 = i) as state transition probability from the state i

to the state j [193]. Here we re-define j = 1, 2, 3 and i = 1, 2, 3 to indicate the three

Markov states. Then, the transition matrix of Markov chain can be written as

P =


p11 p12 p13

p21 p22 p23

p31 p32 p33

 (5.6)

and the limiting distribution π = [π1, π2, π3] satisfies

π = πP ,

3∑
j=1

πj = 1. (5.7)

118



Chapter 5. Spherical Angular Stationarity and Modelling Directional MmWave
Channels by Markov States

Table 5.1: The numbers of state transitions in the LOS case.

hhhhhhhhhhhhhhhInitial State
Next State

LOS
state

Outage
state

NLOS
state

Total transition
number

LOS state 299 0 22 321
Outage state 0 546 119 665
NLOS state 22 119 648 789

5.4.3 State Transition Characteristics of Directional MmWave

Channel in the LOS Case

Consider that there are transmission events as the channel measurements in the LOS

case. We assume one D-CIR Rx received falls in a Markov state (random) as “ini-

tial state”. Then, the Tx rotates the horn antenna one angular step (5◦ as in the

measurement) to the neighbouring direction that the azimuth angle always become

larger, and we consider the D-CIR Rx received falls in another Markov state as “next

state”. Note that the initial state and next state can be the same Markov state. We

let the event repeats on every Tx rotating directions (azimuth and elevation angles,

71 × 25). The power levels of initial state and next state D-CIRs are measured, and

their Markov states are determined according to the PPG levels listed in Section 5.3.3.

The numbers of state transitions are listed in Table 5.1. The probability of one-step

transition matrix is estimated as

P1 =


0.9315 0 0.0685

0 0.8211 0.1789

0.0279 0.1508 0.8213

 . (5.8)

We modify the event that we let the Tx rotate the horn antenna n angular steps

randomly (in any random angle after rotating). Since the environment is kept un-

changed, the Markov chain can be considered stationary. Then, after repeating the

event for sufficient enough times, the limiting distribution of the Markov chain [193]
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can be eventually reached. The limit of n-step transition matrix is estimated as

lim
n→∞

Pn =


0.1810 0.3746 0.4444

0.1810 0.3746 0.4444

0.1810 0.3746 0.4444

 (5.9)

where n = 1, 2, ...,∞, and the limiting distribution is π = [0.1810, 0.3746, 0.4444]

since the transition matrix is irreducible, aperiodic, and positive recurrent. We find

that they are consistent with the ratio of that the number of D-CIRs in each state

over the total number of measured D-CIRs (340 D-CIRs in the LOS state, 665 D-CIRs

in the outage state, and 795 D-CIRs in the NLOS state).

5.4.4 State Transition Characteristics of Directional MmWave

Channel in the NLOS Case

Similarly, the one-step transition matrix based on the measurement in the NLOS case

is estimated as

P1 =

0.6204 0.3796

0.0311 0.9689

 (5.10)

and the limiting distribution is estimated as π = [0.0757, 0.9243]. The limiting dis-

tribution is also consistent with the ratio of that the number of D-CIRs in each state

over the total number of measured D-CIRs (138 D-CIRs in the NLOS state, and 1662

D-CIRs in the outage state).

Note that the averaged one-step transition probability of Markov chain acquired from

different positions of a stationary environment should be used to estimate the limiting

distribution. But we can not practically achieve it due to limited data. Also note

that if a time-variant channel can be split into a few “quasi-stationary” channels,

the Markov chain can be used within the limited duration of each “quasi-stationary”

channel [77]. However, even within a stationary duration of time, the (averaged) one-

step transition probability and limiting distribution are highly related to the channel

environment, we do not recommend to use those results to predict the Markov-state
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channels in other environments. Since a lot of work required and we focus on the

modelling of directional mmWave channels in each Markov state in the following

content, we leave them in the future at the moment.

5.5 Joint Channel Models

The channel models in the former studies [77], [81], [132], [133], and other related

literature are based on the cluster model, which can be written as

hD(τ) =
L∑
l=1

alδ(τ − τl) δ(φ− φl)δ(θ − θl)︸ ︷︷ ︸
Substituted by Markov states

(5.11)

where we assume there are l clusters, l = 1, 2, ..., L, and al is the amplitude of cluster.

Given the knowledge of directional mmWave channels in each Markov state, we can

describe any D-CIR by one of the Markov states instead of describing them by exact

directions in the angular domain (azimuth and elevation angles). Specifically, we can

use the three Markov states to substitute the directional terms δ(φ − φl)δ(θ − θl) in

(5.11) (removing the angular information from model since the angular information

of clusters is only within the -3dB angular range of each narrow beam) and a group

of joint channel models can be used to model the directional mmWave channels in

those Markov states. The complexity of channel models in each Markov state is much

lesser compared with those of the current mmWave channel models mentioned in

Section 5.1.

5.5.1 Procedure of Modelling Directional MmWave Channels

The procedure of modelling the instantaneous directional mmWave channels is illus-

trated in Fig. 5.7. We first distinguish the LOS case and NLOS case. Then we define

three Markov states in the LOS case and two Markov states in the NLOS case. We

assign each Markov state a channel model based on the candidate models with a
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Figure 5.7: Procedure of modelling directional mmWave channels.

percentage. Finally, the joint channel models consisting of stationary/non-stationary

model and Null model can be obtained.

For the LOS case, we consider the limiting distribution as the probability of each

three Markov state and the joint channel models can be defined as

hD(τ) =


hD,LOS(τ), p(Xn = LOS state) : π1

Null, p(Xn = Outage state) : π2

hD,NLOS(τ), p(Xn = NLOS state) : π3

(5.12)

where p(·) is the probability operator. Note that hD,LOS(τ) and hD,NLOS(τ) are location

related (if measuring the D-CIRs in different locations other than Tx1 and Tx2 in

Fig. 4.2a of Section 4.2.2). We may need to consider hD,LOS(τ) = hD,LOS
location(τ)× LLOS

Scalar

and hD,LOS(τ) = hD,NLOS
location (τ)×LNLOS

Scalar. We define hD,LOS
location(τ) and hD,NLOS

location (τ) as location-

dependent D-CIRs, and define LLOS
Scalar and LNLOS

Scalar as large-scale parameters, which can

consist of path loss, diffraction loss, reflection loss, scattering loss, etc. [77], [95].

However, we do not further discuss the large-scale parameter in this thesis since the

focus is the modelling of small-scale fading model.

For the NLOS case, there are only NLOS and outage Markov states, and the joint

models only contain hD,NLOS(τ) and Null. Since it is similar to process the data and
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model the directional mmWave channels in the NLOS case, we only focus on the three

Markov states in the LOS case in the rest of chapter. It is also reasonable that if the

Tx is considered as a base station or relay, it is normally fixed in the position with

high probability of establishing the LOS communication with the user/Rx.

Based on the data analysis results in Section 5.3.3, it is also possible to separate the D-

CIRs in different Markov states by azimuth angles. However, the modelling based on

the limiting distribution is considered more versatility for various channel scenarios. It

enables us to model the instantaneous directional mmWave channels without consid-

ering the angles of directional mmWave channels. In the system level, if we only need

to estimate the system performance based on massive mmWave signal transmissions

and exactly angles/direction of each generated D-CIR does not significantly affect

the simulation results, the proposed joint channel models are very suitable to serve

the purposes and they are much less complex compared with the standard mmWave

channel models.

5.5.2 Stationary and Non-Stationary Channel Models

Based on the data analysis, the D-CIRs in the LOS state belong to one large S-ASR.

We assume the statistical parameters of those D-CIRs within the angular coverage of

LOS state are constant, and we propose to use a stationary channel model to describe

those D-CIRs. On the contrary, the D-CIRs in the NLOS state are over a few S-ASRs.

We assume the statistical parameters of those D-CIRs within the angular coverage

of NLOS state are variant, and we propose to use a non-stationary channel model to

describe those D-CIRs. While we simply use “zero” to model the power of D-CIRs in

the outage state.
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5.5.2.1 LOS State Stationary Channel Model

The modelling of D-CIRs in the LOS state is also based on the SV channel model [118],

[119]

hD,LOS(τ) =
L∑
l=1

M∑
m=1

al,mexp(jβl,m)δ(τ − τl − τl,m). (5.13)

We define L clusters and M rays in each cluster, l = 1, 2, ..., L, m = 1, 2, ...,M . The

inter-cluster delay is denoted as τl, and the amplitude and delay of intra-cluster rays

are denoted as al,m and τl,m, respectively. The random phase of each intra-cluster ray

is denoted as exp(jβl,m), whereβl,m is uniformly distributed βl,m ∼ Uni[−π, π). We

can see that this equation is very similar to (4.7) in Section 4.3.3.

We also assume that the number of inter-cluster arrivals and the number of intra-

cluster ray arrivals follow Poisson distributions for the fixed time intervals. We model

the inter-cluster arrival rate τl, the intra-cluster ray arrival rate τl,m, The exponential

distributed inter-cluster powers a2
l , intra-cluster ray powers a2

l,m, and first cluster

power ratio (FCPR) Kc1 as (4.8)-(4.11) in Section 4.3.3.

5.5.2.2 NLOS State Non-Stationary Channel Model

The non-stationary model hD,NLOS(τ) is similar to the stationary model hD,LOS(τ). All

the statistical parameters of channels are considered as constant, except the FCPR

and inter-cluster decay rate are treated as variables.

We assume the inter-cluster power decay rate in (4.10) is log-normal distributed and

we re-denote it as Γ̃, ln(Γ̃) ∼ N(µΓ, σΓ). We assume the FCPR in (4.11) is normal

distributed and we re-denote it as K̃c1, K̃c1 ∼ N(µk, σk).

Note that the random values are used in each simulation of the non-stationary model.

However, each simulated D-CIR can be either stationary or non-stationary which

depends on the situation of channels.
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Table 5.2: Statistical parameters of both LOS state and NLOS state (LOS case).

D-CIRs in
Markov states

Cluster ar-
rival rate,
1/Λ (ns)

Cluster
power decay
rate

Ray arrival
rate, 1/λ
(ns)

Ray power
decay rate

Mean
FCPR, Kc1

(dB)
LOS state 4.4723

(1/0.2236)
-0.3543
(12.2578 ns)

1.0494
(1/0.9529)

-0.4147
(10.4725 ns)

24.346

NLOS state 3.3400
(1/0.2994)

— 1.086
(1/0.9208)

-0.4321
(10.0508 ns)

—

5.5.3 Estimation of Statistical Parameters

We use 40 dB dynamic ranges of the measured D-CIRs in the data analysis. The

first cluster (the LOS component or the first NLOS component) from each D-CIR

is removed and saved for the FCPR estimations according to (4.11), then the peak

analysis is used to process the rest of D-CIRs in the estimation of inter-cluster and

intra-cluster parameters. We find that the 12 ns minimum inter-cluster interval is

suitable to separate the clusters (the spatial dimensions of 3.6 m, i.e., roughly 12

ns, is reasonable for the distance between two clusters in the office environment) and

it enables us to capture the feature of D-CIRs in both the LOS and NLOS Markov

states. We decide the border of each two consecutive clusters by one of the minimum

peak power levels between them and make sure the duration of each cluster is larger

than 12 ns. Four clusters are captured from each D-CIR and the inter-cluster and

intra-cluster parameters are estimated based on them.

Note that the minimum inter-cluster interval used in the peak analysis significantly

impacts the estimation results. It is similar to that in [132]. The arrival rate between

two cluster are actually 4.4723 + 12 = 16.4723 ns for LOS case and 3.34 + 12 = 15.34

ns for NLOS case. The estimated cluster/ray power decay rates are the slopes in the

SV model as in Fig. 4.9. The equation to transfer the decay rate to decay in ns is

decay (ns) = −1/ln(10decay rate/10), which is the relationship between the linear fitting

and exponential fitting of the data.
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Figure 5.8: (a) PDF of inter-cluster excess delay and (b) inter-cluster power decay
rate based on the D-CIRs in the LOS state in the LOS case.

5.5.3.1 Parameter Estimations

Based on the D-CIRs in the LOS state, the inter- and intra-cluster parameters are

estimated. Fig. 5.8 shows the PDF of inter-cluster delays and Fig. 5.9 shows the

inter-cluster power decay rate. We estimate those parameters based on the D-CIRs

in the NLOS state in similar manner, except the FCPR and the inter-cluster power

decay rate. We notice that there are two high probabilities above 14% that are far

away from the simulated PDF of Poisson distribution (in red) in Fig. 5.8a. Based

on the values shown in this figure (delay difference between two clusters, τl − τl−1)

about 1.5–1.8 ns, we can calculate the corresponding distance of those two clusters:
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Figure 5.9: (a) PDF of intra-cluster/ray excess delay and (b) intra-cluster/ray
power decay rate based on the D-CIRs in the LOS state in the LOS case.

about 0.5 metre away. We think this may due to the reflection/scattering of LOS

component caused by big sounder testbed as shown in Fig. 4.2b. Since it is possible

not to consider the sounder testbed as part of channel environment, we can leave it

for now. However, we keep those two points for the integrity of data.

Then, a normal distribution is used to fit the statistics of FCPRs, K̃c1 ∼ N(2.898, 13.67),

as shown in Fig. 5.10 (CDF in the figures stands for cumulative distribution function).

A log-normal distribution is used to fit the statistics of inter-cluster power decay rates,

ln(Γ̃) ∼ N(11.1077, 2.4291), as shown in Fig. 5.11. We may notice that the normal

distributions seems not as good as the fitting in Fig. 4.12 and Fig. 4.13. This is
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Figure 5.10: The normal distributed FCPRs estimated based on the D-CIRs in
the NLOS state.
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Figure 5.11: The log-normal distributed inter-cluster decay rates (data in dB
follow normal distribution) estimated based on the D-CIRs in the NLOS state.

because the results in Fig. 5.10 and Fig. 5.11 are based on the D-CIRs in all three

NLOS groups (one large group and two small groups mentioned in Section 4.3.6 of

Chapter 4). The data contain the information of channels in different parts of channel

environment (the objects are different, as well as channel properties). However, we

keep using normal distributions to describe the channel properties as those in the last

chapter, and normal distributions are still fairly good fit to the data. The accuracy is

acceptable based on the results in the following content. All the estimated parameters

(refer to SV model in Fig. 4.9), such as cluster/ray arrival rates, power decay rates,

can be found in Table 5.2.
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5.5.3.2 Implementation Details

Refer to [231], the details of the statistical parameter estimations based on the D-CIRs

in the LOS state can be found in the pseudo-code below.

1: while (not the last of D-CIR in LOS state) do

2: Separate the LOS cluster from the D-CIR. Estimate the FCPR and save the

power of remaining D-CIR;

3: Apply the peak analysis on the D-CIR without LOS cluster. Determine the

border of each two consecutive clusters. Make sure the duration of each cluster ≥

minimum inter-cluster interval;

4: Save the delay and power level of each cluster, as well as those of each ray;

5: end while

6: Estimate the mean FCPR, the Poisson distributed inter-cluster and intra-cluster

delay parameters, and the exponential distributed inter-cluster and intra-cluster

power parameters.

The details of statistical parameter estimations based on the D-CIRs in the NLOS

state are similar, except the separation of first cluster power, the estimation of FCPRs,

and inter-cluster decay rates. We add a further step in the last line of above pseudo-

code as below.

• Last line: Estimate the inter-cluster decay rates from each single D-CIR first,

then, estimate the mean and standard deviation of both FCPRs and inter-cluster

decay rates.
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Note that while the horn antenna rotates on one azimuth plane, the combination of

antenna patterns in 360◦ azimuth angles can be seen as an near flat power response,

i.e., a synthesized omni-directional CIR for removing the impact of antenna pattern

[132], [217]. Thus, such measurement data is often processed with simple peak search

algorithm and the rotated angle is assumed to be the path angle of arrival/departure

(AoA/D) in the literature [161]. However, we use the Markov states to substitute the

angle information and resolve the delay information in the data analysis as (5.11) and

(5.13).

5.5.4 Channel Coefficients Generation Based on Stationary

Channel Model

Step 1 : Generate random cluster delays by

τ ′l = Poisson(Λ) (5.14)

based on the cluster arrival rate Λ in Table 5.2. Align them in descending order as

4τl = sort(τ ′l −min(τ ′l )). (5.15)

Then, the final inter-cluster delay τl can be generated as

τl =

 0, l = 1

4τl−1 + 12 + ετ1 , l = 2, 3, ..., L
(5.16)

where the ετ1 is the compensation of delay interval between the first cluster and the

rest of the clusters compared with the minimum inter-cluster interval (12 ns we found

previously).

Step 2 : The cluster powers are generated as

a′l
2

=

 1, l = 1,

exp(− τl
Γ

)/10
Kc1
10 , l = 2, 3, ..., L

(5.17)
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where Kc1 is the FCPR (K-factor). Then the final inter-cluster power al can be

generated as

a2
l =

a′l
2∑L

l=1 a
′
l
2
. (5.18)

Similarly, we do not consider shadowing since it is a large-scale parameters.

Step 3 : Generation of the intra-cluster ray delay τl,m and ray power a2
l,m. The sum

of ray powers equal to the corresponding cluster power, i.e., a2
l =

∑M
m=1 a

′
l,m

2. The

general procedure is similar to that used for generating the inter-cluster delays and

powers in Step 1 and Step 2. However, we use

τl,m = 4τl,m, m = 1, 2, ...,M (5.19)

a′l,m
2

= exp(−τl,m
γ

), m = 1, 2, ...,M (5.20)

instead of (5.16) and (5.17), respectively. Then we simply use intra-cluster parameters

to substitute the corresponding inter-cluster parameters in (5.14), (5.15), and (5.18).

The rays in the LOS cluster are generated in the same way as those in NLOS clusters

for the simplification of model. Note that we do not add any delay or compensation

interval on each of ray delays.

Step 4 : We scale/shift the intra-cluster parameters based on inter-cluster parame-

ters, then, sum up the ray powers that fall into the same delay bins (depend on the

bandwidth of the channel).

Each final generated channel coefficient (D-CIR) is the alignment of intra-cluster ray

powers based on the intra-cluster ray delays according to (5.13). We keep each cluster

consists of a certain number of rays as SV model. Because the very large bandwidth

is the merit of mmWave channels, the WSS in the frequency domain may not be

satisfied [153], and the neighbouring delay bins can be correlated. Therefore, the rays

within each cluster are not summed up as one cluster power. It is not the same as

those in WINNER and 3GPP models.
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5.5.4.1 Implementation Details Based on Stationary Channel Model

The pseudo-code to generate the channel coefficients by LOS state stationary model

can be written as follows.

1: Determine the FCPR, inter-cluster, and intra-cluster parameters (use Table 5.2

in our case), and the number of clusters (five clusters in our case);

2: Generate the inter-cluster delay differences, and assume the LOS cluster excess

delay is 0 ns. Re-arrange all of them in descending order as the inter-cluster

delays, and add the minimum cluster interval 12 ns as (5.16). If needed, add the

delay compensation ετ1 ;

3: Generate the inter-cluster powers, and assume the LOS cluster power as 0 dB.

Normalise all the inter-cluster powers;

4: while (l < number of inter-clusters (4 + 1 in the simulation)) do

5: Generate the intra-cluster delay differences, re-arrange them in descending

order as intra-cluster excess delay;

6: Generate the intra-cluster powers. Make sure the sum of intra-cluster ray

powers equals to the current cluster power;

7: end while

8: Re-arrange all the intra-cluster ray powers in all the clusters together based on

their delays. Determine the delay bin of final D-CIR and add up the intra-cluster

ray powers if they fall into the same delay bin;

9: Normalise all the delay bin powers and the final D-CIR obtained.

5.5.5 Channel Coefficients Generation Based on Non-Stationary

Channel Model

The generation procedure is similar as that in the Subsection 5.5.4. However, in

the Step 2, we use the log-normal distributed inter-cluster decay rate Γ̃ and normal
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distributed FCPR K̃c1. We rewrite (5.17) as

a′l
2

=

 1, l = 1,

exp(−τl/10
µΓ+σΓ

10 )/10
µk+σk

10 , l = 2, 3, ..., L.
(5.21)

The rays in the first NLOS cluster are generated in the same way as those in other

clusters.

5.5.5.1 Implementation Details Based on Non-Stationary Channel Model

The pseudo-code to generate the channel coefficients by NLOS state non-stationary

model is generally the same as that in the Subsection 5.5.4.1, except two modifications:

• Modification 1: The FCPR and inter-cluster power decay rate should be gen-

erated randomly according to the corresponding distribution in the generation

of every channel coefficient. The parameters to determine the distributions are

fixed.

• Modification 2: Substitute “LOS cluster” by “first NLOS cluster” in the pseudo-

code.

5.6 Simulation and Validation of Stationary and

Non-Stationary Models

In the studies of narrow-band channels by Markov states, the description of overall

channel affect can be written in form of

pdf(h(t)) = pdf(hLOS(t))× π1 + pdf(Null)× π2 + pdf(hNLOS(t))× π3 (5.22)
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as that in [221]. Note that the notation of narrow-band channel is h(t) instead of h(τ)

since the channel affect is considered as powers presented by complex values along

time axis t (no delay, because narrow-band channel can not distinguish the MPCs).

However, in the study of wideband channels by Markov states, the channel affect is

considered as an impulse response h(τ) (with delay) at one specific time (point) since

the MPCs can be distinguished by delay bins. In this case, the overall channel affect

can be written as (5.12). We need to study the Markov probability and each wideband

channel model which representing the channel affect in each Markov state.

Since the Markov probability has been estimated from real measurement data in

Section 5.4, we do not further discuss it. In this section, the focuses are the veri-

fication of stationary and non-stationary channel models. We directly simulate the

models in the LOS case based on the parameters in Table 5.2 and those follow the

normal/log-normal distributions. We compare the CDFs of RMS DSs estimated from

the simulated D-CIRs and those estimated from the measured D-CIRs.

5.6.1 Verification of LOS State Stationary Model

We run the simulation of stationary channel model for 1000 times (more than the

340 measured D-CIRs in the LOS state, refer to Section 5.4.3. One simulated D-PDP

is shown in Fig. 5.12a. The ετ1 is 5 ns. The comparison of the CDFs of RMS DSs

between the simulated D-CIRs and the measured D-CIRs is shown in Fig. 5.12b. We

can see that the statistics of simulated D-CIRs can fit the data.

Note that the compensation of delay interval ετ1 in (5.16) is a very important factor

in the data approximation shown in Fig. 5.12b.

5.6.2 Verification of NLOS State Non-Stationary Model

In each simulation run, we let the FCPR randomly generated according to the dis-

tribution, as well as the inter-cluster delay rate. One simulated D-PDP is shown in

Fig. 5.13a. The ετ1 is -2 ns. We have run the simulation of non-stationary model
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Figure 5.12: (a) One simulated LOS state D-PDP hD,LOS(τ) and (b) the com-
parison of the CDFs of RMS DSs between the simulated D-CIRs and the measured

D-CIRs, LOS state, LOS case

for 1000 times as well. The comparison of the CDFs of RMS DSs between the simu-

lated D-CIRs and the measured D-CIRs is shown in Fig. 5.13b. We can see that the

statistics of simulated D-CIRs can fit the data.

5.7 Summary

In this chapter, an A-APDP method based on both azimuth and elevation angles

has been introduced to estimate the ASRs of channels. It has extended the former

stationarity studies of channels from the time, frequency, and spatial domains to the
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Figure 5.13: (a) One simulated NLOS state D-PDP hD,NLOS(τ), and (b) the com-
parison of the CDFs of RMS DSs between the simulated D-CIRs and the measured

D-CIRs, NLOS state, LOS case.

angular domain. In the data analysis of mmWave channel measurements, the S-ASRs,

RMS DSs, K-factors, and PPGs based on the measured D-CIRs (in all azimuth and

elevation angles) have been estimated. We have found three typical D-CIRs in the

LOS case and two typical D-CIRs, as a subset of those three typical D-CIRs, in the

NLOS case.

The LOS, NLOS, and outage Markov states have been defined based on those three

typical D-CIRs and we have proposed a three-state Markov chain to model the direc-

tional mmWave channels. The one-step transition matrix and the limiting distribution
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of Markov chain have been estimated based on the measurement data. We have de-

veloped the joint channel models based on the limiting distribution of Markov chain

to simulate the instantaneous directional mmWave channels. A stationary channel

model has been utilised to model the D-CIRs in the LOS state within one large S-

ASR, a non-stationary channel model has been utilised to model the D-CIRs in the

NLOS state over a few small S-ASRs, while the powers of D-CIRs in the outage state

have been simply modelled as “zero”. We have simulated and verified the stationary

and non-stationary channel models. The statistics of RMS DSs between the simulated

D-CIRs and measured D-CIRs are well matched.
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Chapter 6
Mobile-to-Mobile Directional MmWave

Channels Based on A Novel Beamforming

Scheme

6.1 Introduction

Beamforming technique is widely used in mmWave communication systems [55], and

it is typical that both the Tx and Rx are casting beams to align with each other for

transmitting information. If the Tx or Rx moves, the beams will be mis-aligned and

the communication between Tx and Rx could be broken. There were studies about the

impact of user mobility on mmWave communications in [138]. In previous chapters,

the directional mmWave channels in the static environments were studied. For the

Tx and Rx in motion scenarios, the mmWave technology is also widely adapted to

greatly improve the data rate in the wireless communications. In this chapter, the

studies of directional propagated mmWave channels when the Tx and Rx in motion

is addressed.

To ensure the mmWave communications between the Tx and Rx in motion, a robust

beam alignment scheme is required. The related state-of-the-art researches are mainly

as follows: adaptive beamforming [61], [62], hybrid antenna array [63], two layers of
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beam alignment [64], [65], beam switching [66], dual connectivity [67], beam training

[68], intelligent beam search and tracking algorithms [69], etc.

6.1.1 Contributions

Those above mentioned schemes require the system level controls from protocol and

application layers. They are relatively complicated to be implemented in the mobile

to mobile (M2M) mmWave communication scenarios. In this chapter, we propose

a simple physical layer double Gaussian beams (DGBs) scheme for M2M mmWave

communications. It treats both the static and moving Tx and Rx scenarios in the

same manner.

The rest of this chapter is organized as follows. Section 6.2 introduces the DGBs

scheme. In Section 6.3, we model both the DGBs channels and measured mmWave

channels by three Markov states. In Section 6.4, the connection ratios of three Markov

states DGBs channels are estimated, and the connection ratios between the DGBs

channels and measured mmWave channels are compared. Conclusions are finally

drawn in Section 6.5.

6.2 Double Gaussian Beams Communication

In optical and visible light communication (VLC) [232]–[234], Tx transmits a Gaussian

beam with a radiation pattern that gradually spreads as it propagates to further

distance as shown in Fig. 6.1 [235]. In the figure, there is a beam from torch at up-

right corner. We call such beam as Gaussian beam because the transverse beam energy

intensity is Gaussian distributed. Analogously, we can create a similar Gaussian beam

with beamforming technology and use it to overcome the mis-alignment of Tx and Rx

beams caused by the movement in mmWave communications.
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Figure 6.1: The transverse energy intensity of a beam follows Gaussian distri-
bution. There is a torch at up-right corner, the transverse energy intensity at the
down-right corner, and the transverse energy intensity profile at the left hand side.

Figure 6.2: Construction of one Gaussian beam based on beamforming technology.

6.2.1 Gaussian Beam

Assume there is a radio system equipped with antenna arrays as in Fig. 6.2, and it uses

beamforming technology during signal transmission/reception. We define a flashing

rate γ as how many beams can be generated per second. All the generated beams

have fixed beamwidth θ, and the pointing angles of them are limited within a swing

range ψ (θ � ψ). We assume µ is the centre angle of swing range and σ is the angular

variation of the centre of beam. Statistically, the transverse power intensity in the

swing range is Gaussian distributed N(µ, σ) along the propagation direction. The

transverse energy intensity within such swing range is Gaussian distributed as that

shown in Fig. 6.1. Based on [193], approximately 99.7 percent power lies within three

standard deviations (µ± 3σ) of the swing range, therefore, we define the relationship
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Figure 6.3: DGBs channels.

of ψ and σ as
ψ

2
≈ +3σ ≈ −3σ(i.e.,− 3σ ≤ ψ ≤ +3σ). (6.1)

6.2.2 DGBs Communication Scheme

We apply the Gaussian beams to both Tx and Rx in channel scenario as in Fig 6.3. If

we consider the instantaneous alignment of Tx and Rx beams as one connection, then,

the communications between Tx and Rx are keeping connected and disconnected as

long as there is an overlapping area of the Tx and Rx Gaussian beams. If the Tx

and Rx can be connected (such as communicating with each other, transferring data,

etc.) then we consider it a successful connection. We define a connecting ratio p as a

metric to study the successful connections between the Tx and Rx.

p =
Successful connections per second

γ
. (6.2)

The proposed communication scheme could be used for data packet transmissions as

the Ethernet does. Each data packet is not guaranteed to be delivered to the receiver,

but the Tx is trying the best to deliver them.
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From implementing the DGBs scheme by hardware (printed circuit board and chips)

point view, there are circuits connecting to each antenna element of an antenna ar-

ray (beamforming technology requires antenna array). They are used to control the

amplitude and the phase of signals feeding into antenna elements that generate the

beams with beamwidth θ and make sure the pointing angles of them are limited within

a swing range ψ. Based on that, it is possible to insert a high-speed radio frequency

(RF) switch before the circuits connecting to the antenna elements. The switch is use

for controlling flashing rate γ mentioned above. The speed of beam switching could

be as short as a few nanoseconds [236], and the RF switches with such switching speed

are widely used in the industry. In the rest of chapter, we assume that both Tx and

Rx can generate 20 random beams per millisecond, i.e., γ = 20, 000.

6.3 Markov States MmWave Channels

For the typical mmWave communications with beamforming technology, the direc-

tional wireless channels between Tx and Rx can be modelled by three Markov states.

If the Tx and Rx beams are aligned with each other during communication, the chan-

nels can be considered in LOS state. When Tx/Rx moves or rotates, the beams be-

come mis-aligned. If the communication could be maintained based on strong NLOS

signals, the channels can be considered in NLOS state. Otherwise, it is in outage

state. For the Rx side, the received D-CIRs hD(τ) can be modelled as

hD(τ) =


hD,LOS(τ), pLOS

hD,NLOS(τ), pNLOS

Null, 1− pLOS − pNLOS

(6.3)

where p[∗] is the percentage of D-CIRs in LOS state or NLOS state over the flash rate

γ. The hD,LOS(τ), hD,NLOS(τ), and Null as the D-CIRs in LOS state, NLOS state, and

outage states, respectively.
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6.3.1 Three Markov States DGBs Channels

Assume that there is an object within the DGBs channel as in Fig. 6.3. The centre of

this object is randomly located, and it is large enough to block the LOS path between

Tx and Rx. In every instantaneous time, the Rx received D-CIR hD(τ) falls into one

of three Markov states. When the Tx and Rx beams are cast to each other directly

within a tolerable mis-aligned angle, the DGBs channel is in LOS state. When the

Tx and Rx all cast beams to the object within a tolerable mis-aligned angle and the

scattered signals could maintain the communication between them, the DGBs channel

is in NLOS state. In the cases that the object blocks the LOS path between the Tx

and Rx and the angles of Tx and Rx beams are not inside of the tolerable mis-aligned

angles, the DGBs channel is in the Outage state.

The one-step transition probabilities of Markov states are highly environmental depen-

dent within the overlapping area. Due to the difficulty and high cost of implementing

the DGBs scheme in the mmWave channel sounder, we are not able to perform the

real measurement of a DGBs channel and estimated those parameters from the data

at the moment (the channel measurement in the following subsection is not based on

DGB scheme). However, compared with the high flashing rate of DGBs, we assume

that the DGBs channel is stationary for a certain limited of time while the Tx and

Rx move in relatively slow speed. We consider the limiting distribution of Markov

states [193] in this case is related to pLOS, pNLOS, and 1− pLOS − pNLOS. The limiting

distribution of Markov states is the key parameters to achieve the conclusion.

6.3.2 Channel Measurement and Three Markov States Mea-

sured Channels

The directional antennas were widely used in the mmWave channel measurements

in the literature [81], [131], [161]. In this section, we choose one relatively simple

and typical mmWave channel measurement mentioned as an example, and model the

measured directional mmWave channels by three Markov states.
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Figure 6.4: Estimated ASRs of mmWave channel from D-CIRs in different az-
imuth angles, ASL is 0.8.

Figure 6.5: Angular separated three typical D-CIRs in three Markov states (Tx
rotates and Rx hold still).

We still use the data from the mmWave channel measurements described in Sec-

tion 4.2.2 of last chapter. For the conciseness purposes, we do not repeat the details.

However, we only use the data in the azimuth plane with 90◦ elevation angle.

6.3.2.1 Three Markov States Measured Channels

In the data analysis, the estimated ASRs of the channel in the azimuth plane with 90◦

elevation angle, root mean square (RMS) delay spreads (DSs), K-factors, and three

types of measured D-CIRs are the same as the Fig. 4.3b, Fig. 4.4a, Fig. 4.4b, and

Fig. 4.6 in Section 4.2.3. We separate the D-CIRs based on three Markov states based
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on the estimated ASRs as in Fig. 6.4. We can read the angular range of those three

typical D-CIRs as (also in [70]):

• Type 1: D-CIRs measured at the azimuth angles smaller than 70◦ and larger

than 295◦

• Type 2: D-CIRs measured at the azimuth angles between 70◦ and 125◦ & be-

tween 215◦ and 295◦

• Type 3: D-CIRs measured at the azimuth angles between 125◦ and 215◦

We also consider those three typical D-CIRs as three Markov states as defined in

Section 5.4.1. We consider the D-CIRs contain one strong LOS component and a few

weak NLOS components are in the LOS state; those containing one relatively strong

NLOS component and a few weak NLOS components are in the NLOS state; and those

containing only weak NLOS components are in the Outage state. Fig. 6.5 shows both

the locations and percentage of angular coverage areas of those three typical D-CIRs

in each Markov state. They are: 29% in LOS state, 28% in NLOS state, and 43% in

Outage state.

Note that the separation of three typical D-CIRs is not the same as those in Sec-

tion 4.2.3 and Section 5.3.3 in last two Chapters that were based on PPG levels. It

is due to history reasons of paper publication time chronologically. This also implies

that there is no uniform verdict on how to determine three typical D-CIRs in the liter-

ature. It can depend on the situation of individual channel environment and personal

judgement on the data.

6.4 Study and Comparison of Connection Ratios

The static and moving Tx/Rx scenarios are treated in the same manner as in DGBs

scheme. For less confusing, we consider the Tx and Rx that are facing each other

precisely in Fig. 6.6 as located case, and consider the Tx and Rx that are not facing
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Figure 6.6: DGBs channels in the located case.

Figure 6.7: DGBs channels in the dislocated case (shifting distance is d).

each other precisely with a shifting distance in Fig. 6.7 as dislocated case. We assume

those located and dislocate cases are independent of the movements of Tx and Rx.

The studies of DGBs channels are based on simulations in this chapter. However, we

compare the connection ratios of DGBs channels with those estimated from the real

mmWave channel measurement described previously.

6.4.1 Connection Ratios of Markov States DGBs Channels

LOS probability is one of the components in WINNER models [92] and other standard

channel models. It estimates the probability that the communication between Tx and

Rx is in the best situation which is based on the LOS path of channels. Similar idea
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Figure 6.8: The DGBs overlapping area for both the located and dislocated cases.
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Figure 6.9: Synchronised DGBs channels (swing ranges ψTx = ψRx = 60◦, length
of vertical positioned slim object is 1 m, distance between Tx and Rx is 10 m, and

the shifting distance d is 2 m for the dislocated case).

can be used to check the probabilities of the directional mmWave channels in each

Markov state.

6.4.1.1 Synchronised DGBs Channels

We assume that the Tx and Rx are casting γ beams per second to each other, and the

timings of casting each simultaneous beam at both Tx and Rx sides are synchronised.

In the simulation, we let the distance between the Tx and Rx is 10 m; the swing ranges

of Tx and Rx Gaussian beams, ψTx and ψRx, are both 60◦; the variation of centre of
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Figure 6.10: Synchronised DGBs channels (swing ranges ψTx = ψRx = 60◦, length
of vertical positioned slim object is 3 m, distance between Tx and Rx is 10 m, and

the shifting distance d is 2 m for the dislocated case).
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Figure 6.11: Synchronised DGBs channels (swing ranges ψTx = ψRx = 60◦, length
of vertical positioned slim object is 1 m, distance between Tx and Rx is 10 m, and

the shifting distance d is 4 m for the dislocated case).

Gaussian beam σ is 10◦ at both the Tx and Rx side; and the shifting distance d is

2 m for the dislocated case. We also assume that the object is slim, its width could be

ignored and its length is 1 m (about 8.7% size of DGBs channel area in y-axis), which

is long enough to block the LOS path between Tx and Rx. We position it vertically

in the DGBs overlapping area as in Fig. 6.8 following the uniform distribution.

Note that we do not consider the beamwidths of Tx and Rx beams, θTx and θRx, in

the simulation. Instead, we assume that the beamwidths are always suitable to obtain

the simulation results (always be two times of each angle of mis-aligned beams for
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example). We do not consider the frequencies of mmWave signals in the simulations

neither. We let the distance between Tx and Rx is 10 m simply due to the high

attenuation of mmWave signals.

Fig. 6.9 shows the connection ratios of DGBs channels in LOS and NLOS Markov

states vs. the angles of mis-aligned Tx and Rx beams from 1◦ to 20◦. We can see that

for both the located and dislocated cases, as we increase the angle of mis-aligned Tx

and Rx beams, the connection ratios of both LOS and NLOS states become higher.

The connection ratios of LOS states in the located case are from 18.92% to 33.79%,

and are from 17.93% to 31.74% in the dislocated case with the shifting distance d =

2 m. The connection ratios of NLOS states in the located case are from 0.025% to

18.83%, and are from 0.025% to 11.7% in the dislocated case.

In Fig. 6.10, we increase the length of vertical positioned slim object to 3 m, and keep

other settings as in Fig. 6.9. We can observe that for both the located and dislocated

cases, the LOS state connection ratios decrease while the NLOS state connection

ratios increase. It makes sense that as the length of slim objects increases, the chance

that the LOS paths between the Tx and Rx are blocked increases, while the chance

that the communication between Tx and Rx could be maintained based on the signals

that are scattered by the slim object increases.

In Fig. 6.11, we let the shifting distance d be 4 m, and keep other settings the same as

in Fig. 6.9. We can observe that the connection ratios of both LOS and NLOS states

in the dislocated case decrease compared with those in Fig. 6.9. The reason is that

when the shifting distance d increases, the size of DGBs overlapping area decreases,

so as the connection ratios of DGBs channels in both LOS and NLOS states. We

have found similar phenomena in the simulations with different swing ranges (120◦

and 60◦), different distances between the Tx and Rx, and different lengths of the

slim object. As the DGBs overlapping area decreases, the connection ratios of DGBs

channels decrease accordingly.
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Figure 6.12: Both synchronised and asynchronised DGBs channels (swing range
ψTx = ψRx = 60◦, length of vertical positioned slim object is 1m, distance between
Tx and Rx is 10 m, and the shifting distance d is 2 m for the dislocated case): (a)

LOS states, and (b) NLOS states.

6.4.1.2 Asynchronised DGBs Channels

We assume that the Tx and Rx lost the synchronisation of timing to cast each simul-

taneous beam. We let the Tx casts each simultaneous beam earlier than Rx does (vice

versa) with the time difference of 50% beam duration. We count the overall duration

of connections in LOS or NLOS state over one second as connection ratio. From the

results in Fig. 6.12, we can see that the synchronised and asynchronised connection

ratios of LOS and NLOS states in both located and dislocated cases are almost the

same. If we change the time difference to other values (time difference of 80% beam
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duration, etc.), the connection ratios in asynchronised DGBs channels are also very

close to those in synchronised DGBs channels. This indicates that the synchronisation

of instantaneous Tx and Rx beams has no significant impact on the connection ratios

of DGBs channels. The performance of DGBs scheme is very stable and it is possible

to predict the connection ratio based on the size of overlapping area.

6.4.2 Connection Ratios of Markov States Measured mm-

Wave Channels

In Section 6.3.2, we have estimated the percentage of angular coverage areas of three

typical D-CIRs in each Markov state. If we consider the channel measurement as

an unchanged environment, and the base station is kept casting one stable beam to

the users without changing the beam angle. Then, we can assume that if one person

is randomly walking in such a channel environment, she/he can connect to the base

station when she/he is walking inside of the angular coverage areas of LOS and NLOS

states. In this case, the percentages of angular coverage areas of Markov states can be

considered as the limiting distribution of Markov states, which are also the connection

ratios of directional mmWave channels in those Markov states. They are: 29% for the

connection ratio of LOS state, 28% for the connection ratio of NLOS state, and 43%

for the connection ratio of Outage state.

6.4.3 Comparison of Connection Ratios

Assume the beamwidths of Tx and Rx beams, θTx and θRx, used in DGBs com-

munications are 10◦, which are the same as those of the horn antennas used in the

aforementioned channel measurement. In order to keep the connection between Tx

and Rx in “good situation”, we let the aligned Tx and Rx beams are at least 50%

overlapped in term of (-3 dB) beamwidth. Therefore, the mis-aligned angle of Tx and

Rx beams should be limited to 5◦, and we can find the corresponding connection ratios

from Fig. 6.9. In the located case, the connection ratio of LOS state is 25.48%, and
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the connection ratio of NLOS state is 1.66%. In the dislocated case, the connection

ratio of LOS state is 23.65%, and the connection ratio of NLOS state is 0.84%.

Compared with the LOS state connection ratios estimated based on the channel mea-

surement, the LOS state connection ratio of DGBs channels in the located case is

3.52% lower, and in the dislocated case, it is 5.35% lower. However, the NLOS state

connection ratios of DGBs channels in both the located and dislocated cases are much

lower compared with those estimated from the channel measurement. Because the

NLOS state connection ratios are highly environment dependent, and the simulation

assumption of DGBs channel is quite different from that in the measured channel (the

objects, such as walls, ceiling, windows, and doors, etc., are all scatterers). According

to the analysis in Section 6.4.1.1, if we can keep the overlapping area of DGBs channel

as large as possible, the acceptable connection ratios as in Fig. 6.9 can be achieved in

M2M mmWave communication under DGBs scheme.

6.5 Summary

We have proposed a simple DGBs scheme based on beamforming technology for M2M

mmWave communications in this chapter. The Markov states have been utilised to

model the DGBs channels, and to model the measured directional mmWave channels

in an office environment for comparison purpose. The connection ratio of Markov

state has been considered as the metric to study the performance of DGBs scheme

from the channel point of view. It has shown that the DGBs channels have very

similar LOS state connection ratios compared with those of the measured mmWave

channels based on using the beams with 10◦ beamwidth. But the NLOS state connec-

tion ratios of DGBs channels are much lower, which is related to the environmental

differences between the simulation assumption of DGBs channels and the measured

mmWave channel. We have found that when the Tx and Rx are in the dislocated

case, the connection ratios of both LOS and NLOS states decrease as the size of DGBs

overlapping area decreases. We have also found that the synchronisation of Tx and

Rx beams has no significant impact on the connection ratios of DGBs channels.
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DGBs scheme is considered as a physical layer beam alignment technique. We expect

that it requires less system level controls from the protocol and application layers. It

is suitable for the communication scenarios that the Tx and Rx are moving all the

time. It is also suitable for the mmWave communications at initiation stage, when

the Tx and Rx have no knowledge of system configuration on the other side.
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Conclusions and Future Work

7.1 Summary of Results

This thesis has presented a wealth of comprehensive research on wireless channel mod-

elling and simulation for mmWave communication systems (i.e., a FnS channel model

in Chapter 3, directional mmWave channel models in Chapter 4 and Chapter 5, and

a novel beamforming scheme for mobile-to-mobile millimetre wave communications in

Chapter 6). The importance of our research has been introduced and proved in detail.

In this chapter, the key findings of my Ph.D. researches are summarized and several

potential future research directions are proposed.

7.1.1 Frequency Non-Stationary MmWave Channel Models

The very broad bandwidth resource is the key merit of using mmWave communication.

The absolute bandwidths of the mmWave channels are comparable to those of the

UWB channels. The UWB channels are generally considered as FnS channels, within

its bandwidth the estimated channel characteristics vary along with frequencies. Since

the bandwidths of mmWave channels are comparable to those of UWB channels,

the channel characteristics within the bandwidths of mmWave channels may vary

along with frequencies as well. Therefore, the studies of frequency non-stationarity of
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mmWave channels are needed. In order to improve the standard channel model, such

as 3GPP model, the re-study of stationarity of mmWave channels is fundamental. We

have introduced an APDP method to determine the stationarity regions of channels

in the time, frequency, and spatial domains. We have used this method in the data

analysis of channel measurements in a sub-6 GHz frequency band 2–4 GHz and two

mmWave frequency bands 14–16 GHz and 28–30 GHz. The frequency non-stationarity

of channels with very broad bandwidth (2 GHz in the measurement data) has been

found in the data analysis. We have shown the FnS properties of channels in all the

measured frequency bands.

UWB channel model [186], [202] is not similar to 3GPP model [95]. The methodology

is totally different and it does not based on the estimation of FSRs. A FnS fading

channel model that is similar to 3GPP model has been proposed in this thesis. It is

suitable to model the channels in both the sub-6 GHz and mmWave frequency bands.

In this model, the FnS channel is split into a few FS sub-band channels, modelled one

by one, and combined as one FnS channel again. The cluster evolution in the frequency

domain is the key to implement this model (if there are many sub-band channels) and

it also ensures the frequency consistency of simulated sub-band channels. We have

shown that the proposed channel model can well fit the measurement data. We suggest

considering the proposed FnS channel model as an additional component of standard

channel models, such as 3GPP, METIS, mmMAGIC, etc.

7.1.2 Directional MmWave Channel Models

Directional propagation is another feature of mmWave, which due to using beamform-

ing technology to obtain high gain to compensate for the high attenuation of mmWave

signals. In the mmWave channel measurements, the rotating Tx/Rx beam based on

horn antenna or beamforming technology is widely used. In this case, the statistics

of obtained D-CIRs in different angles can be dramatically different due to the inho-

mogeneity of channel environment in different directions. Similarly, the re-study of

stationarity of mmWave channels is fundamental. Based on the feature of directional

155



Chapter 7. Conclusions and Future Work

propagation of mmWave channels, the stationarity of channels in the angular domain

is the focus. In Chapter 4 and 5, an A-APDP method has been developed as the met-

ric to estimated the planar-ASR and spherical-ASR of directional mmWave channels

(and measured D-CIRs in different angles). Then two directional models are proposed

based on the three typical measured D-CIRs that are found in the data analysis.

In Chapter 4, we split small-scale omni-directional wireless channel into a few DCs

based on the beamwidth of the Tx/Rx beams used in the measurement, and we have

classified the DCs as LOS, NLOS, and outage classes to reduce the workload of mod-

elling a large number of DCs. A modified SV model has been used to model the DCs in

each class. The cluster evolution in the angular domain has been applied to correlate

the consecutive DCs and to ensure the consistency of them. In the end, the omni-

directional mmWave channel has been synthesised based on the generated DCs along

with 360◦ azimuth angles. This model uses an inverted approach in the modelling of

directional mmWave channels than those used in the standard channel models (mod-

elling the omni-directional channel first, then acquiring the directional channels by

adding antenna patterns at both Tx and Rx). We have shown that the simulation re-

sults can fit well the spatial correlation of measured directional mmWave channels and

the statistical DSs. We have also shown that the simulation of omni-directional chan-

nel can also fit the measurement data. The accuracy of both the simulated directional

mmWave channels and omni-directional channels can be maintained compared with

measurement data. We can consider the proposed omni-directional channel model as

an alternative of modelling the mmWave channels.

In Chapter 5, another model based on Markov chain has been proposed to model

the instantaneous directional mmWave channels between Tx and Rx. The measured

D-CIRs have been separated into three Markov states, i.e., LOS, NLOS, and outage

states according to those three typical measured D-CIRs found in the data analysis.

We have assigned modified SV-models to each of Markov states and joint channel mod-

els have been developed to simulate the instantaneous directional mmWave channels

based on the estimated limiting distribution of Markov chain from the measurement

data. The models do not include the angle information of each directional mmWave
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channel (neither the property of omni-directional mmWave channel), they are much

less complicated compared with those standard channel models. We have shown that

both the proposed stationary and non-stationary channel models used to model the

directional channels in LOS and NLOS Markov state, respectively, can well fit the

data. However, we estimated the limiting distributions of Markov states from the

data. We found that they are consistent with the ratio of that the number of D-CIRs

in each state over the total number of measured D-CIRs. We suggest to consider the

joint channel models as an alternative of mmWave channel modelling method in the

system-level simulations, where the overall performance during a certain time period

need to be estimated and the angular information of each directional mmWave chan-

nel does not significantly affect the simulation results. For example, the mobile-type

mmWave channels according to different beam alignment schemes in Chapter 6.

7.1.3 A Novel Beamforming Scheme for Mobile-to-Mobile

Millimetre Wave Communications

Due to using beamforming technology in both Tx and Rx for mmWave communica-

tions, a robust beam alignment scheme is required in mmWave communications in

order to support the mobile Tx/Rx situations.

In Chapter 6, a simple DGBs scheme based on beamforming technology for M2M

mmWave communications has been proposed. It treats both the stationary Tx/Rx

and moving Tx/Rx scenarios in the same manner. The Markov states have been

utilised to model the DGBs channels and the connection ratio of each Markov state

is considered as the metric to study the channel behaviour when the DGBs scheme is

applied. We have shown that the simulation results of connection ratios are acceptable

compared with the angular coverage of D-CIRs in LOS, NLOS, and Outage states of

a real measurement channel (analogous to the connection ratios). We expect that the

DGBs scheme requires less system level controls from the protocol and application

layers. It is suitable for the communication scenarios that the Tx and Rx are moving
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all the time. It is also suitable for the mmWave communications at initiation stage

when the Tx and Rx have no knowledge of system configuration from each other.

7.2 Future Research Directions

The models proposed in this thesis are based on the channel measurements in the

static channel environments. Therefore, the mechanisms used in those models only

focus on the time-invariant channels. For time-variant channels, we can consider it

consists of a few snapshots and each snapshot is one time-invariant channel. Then we

can apply the proposed models in this thesis snapshot by snapshot and combine the

results. This can be considered as further research directions.

Apart from that, there are still several potential research directions based on the

current development of models as follows:

7.2.1 Frequency non-Stationarity and Consistency of 5G Wire-

less Channels

Modification of 3GPP NR model

� In the current 3GPP NR channel model [95], the mmWave channels are all

considered as FS channels at the moment. Since the very broad bandwidth is

the main feature of mmWave channels and the frequency non-stationarity can

be found based on the channel measurement data. The modification of 3GPP

NR model is required to support the FnS properties of mmWave channels. The

FnS model proposed in Chapter 3 can be modified and adapted as an additional

component for 3GPP NR model.
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Figure 7.1: Directional dependent stationary distance for mmWave channels.

Frequency Consistency of Wireless Channels in Different Frequency Ranges

� The modelling and simulation of mmWave channels should be consistent in

different scenarios/applications as well as in different frequency ranges. There

is one application used in mmWave communication: dual connectivity, where

Tx is using the frequencies below 6 GHz (3G/4G technologies) to establish the

connection with Rx (allocate Rx), then, it transmits data to Rx in mmWave

frequencies. In such scenario, the cluster evolution in the frequency domain

can be used to model the channels in different frequency ranges, i.e., jumping

between sub-6GHz and mmWave frequencies. It ensures the consistency of the

same channel (same scenario) in different frequency ranges.

7.2.2 Modelling Directional MmWave Channels

Modelling Directional MmWave Channels by Cluster Evolution in Angular

Domain

� After developing the joint channel models, the stationary and non-stationary

models can be introduced in the modelling of DCs based on the cluster evolution

in the angular domain as well. This could increase the accuracy of generating

directional mmWave channels along with 360◦ azimuth angles as well as the

accuracy of synthesized omni-directional channel.

� The spatial stationarity regions of channels may relate to the ASRs. We have

calculated the spatial stationarity regions by trigonometric functions based on
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ASRs, and the stationary distance can be directional dependent as Fig. 7.1.

However, we can not fully study it within the limit of thesis and the limited mea-

surement data. More channel measurements (e.g., directional mmWave channels

between Tx and Rx in different positions in the channel environment) are re-

quired and the further studies of ASRs and spatial stationarity regions of the

channels are needed.

Modelling Directional MmWave Channels by Markov States/Markov Chain

� Estimating the properties of mmWave mobile-type channels according to differ-

ent beam alignment schemes are difficult. In this case, the joint channel models

can be more tangible than other models in which the angular information of

directional channel is an important factor in the modelling the mmWave chan-

nels. The complexity in the analysis of different mobile-type mmWave channels

according to different beam alignment schemes can greatly reduced.

� At moment, we have only proposed to use homogeneous Markov chain in the

modelling of indoor static environment. The statistical parameters used in the

description of Markov chain, e.g., the limiting distribution, are fixed values.

However, for the time-variant channel scenarios, the description of Markov chain

can be time/spacial dependent. In this case, we can use inhomogeneous Markov

chain to model the time-variant scenarios. This maybe less complex than the

formerly mentioned approach that splitting the time-variant scenario to a few

time-invariant snapshots, then use the proposed Markov chain and joint channel

models to model the channel snapshot by snapshot.

� The study of large scale parameters is required in order to verify the overall

performance if hD(τ) in (5.12) according to Section 5.5.1. Further studies need

to be done and the higher layer performance based on hD(τ) need to be verified

from the comparison between the simulation and measurement data.

� Instead of using the modified SV channel models proposed in this thesis to model

the D-CIRs in different Markov states, we can consider using correlation-based
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Figure 7.2: Split the channel environment into parts.

models (CBMs) to further lower the complexity of system level simulations.

For example, the model for LOS state can be considered as AWGN model and

the model for NLOS state can be modified according to the correlation-based

double-directional stochastic channel model in [237], [238].

Modification of 3GPP NR model1

� In the current 3GPP NR channel model [95], the parameters used in the system-

level simulation of the whole channel is fixed, which does not reflect the variation

of the channel properties in different directions/angles, the channel environments

are considered homogeneous. In the study of ASRs based on the measurement

data, the inhomogeneity of the channel environment is revealed and it is more

realistic if the channel environments are considered inhomogeneous. In order to

mimic the inhomogeneous channel environment in 3GPP fast fading model, we

can split the whole (omni-direcitonal) channel into parts (3-5 parts for the indoor

environment, for examples) in the angular/spatial domain, Fig. 7.2. We can

generate cluster-map of each part separately by using slightly different statistical

parameters (reflect different channel properties in different parts). Then, we

combine the cluster map generated in each part as the overall cluster map of the

environments. After that, the rest of procedure in generating channel coefficients

is the same as those in 3GPP NR. With such modification, the properties of

generated D-CIRs by system-level model can be angular dependent.

1Note that the modification of 3GPP model with the concern of inhomogeneous environment is
cooperated with Nokia Networks in Oulu Finland. The contact person in Nokia: Kinnunen, Pasi Et.
(Nokia - FI/Oulu), pasi.et.kinnunen@nokia-bell-labs.com
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7.2.3 Double Gaussian Beams MmWave Communication Sch-

eme

� This work needs to be continued. The overall duration/time of connected Tx

and Rx per second need to be studied when the Gaussian beams of Tx and Rx

are not asynchronised.

� The DGBs scheme needs to be realised in practical M2M mmWave commu-

nications by designing the related protocol layer tracking algorithm and the

corresponding Tx and Rx hardware. The performance of DGBs scheme applied

in the M2M mmWave communication in system level need to be verified by real

measurement data.
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Appendix A
Usage of Stationarity Regions of Wireless

Channels

A.1 Data of Measured Channels Over a Few Sta-

tioanrity Regions

Fig. A.1 is an example of channel measurements and parameters estimations based on

a time-variant scenario. On the left-hand side, there is a car moving in one channel

environment. The Tx is the tower and it is keeping sending the sounding signals to

the Rx, the car. While the car in two different positions, it measures the channel and

the CIRs obtained are h(t1, τ) and h(t2, τ), which can be considered as two different

snapshots of the channel.

Assume the two snapshots are in different stationarity regions (either in two tempo-

ral stationarity regions or two spatial stationarity regions), the estimated statistical

properties of channels within that two snapshots can be quite different.
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Appendix A. Importance of Stationarity Region

Figure A.1: The distorted estimation of channel.

A.2 Only Use Data Within One Stationarity Re-

gion

If we do not have the knowledge of the size of stationarity regions and we estimate

the statistical parameters of channel based on the data of two snapshots, then the

estimated parameters are not correct. Because such estimation mixes the data from

two stationarity regions, the estimated results can neither reflect the real property

of channel in the first snapshot nor that in the second snapshot. For example, the

estimated objects in the right-hand side of Fig. A.1, which is not exact snapshot1,

neither snapshot2.

Therefore, we should only use the data within one stationarity region (highly similarity

of data) in the channel parameter estimation, or the estimated results will be distorted

and blurred.

A.3 Stationarity in the time, frequency, spatial,

and angular domains

In this thesis, the stationarity studies of mmWave channels relate to that in the

frequency and angular domains. The overview stationarities of mmWave channel
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Appendix A. Importance of Stationarity Region

Figure A.2: Stationarity studies of mmWave channels.

modelling in the time, frequency, spatial, and angular domains can be illustrated in

Fig. A.2. The stationarities of channels in the frequency and angular domains are in

red colour.
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Appendix B
Radiation Pattern of Commercial Standard

Horn Antenna

There is an one-page excerpt from the specification of commercial standard horn

antenna found from the website: http://www.ainfoinc.com/en/p_ant_h_std.asp.

It is the radiation pattern of standard horn antennas used in the channel measurements

in Chapter 4, 5, and 6.
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[143] A. Ali, N. González-Prelcic, and R. W. Heath, “Millimeter wave beam-selection using

out-of-band spatial information,” IEEE Trans. Wireless Commun., vol. 17, no. 2, pp.

1038–1052, Feb. 2018.

[144] C. Zhang, J. Zhang, Y. Huang, and L. Yang, “Location-aided channel tracking and

downlink transmission for HST massive MIMO systems,” IET Commun., vol. 11, no.

13, pp. 2082–2088, Oct. 2017.

[145] X. Song, S. Haghighatshoar, and G. Caire, “A scalable and statistically robust beam

alignment technique for millimeter-wave systems,” IEEE Trans. Wireless Commun.,

vol. 17, no. 7, pp. 4792–4805, Jul. 2018.

[146] A. V. Oppenheim, A. S. Willsky, and S. H. Nawab. Signals and Systems, 2nd ed.

Prentice-Hall, 1, 997, 2014.
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