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Abstract

We investigate two projects: (i) the weakly nonlinear evolution of two oppositely trav

elling waves and (ii) the dissipative instability of a tangential discontinuity.

We show tha t the ponderomotive force is a basic nonlinear force, which is, to leading- 

ordcTi proportional to the product of a wave quantity and a gradient of a wave quantity. 

The ponderomotive force of Alfvén wavec corresponds to a magnetic wave pressure forec.

The motion of beads on a string and the fluid motions in an oscillating tube are shown to 

be good mechanical analogues for the weakly nonlinear evolution of bounded Alfvén waves^ 

especially in plasmas with a low plasma /).

We examine, analytically and numerically, the weakly nonlinear evolution of bounded 

fast magneto .acoustic waves in the cold plasma limit and show tha t the ponderomotive force 

moves plasma along the equilibrium magnetic fleld. The maximum density enhancement is 

proportional to with a the wave amplitude and /? of the order of the plasma /?, We

obtain the wave amplitude and frequency modulation and discuss the problems with the 

cold-plasma assumption.

The weakly nonlinear interaction of Alfvén pulses is investigated in the cold-plasma limit 

and for finite-/? plasmas. We find excellent agreement between analytical and numerical 

results. We describe a density enhancement, maximally of order a t the position of

Alfvcn pulse excitation, which splits into two slow pulses, We describe the shock-formatiOn 

of the Alfvén and slow pulses.

The dissipative instabifity of the tangential discontinuity is examined and applied to 

coronal hole boundaries. We derive a dispersion relation, which includes weak viscosity and 

thermal conduction, and is solved for a specific model, using perturbation theory. The effect 

of viscosity and thermal conduction on stability are discussed, It is shown th a t dissipation 

lowers the threshold flow speed for instability.
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Chapter 1

Introduction

1.1 M otivation

In this thesis we investigate magnetohydrodynamical (MHD) models, which include non- 

linearity or dissipation.

The universe consists for the most part of plasmas, with the im portant exception of 

planets (like the Earth). These astrophysical plasmas are threaded by magnetic fields. The 

theory of magnetohydrodyamics is succesfully applied to the large-scale dynamics, of many 

astrophysical and laboratory plasmas {e.g. solar theory: Priest, 1982; MHD instabilities in 

confined plasmas: Manheimer h  Lashmore-Davies, 1989; stellar and planetary magnetism: 

Soward, 1983; magnetic field in astrophysics: Zelddvich et of., 1983).

Ideal and linear magnetohydrodynamics is a well-developed and succesful branch of mag

netohydrodynamics. Because nature is not linear, there are many situations where linear 

theory is insufficient. The study of nonlinear MHD took off in the seventies (Syrovatskii, 

1971; Rutherford, 1973; Rosenbluth et of., 1973; Taylor, 1974; Kadomtsev & Pogutse, 1974; 

Cohen & Kulsrud, 1974; Kadomtsev, 1975; Mio et of., 1976). A basic feature in nonlinear 

MHD (and plasma physics) is the ponderomotive force. My interest in the ponderomotive 

force started with the papers by Allan et al. (1990, 1991, 1992, 1996), which modelled 

the accumulation of plasma at the equatorial plane of the day-side magnetosphere, by the 

action of the ponderomotive force of magnetohydrodynamical waves. In this thesis, we wish 

to examine the action of the ponderomotive force of MHD waves in simple models.

The gained knowledge of the part of this thesis, which deals with nonllnearltles, could



be applied to more realistic models of the solar atmosphere. In this decade, space telescopes 

such as Yokhoh, SoHO and TRACE have greatly improved the quality of solar observations 

and have produced a wealth of observations. Also, the improved computing power has 

made it possible to perform complicated full nonlinear, three-dimensional simulations. It is 

therefore a challenge to explain the observed features, in which nonlinearity may play an 

im portant role {e.g. Ofman et a/., 1999; Nakariakov et of., 1999).

The work on the dissipative instability of a tangential discontinuityj which we present 

in this thesis, is a continuation of my undergraduate dissertation (Verwichte, 1005), where I 

derived a dispersion relation of this model. It has been investigated in two limits, but which 

did not take into account the effect of thermal conduction (Ruderman, Verwichte, Erdélyi 

& Coossens, 1996). We therefore wish to investigate the dispersion relation for cases where 

the effect of thermal conduction is included. We apply the results to  a simple model of a 

solar coronal hole boundary. A coronal hole is known to  be the source of the steady, fast 

solar wind. We therefore expect velocity shears to be present at the boundary between a 

coronal hole and an active region.

This introductory chapter is structured as follows. In the next section we introduce the 

set of non-ideal magnetohydrodynamiced equations, which we shall use in this thesis. We 

discuss the ideal and the cold-plasma limit, and the boundary conditions, which we shall 

use. Furthermore, we discuss the Lorentz and ponderomotive force, In the second section 

we consider waves in an ideal and inhomogeneous plasma and present the MHD equations 

for perturbations from an equilibrium, for this model. We discuss the weakly nonlinear 

approach. The linear MHD waves in an infinite plasma are discussed. We give a brief 

overview of the quadratically nonlinear equations. Finally, we discuss the numerical code, 

which has been used to perform the simulations.

1.2 M agnetohydrodynam ical equations

In the previous section, we used the terminologies ‘plasma’, ‘magnetohydrodynamics’ and 

‘ponderomotive force’. In this section we shall explain these terms and how we apply them 

in this thesis. A plasma is known as the fourth state of m atter (solid, fluid and gas being the 

other three) in which, through heating, the thermal energy of the constituent particles of 

a gèuj becomes so great th a t the electrostatic forcée, which bind electrons to atomic nuclei.



are overcome (Dendy, 1993). A plasma therefore consists of populations of neutral particles 

and oppositely charged particles: electrons and ions. A plasma is the most common state 

of m atter in the universe, although on Earth it only occurs naturally in lightning and the 

aurora.

Charge separation produces electrostatic forces which restore electric neutrality, on a 

time scale proportional to w“ ,̂ where Up =  ne^/meo is the plasma frequency, (e =  1.60 x 

10“ *® C and €q =  8.85 x 10“ *® F m “ * are the electron charge and permittivity of a  vacuum). 

On this time scale, the plasma is on average electrically neutral. Yet, electric currents are 

still possible by the collective motions of electrons relative to  the ions (Spitzer, 1962). These 

currents generate large-scale internal magnetic fields, which are described by Maxwell’s 

equations.

We can apply a single-fluid description to a plasma if a  plasma is dominated by collisions, 

so tha t the distribution of the particles is Maxwellian. Therefore the characteristic time- 

scale, r ,  is required to  be much longer than the typical time between particle collisions. We 

define (Braginskii, 1965):

Te =  10^ n-1 s , Tj =  6 X 10® r p  n.-* s , (1.1)

as the collision time of electrons and ions respectively. We assumed tha t the Coulomb 

logarithm is equal to 20 (see e.g. Priest, 1982) for a solar coronal environment. In a single

fluid description, we assume tha t the temperatures and number densities of the different 

particle species are equal (T,- =  Tg, rii =  ng). We see from Expression (1.1) tha t we require 

T T*. Or, in terms of length-scales, we require th a t the characteristic length-scale, L, 

is much larger than the mean-free path of ions, £. The length £ is defined as the average 

distance an ion travels a t the thermal speed (fc^T/mj)*/®, in the time r,- {kb is the Boltzmann 

constant and is equal to 1.38x10“ ®® JK “ * and m* is the ion mass).

In the presence of a strong magnetic field, we also require th a t in the direction perpen

dicular to the magnetic field L  is much larger than the typical Larmor gyration radius of 

the particles (Woods, 1987). The Hall effect may be neglected if r  is much longer than the 

gyration period of ions. The requirement tha t each population of particle species has the 

same tem perature is fulfilled if r  is much longer than the time needed to reach local thermal 

equilibrium (Dendy, 1993).

If all the previous requirements are met, it is possible to define at any time, t, a t each



point in space, r , a mass density, p, kinetic pressure, p, temperature, T  and velocity, v. 

We call the single-fluid description of a plasma, magnetohydrodynamics (MHD). It is a 

macroscopic description of a electrically conducting fluid in the presence of external and 

internal magnetic fields (Dendy, 1993). The magnetic induction vector, J3, is loosely referred 

to as the magnetic field vector.

The magnetohydrodynamical description of a plasma is well-known and commonly ap>- 

plied to many laboratory and astrophysical plasmas (see e.g. Cowling, 1957; Lighthill, 1960; 

Spitzer, 1962; Goedbloed, 1979; Parker, 1979; Priest, 1982; Glassmeier & Scholer, 1991). 

We use the following set of magnetohydrodynamical equations (Goedbloed, 1979). The 

equation of mass conservation is

^  +  =  0 .  (1.2)

The equation of motion is given by

= - V p +  — ( v x s )  x B  + V.n , (1.3)
dt /2o \ /

where

is the time derivative following the motion. The forces per unit volume on the right-hand 

side of Equation (1.3) are the kinetic pressure, Lorentz and viscous forces. The tensor ft 

is the viscous stress tensor, which is a function of the velocity vector. The quantity /iq 

is the permeability of a vacuum and is equal to 47tx 10“  ̂ H m~*. We do not consider 

gravitation. We consider an infinitely conducting plasma. In the MHD limit, this means

th a t an electric field is only generated by induction: E  = —v x  B .  There is no electric

field in the frame of reference moving with the plasma. This has the consequence that the 

magnetic flux, through a surface which moves with the plasma, is conserved (Dendy, 1993), 

or in the words of Alfvén : ”The matter of the fluid is fastened to the lines of force.” In 

an infinitely conducting plasma, the magnetic field vector is advected by the motion of the 

plasma. Faraday’s law, with an inductive electric field, is equal to:

Ç = V x ( ü x B ) .  (1.5)

We call Equation (1.5) the induction equation. The solenoidal condition

V .B  =  0 , (1.6)



says th a t there are no sources or sinks of magnetic field. There are many forms of the 

energy equation (see e.g. Priest, 1982), of which we adopt the following:

^  + 7 pV.t; = - ( t  -  1) (V .g +  (fr.v) .,7) , (1.7)

where the two terms on the right-hand side are the heat conduction and viscous heating 

terms respectively. The vector quantity g is the heat flux, which is a function of the plasma 

temperature. The quantity 7  is equal to the ratio of the specific heats and is, for fully 

ionized plasmas, equal to 5/3. The thermodynamical quantities of a plasma are related to 

each other by the ideal gas law:

P =  ^  . (1.8)

where p. is the mean atomic weight, which for an ionized hydrogen plasma is equal to 0.5. 

The quantity % is the gas constant and is equal to 8.3x10® J K“ *kg~*. Equations (1.2)- 

(1.7) form a closed set of nine, nonlinear partial differential equations, which depend on 

eight variables. This set of equations is over-determined. This is reflected by the solenoidal 

condition (1.6), which restricts the magnetic fleld vector.

The current density, j ,  is calculated, from the magnetic fleld vector, by Ampere’s law:

j  = — V X B  . (1.9)
Mo

The displacement current has been neglected in Ampere’s law, because the time-scales 

applied in MHD are much longer than the time required for light to transverse the plasma.

W ith the present mathematical knowledge of systems of nonlinear, partial differential 

equations, it is not possible to  solve the MHD equations in general. It is therefore necessary 

to make assumptions which simplify the mathematical task. A special class of solutions to 

the MHD equations are equilibria, for which the plasma quantities do not vary with time 

(e.g. Parker, 1979; Priest, 1982). In this thesis we consider plasmas where the equilibrium 

quantities are homogeneous. It can be seen easily that, for this case. Equations (1.2)-(1.7) 

are trivially satisfied.

1.2.1 Lorentz force

We consider the Lorentz force in Equation (1.3) and expand the triple vector product:

1 ( v x 5 ) x 5 = ( ^ T v ) £ - v ( | 1 )  . (1.10)



The first and second terms on the right-hand side of Equation (1.10) are the magnetic 

tension and pressure force, respectively.

The magnetic tension force acts parallel to the magnetic field-lines, and is of magnitude 

B^Z/xq. This force resists bending of the field-lines. This can be seen by decomposing this 

term into components, locally, parallel and perpendicular to the magnetic field (Shercliff, 

1965):

(̂ •'̂ ) £ = à (fe) 1̂1 + (^) ÿ
where ly and lj_ are the unit vectors in the directions parallel and perpendicular (principal 

normal) to the magnetic field respectively, with djds  the graxiient in the parallel direction. 

The quantity R  is the radius of curvature of the magnetic field line. The first term of the 

right hand side of Expression (1.11) is due to the non uniformity of the tension along the 

magnetic field-line and acts to stretch a magnetic field-line. The second term is a tension 

acting along the lines of force (Woods, 1987). It acts to shorten curved magnetic field-lines. 

Therefore, if a magnetic field-line is perturbed transversely, it springs back like a stretched, 

elastic string.

The second term, namely V (B ^/2 /^), is an isotropic magnetic pressure force, where 

the quantity 5^/2/zo is the magnetic pressure. This force can also be decomposed into a 

parallel and perpendicular component. The parallel component acte to stretch a magnetic 

field-line and it cancels exactly with the parallel component of the tension force. Hence the 

Lorentz force is directed perpendicular to the magnetic field, which is of course what we 

expect from the vector cross product on the left-hand side of Expression (1.10).

The sum of the kinetic and magnetic pressure is called the total pressure. The ratio of 

the kinetic and magnetic pressure is called the plasma (3:

^  kinetic pressure ^  ^  
magnetic pressure B^/2p.Q

The value of the plasma /? is a measure of the importance of the magnetic field in a plasma. 

When the plasma is much larger than unity, the magnetic effects are weak. This is 

satisfied in the solar interior. When the plasma P is much smaller than unity, the magnetic 

effects are strong and dominate the plasma dynamics. This is satisfied in the solar corona 

(Priest, 1982).

We see th a t for ideal plasmas three forces are competing with each other: the kinetic



pressure, magnetic pressure and magnetic tension force, which are capable of supporting 

wave motions.

1.2.2 Dissipative terms in strongly magnetised plasmas

In the presence of a magnetic field, charged particles spiral around the field-lines and are 

inhibited from diffusing across magnetic flux surfaces (Dendy, 1993). Diffusion mechanisms, 

for example viscosity and thermal conduction, become anisotropic (Braginskii, 1965). A 

plasma is strongly magnetised if the particles gyrate many cycles around the magnetic field- 

line between particle collisions. Therefore we require th a t the Larmor gyration frequencies, 

which are defined as
_  Z eB  _  eB

Ĉ ct — 1 ^ ce  — Î (1.13)

are much larger than the collision frequencies and respectively. The quantities 

Z, mi and are the proton number, ion mass and electron mass (mg =  9x10“^̂  kg) 

respectively. In strongly magnetised plasmas, the viscous stress tensor and heat flux are 

given by Braginskii (1965).

V iscous stress tensor

The viscous stress tensor is equal to (Braginskii, 1965):

n  =  -7}o Wo -  rjiWi -  rj2 W 2 -  % W 3 -  774 # 4  , (1.14)

with

E^(M m -i<5„,m ) Wn,m , (M5)

1 ^ 1 , =  2 2  l^n,m , (1-16)
m,n=l \  L  J

2 , (1-18)
m,n,k=l

3
W 4 ^ ij — X I {^i^n^j,k,m  I^n.m j (1.19)

m,n,k=l



where W  is the rate-of-strain tensor

The quantities b, Sij  and €ij^k are the unit vector in the direction of the magnetic field, 

the Kronecker delta and the anti-symmetric unit tensor, respectively, and 6 ^  =  Sij — bibj. 

The five quantities, rj, are the dynamical viscosity coefficients and are given as (Braginskii, 

1965):

rjo = 7.8 X kgm-^s"^ ,

m  ~  {(^ciTi)~'^ , V2 ~  (w«T^)-^ , V3 ~  (a ĉt-r,)"̂  , t)4 ^  (wc^n)-^ , (1.21)

where we have taken the Coulomb logarithm equal to 20. In strongly magnetised plasmas,

the coefficient which is the compressive viscosity coefficient, is much larger than the

other coefficients. We therefore only consider the contribution of the term —tioW q to the 

viscous stress tensor. It can be shown, by transforming Expression (1.15), th a t the viscous 

stress tensor in strongly magnetised plasmas, is equal to:

tl = - T ) o ( b ® b -  i / )  (3 (6.v) (b.v) -  V.tT) , (1.22)

where I  is the second-order unit tensor and is the tensorial product.

H eat flux

The heat flux is equal to (Braginskii, 1965):

Ç =  —K||6 T  — /cjL V j_r -f- /Ca 6 X VT , (1.23)

where the operator Vj_ is the gradient in the direction perpendicular to the magnetic field. 

The three coefficients, «, are the thermal conduction coefficients and are given as (Braginskii, 

1965):

K|| =  9 x  W m -^K-* , Ki ~  (w „r.)-^  , Ka ~  ( u c . r , ) - \  (1.24)

where, again, we have taken the Coulomb logarithm equal to 20. In strongly magnetised 

plasmas, the parallel thermal conduction coefficient is much larger than the other coeflfi- 

cients. Therefore we only consider the first term of Expression (1.23). Thus, the heat flux 

in strongly magnetised plasmas is equal to:

g =  -« ||6  (?.V) T  . (1.25)



1 .2 .3  Id ea l M H D  eq u a tio n s

An ideal plasma is defined as a plasma which conserves momentum, magnetic flux and 

energy. This case is widely used [e.g. Goedbloed, 1979). In our case, this implies tha t 

the thermal conduction and viscous terms in Elquations (1.2)-(1.7) are neglected. This is 

possible when the time-scaJe of the considered problem is much shorter than the typical 

diffusion time. Hence, the ideal MHD equations, are:

■^ +  V .(pu) =  0 .  (1.26)

= - V p +  — ( v x g )  x B  , (1.27)
at ^0

^  =  V x  ( « x b ) , (1.28)

V .B =  0 , (1.29)

^  +  7pV.t; =  0 .  (1.30)

The ideal energy equation (1.30) is, using Expression (1.26), transformed into

dt

which shows tha t disturbances in the plasma evolve adiabatically.

In Chapters 2, 3 and 4 we consider a model of an ideal plasma and apply the set of 

Equations (1.26)-(1.30), to which we add the ideal gas law (1.8). For the model in Chapter 

3, it is more convenient to use the vector potential B  = V x  A  and we eliminate the magnetic 

field vector in Equations (1.27) and (1.28) in favour of the vector potential. The induction 

equation (1.28) is consequently equal to

^  =  u X X a ) . (1.32)

In Chapter 5, we shall consider a model with dissipation which is governed by the set of 

Equations (1.2)-(1.8).

1 .2 .4  C o ld -p la sm a  lim it

A cold plasma, or low-/? plasma, is defined as a plasma in the limit of the plasma /? tending 

to zero, i.e. the kinetic pressure is neglected in comparison with the magnetic pressure. 

This definition is not to be confused with the definition used in plasma physics, where a



cold plasma is a plasma of zero temperature (Stix, 1962). For example, the cold-plasma 

limit is often applied to the solar corona {e.g. Yang & Hollweg, 1991; Ruderman, 1991), 

where the temperature is of order of a million Kelvin !

By neglecting the kinetic pressure force from the momentum Equation (1.3), the MHD 

equations are significantly simplified. The energy equation (1.7) is decoupled from the rest 

of the MHD equations and is therefore not necessary for determining the dynamics of the 

plasma. The plasma is described by the plasma density and the velocity and magnetic field 

vectors. At each moment in time, though, the kinetic pressure can be calculated from these 

quantities, using Equation (1.7) and it may then be checked, by calculating the kinetic 

pressure force, if the assumption of a cold plasma is still valid.

In a cold and ideal plasma, the component of the velocity in the direction of the magnetic 

field remains constant in time, because the only considered force, the Lorentz force, always 

acts perpendicular to  the magnetic field. This can be interpreted as a direct consequence 

of the fact th a t the plasma is advected with the magnetic field.

In Chapters 2, 3 and 4 we encounter the situation th a t a plasma, which initially satisfies 

the assumption of a cold plasma, evolves nonlinearly to an unphysical situation. The failure 

to describe the whole evolution of the plasma, is th a t momentum balance in the direction of 

an equilibrium magnetic field is not achieved. This leads to a locally, infinite density. This 

means th a t at some point in time before this occurs, the cold-plasma assumption becomes 

invalid. We shall discuss this problem in the next chapters in more detail.

Another problem with a  cold plasma is th a t the effect of thermal conduction cannot be 

taken into account in a  consistent manner (Ruderman, 1991). This is because the thermal 

conduction term appears in the energy equation which does not contribute to the dynamics 

of the plasma. In Chapter 5, we show th a t this can lead to  an incomplete picture in the 

application of a dissipative model to the solar corona, where the effects of viscosity and 

thermal conduction are of equal importance.

We conclude tha t the assumption of a cold-plasma limit is useful for considering the 

dynamics of a plasma which is dominated by magnetic fields, It is, though, important to 

also bear in mind the limitations which this assumption brings. This can be seen as one of 

the themes of this thesis.
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1 .2 .5  P o n d e r o m o tiv e  force

The word ‘ponderomotive’ is derived from the words ‘ponderous’, which means ’weighty’, 

and ‘motive’, which means ‘having power to cause motion’ (Geddie, 1952). Dendy (1993) 

calls the ponderomotive force (PMF) the ‘mass-moving’-force. The concept of the pondero

motive force was introduced by Einstein when he proposed the concept of photons as an 

explanation of the photo-electric phenomena (Arons & Peppard, 1965). The definition of 

the ponderomotive force has varied with time. In the beginning of this century, the whole 

Lorentz force was referred to  as the ponderomotive force. Landshoflf (1957), on the other 

hand, calls the MHD version of the Lorentz force in Equation (1.3) the ponderomotive force.

Presently, the ponderomotive force is defined as a basic nonlinear force, which consists of 

a spatial gradient of a wave-field intensity, which has a non-vanishing effect when averaged 

over the wave period {e.g. Bittencourt, 1986; Allan et al., 1991):

FpMF ~  V < > • (1.33)

Therefore the ponderomotive force acts on a slower time-scale than the wave period and is 

directed towards the maxima of the intensity wave-field. In this thesis we call the pondero

motive force the nonlinear terms of the momentum equation, which contain a combination 

of wave quantities. We shall show tha t the terms of this force, of leading order in a small 

wave amplitude, have the form of the product of a wave quantity and a gradient of a wave 

quantity. A travelling wave in a homogeneous plasma does not give rise to a non-vanishing 

contribution because a t a fixed position, the ponderomotive force from the positive and 

negative slopes of the intensity wave fields cancel each other, over a wave period. This can 

easily be seen by substituting the form of a travelling wave, A  =  cos{x — t) into Expression 

(1.33). We are, though, interested in situations where the ponderomotive force does have 

a non-vanishing contribution when averaged over the wave period. This occurs in various 

ways. Firstly, the interaction of two oppositely travelling sinusoidal waves gives rise to fixed 

spatial gradients in the intensity wave-field, i.e. a ‘standing’ wave. We do not use the 

terminology of standing waves because the gradients of the wave may evolve nonlinearly. 

We shall therefore use the terminology bounded instead. We expect bounded waves to have 

a non-vanishing ponderomotive force {e.g. Allan et al., 1991; Rankin et al,  1993). We 

shall study this case in Chapters 2 and 3. Secondly, two oppositely travelling pulses give 

rise to a non-vanishing ponderomotive force when they cross each other (Verwichte et al,

11



1999). We shall investigate this case in Chapter 4. Thirdly, a  smooth inhomogeneity in the 

equilibrium quantities alters the intensity of the wave field of a wave th a t travels along the 

gradient. The ponderomotive force of the positive and negative slopes no longer cancel each 

other [e.g. Stark et al., 1995; Boynton & Torkelsson 1996; Torkelsson & Boynton, 1998).

The ponderomotive force is applied in plasma physics tOj for example^ problems of ‘end 

plugging’ of magnetic mirror systems by radio-frequency waves, laser-plasma interactions 

and self-focusing of lasers (Nishikawa & Wakatami, 1990). It is also successfully applied 

to actrophysical situations. In the E arth ’s magnetospheric environment the ponderomotive 

force of MHD waves is studied in connection with mass transport from the ionosphere into 

the magnetosphere and the dynamics of field line resonances (Allan et al., 1990; Allan 

et ai,  1991; Rankin et a l,  1993; Rankin et a l,  1994; Tikhonchuk et a l ,  1995; Allan & 

Manuel, 1996). In the study of the solar wind, the ponderomotive force of MHD waves 

(Hollweg, 1971;1978) is used as an extra acceleration mechanism (Stark et a l,  1995) and 

an explanation for density fiuctuations (Vasques & Hollweg, 1995). M artin et a l  (1997) 

considered the ponderomotive force of an Alfvén wave in the context of molecular cloud 

support.

Allan & Manuel (1996) compare the plasma motions excited by the ponderomotive 

force of MHD waves with the motion of frictionless beads along a transversely oscillating, 

stretched string. In Chapter 2, we shall investigate this mechanical analogue in detail.

1.2.6 Boundary conditions

In a  bounded or discontinuous plasma ,we need to add to the MHD equations boundary or 

jum p conditions respectively. In this section we discuss the boundary conditions used in this 

thesis. We consider two basic models. In Chapters 1 and 2, we consider fixed boundaries 

and in Chapter 5 we consider a tangential discontinuity. We shall not explicitly derive the 

boundary conditions, for which the MHD equations are needed in a conservational form, 

but refer to  the detailed discussion in Roberts (1967) and Goedbloed (1979).

C onditions for a bounded m edium

We consider an isolated plasma which is bounded so th a t there is no fiux of mass, momentum 

and energy through the boundaries, which are fixed. This implies th a t the component of

12



the velocity vector normal to the boundary is equal to zero: vSn- =  0 (Roberts, 1967). The 

vector 1„ is a unit vector directed perpendicular to the boundary.

The induction equation (1.5) gives for this case the boundary condition (JB.r„)[u] =  0 

(Goedbloed, 1979), where the square brackets denote the difference of the quantity in the 

inside medium and the outside medium, measured infinitesimally close to the interface, 

taken along the normal to the surface of the boundary.

On a fixed boundary (a solid wall) the component of the magnetic field normal to the 

boundary is equal to zero, i.e. B .ln  =  0 (Goedbloed, 1979). The component of the velocity 

tangential to the boundary may, in an ideal medium, be non-zero.

At a  boundary, threaded by a magnetic field, i.e. B .ln  ^  0, the induction equation (1.5) 

shows th a t the tangential component of the velocity needs to  be continuous (Goedbloed, 

1979). We choose to set this component of the velocity equal to zero a t this boundary. 

This is the line-tied boundary condition. The displacement vector which is defined as 

(Goedbloed, 1979)

"  =  f  - (^ 34)

is consequently also equal to  zero for line-tied conditions.

Jum p-conditions at a tangential discontinuity

We consider the jum p conditions a t a tangential discontinuity in the presence of dissipation. 

A tangential discontinuity is a discontinuity, which separates two plasmas and moves a t the 

speed of the plasma. This means th a t there is no exchange of mass between the two plasmas:

{ v - w ) . l n  = 0 ,  (1.35)

where 1% is the unit vector normal to the discontinuity surface and w is the velocity of the 

discontinuity. The solenoidal condition (1.6), integrated over an elemental volume, gives us: 

[B.1%] 0, where the square brackets denote the difference of the quantity in Medium ‘1’

and Medium ‘2’, measured infinitesimally close to  the interface, taken along the normal to 

the surface of the interface. In order for the velocity to be discontinuous, we need to  set

B .ln  — 0 . (1.36)

This means th a t the magnetic field is always parallel to the interface, which is the bound

ary between two topological distinct magnetic regions (Goedbloed, 1979). Integrating the
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conservational form of the momentum Equation (1.3) across the interface, gives us:

In =  0 . (1.37)
-

P - \  h n.
fJ>o

Condition (1.37) represents the continuity of the stresses, normal to  the surface. The 

energy equation (1.7) cannot be transformed into a conservational form. We rather need 

a conservation equation for the total energy density (Equation (5-13) in Goedbloed, 1979). 

Including the effect of dissipation, this equation is integrated across the discontinuity surface 

(Goossens, 1995). We find:

q.ln] =  0 . (1.38)

This result can also be found by integrating the equation of heat transfer [e.g. Landau &

Lifshitz, 1959). It is not obvious how to satisfy Condition (1.38). The classical (Fourier)

form of the heat fiux is q =  —«V T, where « is the thermal conduction coeflScient. The 

heat fiux tends to smooth out tem perature differencec parallel as well as normal to  the dis 

continuity surface. In strongly magnetised plasmas the heat fiux ic anisotropic (Braginskii, 

1965) and given by Expression (1.25). There is no heat fiux across the surface, so th a t the 

temperatures on both sides of the discontinuity surface may differ.

1.3 Waves in an ideal and hom ogeneous plasma

In this section we consider an ideal and homogeneous plasma, in a cartesian coordinate 

system (x, y, z). This is the basis for the models we investigate in Chapters 2,3 and 4. The 

equilibrium quantities, which trivially satisfy the ideal MHD equations (1.26)-(1.30), are 

denoted with a  subscript ‘O’. The equilibrium magnetic field is uniform and taken parallel 

to the æ-direction: B q =  B qI^. We consider the equilibrium to  be static, i.e. uq =  0. 

Furthermore, we take perturbations from this equilibrium and we denote the perturbation 

quantities with a prime:

P = Po-\-p' , V = V* , B  = ëo + ë '  , p = Po-\-p' ■ (1.39)

Expression (1.39) is substituted into the set of equations (1.26)-(1.30), which becomes:

^  +  poV.0' =  - V .( p V )  , (1.40)

w  '  "  - / > ' ^ - ( ^ o  +  / ) ( « ' . v ) v '
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^  +  BoV.iJ' -  =  -B 'V .v ' +  ( b ' .v )  i f  -  ( y . v )  Ê  , (1.42)

V .B ' =  0 , (1.43)

^  + 7PoV.0' = -(s'.v )p '-T p 'V .t)', (1.44)

The terms on the left-hand sides of Equations (1.40)-(1.42), which we call the perturbed

MHD equations, are linear with respect to the perturbation quantities. These terms describe 

the well-known linear MHD wave behaviour of an homogeneous plasma {e.g. Goedbloed, 

1979), which we shall discuss in a next section. The terms on the right-hand sides contain 

combinations of the perturbation quantities, and are therefore nonlinear. We identify the 

terms on the right-hand side of the momentum equation (1.41) as the ponderomotive force:

Fp m f  = - p ' ^  -  {po +  p') (S'-V) S' -  V j  +  ( b ' .v )  ^  . (1.45)

We are interested in situations where this force has a non-vanishing effect on a time-scale 

longer than the typical oscillation period of the perturbation.

1 .3 .1  W ea k ly  n o n lin ea r  reg im e

The set of Equations (1.40)-(1.44), is also a nonlinear system of partial differential equations, 

and difficult to  solve mathematically. We make the simplification th a t the perturbation 

quantities are small in comparison with the equilibrium quantities, so tha t they can be 

expanded in a power series of a small parameter € (0 < e < 1), which is of the order of the 

perturbation amplitude (Neyfey, 1985):

p '  =  € P i  P 2  -\- P S  . , i f  =  € V i  € ^V 2  +  6  ̂U3 -{- . . . ,

= € Bi  -h B 2 +  B3 -|- . . . , p' = £ Pi P2 P3 ~l~ ••• • (1.46)

Expansions (1.46) are substituted into the set of equations (1.40)-(1.44). The terms of the 

same order in e are gathered together and form a closed system of linear, partial differential 

equations. The quantities of tha t order depend on the lower-order and equilibrium quanti

ties. The full solution to Equations (1.40)-(1.44) is, in principle, calculated by solving the 

linearized system of equations at all orders of e. In practice, the series expansion (1.46) is
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truncated. The number of terms of the series, which are included in the analysis, depends 

on the subject of study. Often, when the amplitude of the perturbation is assumed to be 

very small, only the first-order terms in the series expansion (1.46) are considered. This is 

called /xnear MHD {e.g. Goedbloed, 1979; Goossens, 1995). In our model, this corresponds 

to seeking a solution of Equations (1.40)-(1.44), with setting the terms on the right-hand- 

side equal to zero. We shall investigate this case in the next section. When more terms in 

the series expansion (1.46) are considered, we take into account the effect of the nonlinear 

terms on the right-hand side of Equations (1.40)-(1.44). The study of nonlinear equations 

by use of a series expansion of the variables, is called the weakly nonlinear regime {e.g. 

Mio et ai,  1976). The expansion can be modified, by a multiple-scales analysis (Taniuti & 

Yajima, 1969), to change the ordering of the nonlinear terms. In this way, the lowest-order 

equation in e is often reduced to a nonlinear equation in one of the plasma quantities, which 

is common in physics {e.g. Cohen & Kulsrud, 1974; Mio et a i,  1976; Roberts & Mangeney, 

1982).

1 .3 .2  L inear w aves in  an  h o m o g en eo u s  and  in fin ite  p la sm a

In this section we investigate the linear MHD waves in a homogeneous and infinite plasma. 

This relatively simple model is convenient for introducing the basic waves, which are sup

ported by the kinetic pressure and magnetic pressure and tension forces, and their basic 

properties. We consider linear waves by setting the terms on the right-hand sides of Equa>- 

tions (1.40)-(1.44) equal to zero. The perturbation quantities correspond to the first-order 

terms in the Expansions (1.46) and we shall refer to them with the adjectives ‘first-order’ 

or ‘linear’. The Elquations (1.40)-(1.44) are linearized:

^  =  -poV.ui , (1.47)

(S) ’

W  =  - V . ? , B o - B o f  , (1.49)

V.Hi =  0 , (1.50)

^  =  -7PoV.ui . (1.51)
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At this point it is convenient to introduce the typical speeds. The equilibrium Alfvén and 

sound speeds, Va  and Cj respectively, are defined as

We introduce the parameter (3 as the ratio

/7 -  ÿ j  I (1.53)

and it is equal to 7 /2  times the plasma It is therefore a good measure of the importance 

of the ratio of kinetic and magnetic pressure. Another speed th a t frequently appears in 

MHD wave theory is the equilibrium cusp (or tube) speed, It is defined as:

^

and is smaller than both the Alfvén and sound speeds.

We transform the set of equations (1.47)-(1.51) into a system of equations in the di

latation A =  V.vi and the components of the rate-of-strain and vorticity parallel to the 

equilibrium magnetic field, F =  dvx^i/dx and O , =  (V X tTi).!® respectively (Lighthill, 

1960):

~  '  dx^ ’ ^
d^A
dt^ = {Cs +  Va ) -  V^F , (1.56)

#  =  (1-37)

Equations (1.55)-(1.56) form a coupled system of equations in the variables A and F. Equar 

tion (1.57) is decoupled from the other equations and has the form of a one-dimensional 

wave-equation in Or, with a wave speed Va - It is the Alfvén wave equation. We consider 

the coupled system of equations (1.55)-(1.56) first.

M agneto acoustic waves

We consider the case fig =  0 and eliminate the variable F in Equations (1.55)-(1.56) in 

favour of the variable A:

-  ( c ?  +  v l )  +  c ] v l v ' ‘
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Figure 1.1: Polar plot of the phase speed, Vp, and the group velocity Vg as functions of

the angle (f> between the directions of the wave vector and equilibrium magnetic field. The 

symbols ‘f ’, ‘s ’ and ‘A ’ denote the fast and slow magneto-acoustic waves and the Alfvén 

wave respectively.

which is a partial differential equation, governing magneto acoustic waves^ We seek a oolu" 

tion of this equation in the form of a plane wave with frequency w and wave vector k:

r+oo f+ oo/+00 r+oo _ ^
dr

-oo •/ —oo

(1.59)
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Substituting Expression (1.59) into Equation (1.58), we find the dispersion relation for

magneto-acoustic waves, which relates u  to the components of k:

w" -  (c ^  +  V i) k W  +  C l V ^ P k l  = 0 , (1.60)

which is solved for the squared phase speed Vp = as a function of the angle between

the wave vector and the equilibrium magnetic field, (f>:

V i =  i  M  +  v i )
4V(? cos^ ÿ

(1.61)
+ vi).

The solutions with the largest and smallest magnitudes of the phase speed are called the 

fast and slow magneto-acoustic waves respectively.

From inspecting Equations (1.47), (1.49) and (1.51), we learn th a t the magneto-acoustic 

wave solution perturbs the density and the kinetic and magnetic pressures. These waves 

are therefore compressive and supported by pressure forces. Furthermore, this solution 

perturbs the components of the velocity and magnetic field perturbation vectors, both 

parallel and perpendicular to the magnetic field. Therefore these waves are also supported 

by the magnetic tension force. Magneto-acoustic waves can be interpreted as a marriage 

between sound and magnetic waves, with both longitudinal and transverse wave-behaviour.

Figure 1.1 shows the phase speed and group velocity of the fast and slow magneto- 

acoustic waves as functions of the angle 0, for the cases P < I and /? > 1. It becomes 

immediately clear tha t the slow magneto-acoustic wave is highly ajiisotropic; it does hot 

propagate perpendicular to the equilibrium magnetic field and the wave-energy propagates 

only quasi-parallel to the magnetic field. The slow wave has a maximum propagation 

speed of C , and Va when the parameter P is smaller and larger than unity respectively. 

On the other hand, the fast magneto-acoustic wave is nearly isotropic, with the largest 

propagation speed in the direction perpendicular to the equilibrium magnetic field. Both 

types of waves are dispersive, which can be seen by calculating the group velocity from 

Expression (1.61). Figure 1.2 shows the frequency range of the fast and slow magneto- 

acoustic waves as functions of the transverse wave-vector component, ky. Because the 

dispersion relation (1.61) only depends on kz through t ,  we can set kz equal to zero without 

loss of generality. This corresponds to taking d /d z  =  0. The square of the fast wave 

frequency is always larger than m a x { C j V\k1}  and the square of the slow wave frequency 

is in the interval min{Cgt^,
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Figure 1.2: Plot of the wave frequency, w, of the fast (f) and slow (s) magneto-acoustic

waves (1.61) and the Alfvén wave (A) (1.62) as functions of ky^ for fixed value of and 

kz = Q and for (3 larger and smaller than unity.

We see from Expression (1.61) and Figures 1.1 and 1.2 that, when /? tends to zero (cold- 

plasma limit), the slow magneto-acoustic wave solution vanishes and the fast magneto- 

acoustic wave solution is governed by the dispersion relation uP' =  k ‘̂ V \.  In this limit, the 

component of the linear velocity perturbation vector parallel to the equilibrium magnetic 

field, is equal to zero.

A lfvén w aves

We consider the case th a t A =  F =  0 and solve the Alfvén wave-equation (1.57) for a plane 

wave Çlj. = f  dr/difîa;exp[î(fc.r — u;t)], which results in the dispersion relation:

.2
To — 4> . (1.62)

From inspecting Equations (1.47)-(1.51), we see tha t the Alfvén wave solution perturbs 

the components of the velocity ajid magnetic field perturbation vectors perpendicular to 

the equilibrium magnetic field. The density, kinetic pressure and the components of the 

velocity and magnetic field perturbation vectors parallel to the equilibrium magnetic field
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are not perturbed (p =  p =  Uj. =  5a; =  0). This means th a t the kinetic and magnetic 

pressure forces are zero, so tha t the Alfvén wave solution does not compress the plasma. 

Therefore we conclude tha t the linear Alfvén wave is a transverse and incompressible wave 

(k.v = 0), which is driven by the magnetic tension force. It is therefore a purely magnetic 

wave.

Figure 1.1 shows the phase speed and group velocity of the Alfvén wave as a function of 

the angle which shows tha t the Alfvén wave is highly anisotropic; it does not propagate 

perpendicular to the magnetic field and the wave energy propagates only in the direction 

parallel to the equilibrium magnetic field. The Alfvén wave is clearly non-dispersive.

We compare the three types of waves for the case of propagation parallel to the equi

librium magnetic field {ky = kz = 0). Figure 1.1 shows th a t when /? is smaller (larger) 

than unity, the fast and slow magneto-acoustic wave behave like Alfvén (sound) and sound 

(Alfvén ) wave respectively.

Identification o f  linear perturbation quantities w ith  w ave-types

In Chapters 2, 3 and 4, we assume tha t the plasma quantities do not vary in the z-direction 

{d /dz  = 0). We have previously shown th a t this assumption does not make the results 

of the linear model in this section less general. This argument, though, does not apply, 

generally, to the full perturbed nonlinear set of Equations (1.40)-(1.44). There is therefore 

no justification for making this assumption in th a t case, except tha t it simplifies the equa

tions {e.g. Nakariakov et ai,  1997). We do not set the z-components of the plasma vector 

quantities equal to zero. W ith this assumption, we see tha t in the linear set of Equations 

(1.47)-(1.51), the z-components of the momentum and induction equation are decoupled 

from the rest of the equations. The z-component of the linear velocity and magnetic field 

vector, Vz î and Bz,\ respectively, satisfy the Alfvén wave equation, which is of the form 

(1.57). Therefore they govern a linearly polarized Alfvén wave. The other linear pertur

bation quantities {p\, pi, Vx,\, Vy î, Bx,i ajid 5 ^,2) govern the magneto-acoustic waves. By 

not considering variations in the z*direction, we eliminated the linear coupling between the 

Alfvén and magneto-acoustic waves.
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1.3.3 Surface waves

In this subsection, we shall take =  0 as well. If we look a t Figure 1.2 and disper

sion relation (1.61), we see th a t for squared frequencies, in the intervals (0 , %?A:g) and

the z-component of the wave vector, ky is complex. 

This means tha t, in these intervals, the wave solution is not oscillatory in the direction 

perpendicular to  the equilibrium magnetic field (y-direction), but exponentially evanescent 

or growing. This solution is unphysical in a homogeneous, infinite plasma, because the wave 

energy density, becomes infinite as y tends to infinity. But this solution does have

relevance in plasmas, which have structuring in the transverse direction. In many solar and 

astrophysical applications, the structuring is modelled by several homogeneous media, sep

arated by a sharp discontinuity {e.g. Roberts, 1991; Edwin, 1992). For this type of model, 

we can apply Ek^uations (1.2)-(1.7) to which the jump-conditions (1.36)-(1.38) are added. In 

Chapter 5 we consider a single interface separating two homogeneous media. Suppose tha t 

the two media are ideal and th a t perturbations are small so th a t we only consider solutions 

of first order. The plasma quantities on both sides of the interface are governed by Equa

tions (1.47)-(1.51). The perturbation quantities can be fourier-analysed in x  and t, but the 

y-dependency has to remain explicit. Equations (1.47)-(1.51) can then be transformed into 

an ordinary differential equation in y for one of the perturbation quantities. The solution 

has to satisfy the linearized and ideal versions of the jump-conditions and the requirement 

th a t the wave energy remains finite. This leads to  a dispersion relation for w as a function 

of kx. It is possible to consider a solution which has an evanescent profile in the y-direction, 

in both media. This solution is localised a t the interface and is called a surface wave. The 

surface wave solutions are classified into ‘fast’ and ‘slow’ surface waves (Roberts, 1981), 

although they are not the exact equivalent of the fast and slow magneto-acoustic waves in 

an infinite plasma.

1.3.4 Visual inspection of the quadratically nonlinear terms

We discuss, with the assumption th a t d /d z  =  0, the terms in the set of equations (1.40)- 

(1.44), which are of order We refer to the perturbation quantities of this order with the 

adjectives ‘second-order’ or ‘quadratically nonlinear’. We discuss the second-order mod

erations of the linear waves by inspecting the the second-order terms in the momentum
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Equation (1.41). It can be shown tha t the conclusions we make also hold for the second- 

order terms of Equations (1.40), (1.42) and (1.44) (Nakariakov et al., 1997). The momentum 

Equation (1.41) of order is:

+  ^  =  & ,/ .  +  , (1.63)

where the functions F  make up the components of the second-order ponderomotive force. 

They are defined as follows:

k  v )  -  A  +  ^ , . 1A  , (1-66)By \  fio

I I 1 (1 67)

'y js  =

dvx.i
Pi dt

d ( B l ,
dx

dvyj
Pi dt

d ( B I a
ày

dvzA
Pi dt

Âo

Fy,A = - - ^ A  I , (1 69)

\ f s A  = - p i  -  Po ^y.i +  (,^1-^) ’ (1-70)

where the nabla operator is defined as V { d /d x ,d /d y ,0 ) .  The left-hand side of the system 

of Equations (1.63)-(1.65) contains second order perturbation quantities and has the same 

form as the components of the linear momentum equation (1.48). Therefore we have the 

same identification of the perturbation quantities of this order with the different linear 

wave-types: Equations (1.63) and (1.64) describe fast and slow magneto-acoustic waves 

and Equation (1.65) describes the linearly polarized Alfvén wave. This is actually true for 

all orders in e. The second-order solution is driven by the components of the second-order 

ponderomotive force, which are the terms of the right-hand side of Equations (1.63)-(1.65). 

We call the driven part of the solution the ponderomotive response. They contain a product 

of two first-order perturbation quantities. The terms F xjs  and Fyjg contain a product of 

two first-order magneto-acoustic wave perturbations, and the terms Fx,a and Fy^A contain 

a product of two first-order Alfvén wave perturbation quantities. The term FzJsa acts on 

the component of the momentum equation governing the Alfvén wave. It depends on a

23



product of a first-order magneto-acoustic and Alfvén perturbation quantity and is equal 

to zero when one of the two wave-types is not excited. Consequently the Alfvén wave is 

not moderated by the second-order ponderomotive force. From looking a t the z-component 

of the ponderomotive force in Expression (1.45), we see th a t this is true for all orders of 

6. It is a direct consequence of ignoring variations in the z-direction. We shall discuss 

two cases: the second-order ponderomotive force of a linear Alfvén wave and of the linear 

magneto-acoustic waves. ,

Linear A lfvén  wave

We assume th a t only a linearly polarized Alfvén wave is excited. This means tha t the 

amplitudes of the linear fast and slow magneto acoustic wave solutions are equal to zero: 

Pi =  Pi =  Vx,i =  VyA =  Bx,i =  By A =  0. Consequently the force terms Fxja^ Fyja and 

FzJ sA are equal to zero as well. The force terms Fx,a  and Fy^A are the components of the 

second-order ponderomotive force of the Alfvén wave. From Expressions (1.67) and (1.69) 

we see th a t they have the form of a Alfvén magnetic wave pressure force (Hollweg, 1971). 

This force excites magneto-acoustic waves. The driven magneto-acoustic solutions perturb 

the density and pressure. Therefore the Alfvén wave is, through a nonlinear coupling 

to the magneto-acoustic waves, compressive, where the perturbation Vx and the density 

perturbation are proportional to the square of the wave amplitude (0(e^)). In the cold- 

plasma limit the linear slow wave solution vanishes and the plasma is directly accelerated 

along the equilibrium magnetic field by the force Fx,a  towards the nodes of the z-component 

of the first-order magnetic field perturbation. At these positions, the density is expected 

to increase. We conclude tha t the Alfvén wave does not moderate itself quadratically 

nonlinearly and tha t it perturbs the plasma density through the action of the second-order 

ponderomotive force. These results are relevant for Chapters 2 and 4 where the nonlinear 

evolution of Alfvén waves is investigated.

Linear m agneto-acoustic waves

We assume tha t the coupled fast and slow magneto acoustic waves arc excited and the Alfvén 

wave amplitude is set equal to zero {vz,i = Bz,i =  0). As a consequence the force terms 

Fx,a , Fy,A and FzjaA are equal to  zero. The force terms Fxja  and Fyja  are the components 

of the second-order ponderomotive force of the magneto-acoustic waves, which moderate
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the magneto-acoustic waves themselves. The Alfvén wave is not moderated. In the cold- 

plasma limit, the slow magneto-acoustic wave vanishes and the quantities p\,VyA^Bx,i and 

By,I govern the first-order fast magneto-acoustic wave. The force terms Fx,ja and Fyja are 

then the components of the second-order ponderomotive force of the fast wave. The force 

Fx,ja accelerates plasma along the equilibrium magnetic field and the force Fyja moderates 

the fast magneto acoustic wave. Wo conclude th a t the magneto acoustic waves moderate 

themselves through the action of the second order ponderomotive force. These résulte are 

relevant for Chapter 3 where the nonlinear evolution of magneto-acoustic waves in a cold 

plasma is investigated.

1.4 Num erical simulations

In this section we want to give details about the numerical code, which has been used for

simulations in Chapters 3 and 4. We used the ideal MHD Lagrangian code of Dr Aaron

Longbottom (Arber et ai, 1998; Longbottom et ai,  1998), which solves the fully nonlinear, 

Lagrangian version of the ideal MHD equations (1.26)-(1.30):

=. - V p + ( V x S ) x B ,  (1.71)

f  = “ ■ (1-^2)

where and r  are respectively llie velocity and position vectors of a fluid element at the 

current timc; The pressure, density and magnetic field vector a t position r  are calculated 

from the values of these quantities at the initial position r%, using the Lagrangian versions 

of Equations (1.31), (1.26) and (1.28) respectively:

P =  constant =  f  , B =  (1.73)

where
rlr

(1.74)A =
dfi

is the Jacobian of the transformation from the initial to the current position vector. Equa

tions (1.72) are advanced in time using a Lax-Wendroff type method, which is second-order 

in time and space. This method of solving the ideal MHD equations preserves the total 

mass, entropy and solenoidal conditions identically. Arber et a i  (1999) state th a t the 

numerical scheme gives excellent energy conservation.
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The advantage of a Lagrangian code over an equivalent Eulerian code is tha t as time 

progresses, the grid deforms so tha t grid points are moved to regions of compression. This 

property is attractive because in our models we encounter large, localised compressions. 

This property also means tha t the Lagrangian code needs fewer grid points in comparison 

with the Eulerian code to resolve the evolution of a system. Another im portant reason for 

preferring this code is the clarity and user-friendliness of the code and the close proximity 

of its designer. A disadvantage of the code is that, because it is an ideal code, it cannot 

capture shocks. The further evolution of a system, once a shock has formed, is meaningless.

In Chapter 3, we use a 2.5 D version of the code. Variations in the z-direction are not 

considered. At the boundaries in the x- and y-direction, all components of the velocity 

vector are set equal to zero. This implies tha t all components of the displacement vector 

are equal to zero at the boundary as well. The code has been modified so th a t the temporal 

evolution of the quantities, at a fixed point in space, can be calculated. This is achieved by 

interpolation from values of nearby grid-points. It proved efficient to  consider six grid-points: 

the nearest grid-point, its four neighbours on the grid, and the next nearest grid-point.

In Chapter 4, we use a 1.5 D version of the code. Variations in the y- and z-direction 

are not considered. The same boundary conditions are applied but are not of importance 

because the boundaries are removed far enough not to influence the phenomena under study.

In Chapters 2 and 4, we use a fourth-order Runge-Kutta scheme with adaptive step size 

for the integration of ordinary differential equations.

1.5 Thesis outline

This thesis contains two separate topics: Elements of the nonlinear evolution of MHD waves 

in the context of the ponderomotive force (Chapters 2 , 3 and 4) and the linear, dissipative 

instability of the tangential discontinuity (Chapter 5).

In this chapter we introduced the basic MHD Equations (1.2)-(1.7) and the boundary 

conditions, which are used in this thesis. We introduced the concepts of cold plasmas, pon

deromotive force and weakly nonlinear theory. We presented the perturbed MHD Equations 

(1.40)-(1.44) for an ideal and homogeneous equilibrium, discussed the types of linear waves 

in an infinite plasma and inspected the quadratically nonlinear perturbed equations. Lastly 

we briefly discussed the numerical simulations which have been used.
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In Chapter 2, we compare the evolution of bounded, nonlinear Alfvén waves to  the 

mechanical analogues of the motion of a frictionless bead along an oscillating stretched string 

and of the motion of a  fluid in a tube of infinitesimal width. In Chapter 3, we investigate the 

evolution of bounded, nonlinear fast magneto-acoustic waves in a cold plasma. In Chapter 

4, the nonlinear evolution of two oppositely propagating linearly polarized Alfvén pulses is 

discussed in a cold plasma and in a plasma of finite plasma p.

Chapter 5 considers the linear instability of a tangential discontinuity in the presence of 

an equilibrium flow, which takes into account the effects of viscosity and thermal conduction, 

as a model for a coronal hole boundary.

In Chapter 6 , we summarize and discuss the results of the previous chapters.
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Chapter 2

A mechanical analogue of 
bounded, nonlinear Alfvén waves

2.1 Introduction

In an infinitely conducting plasma, the magnetic flux in conserved. It is said tha t the 

plasma is frozen to the magnetic field-lines. The magnetic field-lines are compared to 

stretched strings with their own tension 5 ^ / 2 ^ .  This magnetic tension drives transverse 

magnetic waves in fluids, i.e. Alfvén waves. In this mechanical analogy, Alfvén waves 

can be seen as the transverse disturbances of the string which travel along its length {e.g. 

Wentzel, 1989; Benz, 1993). Various authors have used this analogy in MHD applications. 

Joarder & Roberts (1992) and Mundie (1998) considered the analogy of the vibrations of a 

stretched string loaded with a large, concentrated mass at its centre to model the vertical 

modes of oscillation of a  prominence.

In the Introduction, we have shown th a t linearly polarized Alfvén waves excite, through 

the action of the ponderomotive force, nonlinearly slow magnetosonic waves, which are 

characterised by density perturbations and a velocity component parallel to the equilibrium 

magnetic field. Allan & Manuel (1996) suggested, but without any arguments, th a t the 

nonlinear behaviour of the ponderomotive force of Alfvén waves can be compared by analogy 

to the frictionless motion of beads along a transversely oscillating, stretched string. In this 

chapter we investigate this claim in an attem pt to understand the basic properties of the 

ponderomotive force.
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Consider a string of length L  and mass M .  The linear density of the string is equal 

to Gg = M /L .  We use the convention of ajces of Chapter 1. At rest, the string lies along 

the æ-direction. The string only moves transversly in the z-direction. The displacement of 

the string is called r]{x,t) (which is equal to the z-component of the displacement vector, 

I) . Displacements in the z-direction are not permitted. The restoring force tha t resists the 

transverse displacement, is the tension force per unit length, which is directed along the 

principal normal of the string:

where Ij. =  sin (arctan ( ^ ) ) l x  ~  cos (arctan (§^))lz) and and 1  ̂ are the unit vectors in 

the X- and z-directions respectively. The quantity T  is the tension, which is related to the 

elasticity of the material of which the string is made. We shall assume th a t T  is constant. 

Expression (2.1) is valid when the condition

(2.2)

is met. This limits the magnitude of the displacement. This approximation therefore 

corresponds to a weakly nonlinear limit and the displacement is of order € (0 < € < 1).

We attach beads, each of mass m, uniformly onto the string. The beads can move freely 

along the string. The string is made to oscillate in the trajisverse direction. The question 

is then: how do the beads move ? In the first section, a geometric argument is given for 

the force tha t moves a bead. We shall discuss the validity of the derived equations as a 

mechanical analogue for Alfvén waves. In the second section, a more rigorous approach is 

given for the motion of discrete particles along the string and how they influence the string’s 

oscillation. In the third section we make the transition to a continuum description.

2.2 G eom etric approach

We attach a bead to the string. The position of the bead is given by the coordinates 

{xb{t),Zb{t)) as shown in Figure 2.1. The bead is accelerated by the restoring force of the 

string. The acceleration in the z-direction forces the bead to oscillate along with the string 

as the bead is constrained by it {zb(t) =  rj{xb, t)). The acceleration in the z-direction moves
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bead,

^string

Figure 2.1: Model of the mechanical analogue.

the bead along the string.

(Pxb

d'^Zb

m

m-

T r
dx^

d'̂ Tf

(2.3)

dfi ^  U = * 4 =  ^  1®=*» •

The typical speed a t which disturbances travel along the string is given by the speed

(2.5)

(2 .6)

The to tal derivative, acting on the continuous variable r/, is defined as

dr} _  \ d x b ^  I
^ I x = x , -  at dx  •

We eliminate the common part of the two Equations (2.3) and (2.4) and obtain an equation 

for Xb(t): ^ /  o \

"  ■ ” * (S^)
The force th a t moves the bead along the string is a nonlinear force, of a t least order € ,̂ 

consisting of the product of the spatial derivative and the acceleration of the displacement 

of the string at the position of the bead. The displacement of the bead in the ^-direction 

is then a t least of order as well. We identify this force as the ponderomotive force. Note
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tha t this force does not directly depend on the mass density or tension of the string. At 

the nodes and anti-nodes of the string’s dispicicement field, the ponderomotive force is zero, 

making these positions equilibrium positions for the bead. In the next section a linearization 

of the ponderomotive force will show which equilibrium positions are stable or unstable.

We compare the form of the ponderomotive force of this mechanical analogue to tha t 

of the case of Alfvén waves, in the weakly nonlinear regime. In Chapter 1, we established 

tha t the Alfvén wave is driven by the magnetic tension force. We identified this force as 

the second term in Expression (1.11):

where R  is equal to the radius of curvature. An im portant difference between the magnetic 

tension force and (2 .8) and the elastic tension force (2 .1), is th a t the mêLgnetic tension 

is not a constant. If we repeat the derivation of the ponderomotive force, replacing the force 

(2.1) by the force (2.8), we find the same Expression (2.7) for the ponderomotive force. 

This force depends on the magnetic tension indirectly through the relationship between the 

displacement and the magnetic field, given by Equations (1.27) and (1.28):

^  ’ S  = i  • (2 9)
Note th a t the correction is a t least of order ^  because, as we have shown in Chapter 1, the 

Alfvén wave is not moderated at order 6̂ .

W ith Expression (2.9), the tension force (2.8) is rewritten as:

f  M
/̂ o

- 2

( S S )  +  *((:) ■ (2.10)

This shows th a t up to order e ,̂ the tension force of the string and the magnetic tension

force are equivalent if we put T  — B q/ ^ .

Lastly we show the correspondence between the form of the ponderomotive force (2.7) 

and the æ-component of the second-order ponderomotive force of Alfvén waves, (1.67). We 

eliminate the displacement, using Expression (2.9), in Expression (2.7) and find to leading

order in e: , , „ ^

{ È w )  = ~ é .  • (2 11)
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The right-hand side of Expression (2.11) corresponds to the æ-component of the second- 

order ponderomotive force of linearly polarized Alfvén waves (1.67).

We find, to leading order in £, the same tension and ponderomotive force. The variance 

of the magnetic tension is of importance a t order €®. We conclude th a t the model of a trans

versely oscillating, stretched string, of constant tension, is a  good mechanical analogue for 

the weakly nonlinear dynamics of a linearly polarized Alfvén waves when the displacement 

is small. We therefore examine this analogue further.

Using Definition (2.6), Equation (2.7) is rewritten as

d^Xb _  ^  +  0  ( ^ )  )
dt^ ^  fd

The equation of motion for the displacement rj is th a t of a string with an added, mobile 

bead:

~  ^  =  0 » (2-13)

or
. . .  g:

- V .
_  mS(x  -

9(2 '9 % : <T. d(2 • ^214)

The term on the right-hand side of Equation (2.14) is the counteraction of the beaxd on to 

the motion of the string. Using Definition (2.6) and Equation (2.12), the previous Equation 

(2.14) is rewritten as

( . .  + m l ( ,  -  -  ( t  -  «<(• -  . , )  ( ÿ )  )  0  -

+  (2 .1«

From Expression (2.15) we see tha t a t the position of the bead the tension has decreased 

by the inertia of the bead in the æ-direction, m(dxb/dt)'^. The inertia of the bead carries 

the string further than its original maximum displacement in the absence of the beaxl. We 

model the bead as a point particle. The nonlinear term is therefore localised a t the position 

of the bead. This poses the following problem. Close to the bead’s position the derivative 

drjldx  will violate Assumption (2.2). At the exact position of the bead the derivative drjidx  

will not even exist as the string is forced into a  cusp there. To overcome this diflBculty a 

bead of a  hnite width has to  be considered.
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We shall not consider this here because we shall neglect the contribution of the bead 

to the string’s oscillation by taking the mass of the bead to be negligible compared with 

the mass of the string. However when dealing with a large number of beads, a large 

concentration of beads can locally make the density of the beads of the same order as tha t 

of the string’s density, implying tha t the contribution of the beads to the string’s oscillation

cannot be ignored. This problem will be addrccccd in the next section, where wo derive the

equations for the bead and string in a more rigorous manner.

2.3 Beads as discrete particles

Consider n identical beads attached to the string. Each bead has a mass m. The position of 

the bead is given by (arj(f),2,(t)). Equations for the motion of the beads and the string 

are obtained using the variational principle with the method of undetermined multipliers 

(Goldstein, 1950). We construct the Lagrangian, £ , of this system. It contains the kinetic 

and potential energies of the string and the kinetic energy of each bead. The potential 

energy of the string is calculated for the restoring force per unit length (2 .1), with constant 

tension, T  (Morse & Feshbach, 1953). The Lagrangian, C is equal to:

The hrst term of the previous expression is the Lagrangian of the string and the second 

term is the Lagrangian of all the beads. The position of each bead is constrained by the 

condition th a t it has to remain on the string:

rLZi = dx S{x -  æ,) f){x, t ) . (2.17)
Jo

7 =  ̂ dt \ c ^  Xi (z{ -  J  dx 6{x -  Xi) Tj{x,t) (2.18)

We form the following functional:

'<1 L i=l

where the A,’s are the Lagrangian undetermined multipliers. The functional I  has as de

pendent variables 7/(a;,t), Xi{t) and Zi{t). Following Hamilton’s principle, we minimize the 

functional I  by taking variations of I  with respect to the dependent variables and setting 

th e  va.ild,tlun eq u a l to  zero. A t  times ti  and (2, the variations are zero. We o b ta in  27t-|-l
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equations:

m

m

cPxi
dt^
(Pzj
dt^

=  -A,-

=  Ai,

dx \ X = X i  >

f .  _
9(2 • 9a;2

1 "
ri(x,t) = ------ ^  Ai -  æi)

t=i
The multipliers Ai’s are obtained from Equations (2.17) and (2.20):

f  drj d^Xj d^rj d^rj dxj d ^  f  dxj^
dt^ d tdx  dt dx"  ̂ \  dt >y d x  dt^

(2.19)

(2 .20) 

(2 .21)

\x=xi • (2 .22)

Substituting Expression (2.22) into Equations (2.19) and (2.21), we get

Is (̂ ) ^
dt^ 1 +

\ X = X i  >

Ü _ K 2i l
9(2 ' 9a-2 fj{x, t)  =  - — ^ - ^ \ x = X i S { x - X i )

t=l

(2.23)

(2.24)

These equations are identical to Equations (2.12) and (2.14).

We prescribe the following boundary and initial conditions for the string’s displacement:

77(0 ,0  =  0 , 77(1 , 0  =  0 , 77(z,0) =  -  sin (&æ) , (2.25)

where A is a multiple of n /L  and a is the dimensionless amplitude of the perturbation. The 

boundary conditions on the displacement correspond to the line-tied boundary conditions. 

In the absence of beads. Condition (2.25) makes the string oscillate in one of its standing 

wave modes. W ith beads included, the oscillation of the string is moderated. We therefore 

use the terminology ‘bounded’ instead of ‘standing’. The initial conditions for the beads 

are:
drr.-fCÙ

(2.26)æ,(0) =  æ,-,o , =  0 ,dt
and we assume th a t the beads do not overlap initially, i.e. Xi^ ^  Xj^. Condition (2.2) 

implies th a t the weakly nonlinear regime applies. Therefore the amplitude a is small and

proportional to  a parameter € (0 < € < 1). The quantities 77 and X{ are expanded in a power

series in the param eter e:

ri(x,t) =  €77i(æ,i)-|-€^772(æ,i)-l-... ,

a;,(i) =  Xifi-\-exi î(t)-\-ê Xi 2̂(t)-\------- (2.27)
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We substitute Expansions (2.27) into Equations (2.23) and (2.24) and gather terms of the 

same order of e.

We assume th a t the mass of the beads is much less than the mass of the string. The 

term on the right-hand side of Equation (2.24) represents the influence of the beads on the 

string’s oscillation. We neglect this unless the density of the beads, which is defined as

<r{x,t) = Y ^ m S (x  -  Xi) ,
»=i

(2.28)

becomes locally of the same order as the string’s density. We need to keep an eye on the 

condition:

a(x ,t)  <  0-, . (2.29)

2.3.1 Oscillations of string without beads

The term s in Equations (2.23) and (2.24) of order e are:

dt^
r)i = 0.

(2.30)

(2.31)

At order e we simply have the oscillation of the string without the presence of the beads. 

There is no displacement of the beads along the string (æ,-^i=G). The density of the beads 

fulfills Condition (2.29). The solution of the wave equation (2.31) is a discrete set o f ‘stand

ing’ modes. Together with Condition (2.25) we find:

7/1 =  -  sin (A%) cos (ujt) , 

where w is the oscillation frequency, which is defined as w =  kVa

(2.32)

2.3.2 M otion of beads due to the ponderomotive force

The equations of order are:

d‘̂xj^2 _  drji d^rji 
dt^ dx dt^

9(2 9̂ :2 r/2 =  0 .

(2.33)

(2.34)

35



Because the wave equation (2.34) is the same as the wave equation (2.31), we take 7/2 =  

0. The term on the right-hand side of Equation (2.33) corresponds to  the second-order 

ponderomotive acceleration. Using the first-order Solution (2.32), Equation (2.33) is written 

as

=  ^a^kVg sin (2kxi^2) sin^ (w t). (2.35)

We are interested in the movement of the bead over a time-scale longer than the oscillation 

period of the string. Therefore we average Equation (2.35) over the oscillation period:

=  ia2 iV /8 in (2 fc i.,2 ). (2.36)

We see th a t the second-order ponderomotive force of the bounded wave has a net effect 

over a wave oscillation period. Equation (2.36) is the differential equation of an anharmonic 

oscillator {e.g. Pippards, 1978). The solution of this equation is given in terms of Jacobian 

elliptic functions. Equation (2.36) can be integrated once immediately:

( " 5 ^ )  (2Az ,̂2) =  C , (2.37)

which reflects conservation of energy. The terms on the left-hand side of Expression (2.37) 

are the kinetic energy of the bead i and the potential energy of the second-order pondero

motive force respectively. Here C  is an integration constant linked to  the initial energy:

C = E(xi,o) = ~ ^ a ^ V j ‘cos(2kxi,o). (2.38)o

From the potential energy, we see th a t the anti-nodes (x =  p7r/2, p  an odd integer) of the 

string’s wave-field are stable equilibrium points, while the nodes (z = pir, p integer) are 

unstable equilibrium points.

Equation (2.37) can be written in the form:

dt

with

^  =  ^ ^ l - C - 2 s i n 2 ( f c x ) ,  (2.39)

X =  ®t,2 +  ^  ,

Ç — COS {kXi^Q^ .
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Figure 2.2: Position of bead aJ»,2(0 for different initial positions kxi^ — tt/2 (solid line: 1.54, dashed 
line: 1.05, dot-dashed line: 0.64, triple-dot line: 0.14). The anti-node is at 0. Two nodes are located 
at ± 7 t / 2 .

The solution of Equation (2.39), satisfying the initial and boundary conditions (2.25) is:

«1,2(0  =  ^  arccos [sn ((O t +  sn"^ (( , C“ ^) , C“ ^)] • (2.41)

The function sn(ti, «) is a Jacobian elliptic function with parameter « (Abramowitz & 

Stegun, 1965). Using the properties of Jacobian elliptic functions, Expression (2.41) is 

written as
cn (n t, c^)

«1,2(0  =  -  arccos cos(kxifi) (2.42)
dn (n t, Ĉ )

cn(w, «) and dn(tt, «) are Jacobian elliptic functions with param eter k . Figure 2.2 shows 

the æ-coordinate of a bead in time, starting a t several initial positions.

Every bead, when given no initial velocity, will oscillate around the nearest anti-node 

in the string’s displacement field with an amplitude equal to  the distance between the 

nearest anti-node and its original position. When this amplitude is small, the motion is 

approximately harmonic.
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There are now two approaches. The first approach is to have a finite number n  of 

non-interacting beads attached to the string. The motion of each of these beads, when the 

string is oscillating according to Equation (2.32), is given by Solution (2.42). The total 

mass of the beads is sufficiently small compared with the mass of the string so tha t at no 

instance the does local linear density of the beads become of the same order as the linear 

density of the string. The contribution of the beads to the string’s oscillation is negligible. 

This approach is adequate as a mechanical analogue for charged particles in a low density 

environment along an oscillating magnetic field-line, where there are no external fields.

The second approach is an attem pt to use the previous equations to describe a continuous 

spread of beads. Initially the beads are uniformly spread along the string; a t every position 

along the string, there is one bead of mass m. This means th a t the linear density of the 

beads is initially equal to cr(t =  0) =  n m fL  and we assume this is much less than the linear 

density of the string. However, this will not necessarily be true for later times. We need to 

check whether Condition (2.29) remains valid. This condition is rewritten as:

« ^ .  (2.43)a{t = 0) nm

We calculate the linear density of beads at later times. The position a t later times is 

known from Expression (2.42). We assume tha t the beads do not interact with each other, 

passing through each other freely. This is obviously an unrealistic assumption. We shall 

discuss the consequences of this later on. The density of the beads a t time t is given by the 

transformation (Goedbloed,1979):

<^(«t.o, 0  =  | ^ a ( i  =  0) ,

dn‘̂ {Qt,C)crit = 0) ^^.44)
cn(Qt,C^) [1 +  ((1  -  O ( c n ( O t ,  ( 2))]

where we treat Xi^ and Xi^2 as the Eulerian and Lagrangian position coordinates respectively. 

Figure 2.3a shows the time T„ a bead takes to reach the closest anti-node from its original 

position. It is calculated from the fact tha t the function cn(u, k) is periodic with a period 

equal to 4 F (7t / 2 , k) where F(u, k) is the Jacobian integral of the first kind. Beads tha t start 

out close to the anti-node arrive a t the anti-node a t approximately the same time, while the 

beads th a t s ta rt further out, come in later. For kxi,o nearing t t / 2 ,  Q T n  is converging to t t / 2 ,  

as it should since then we are in the harmonic regime. Obviously the graph is incorrect for
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Figure 2.3: a) Time Tn for a bead starting at Xi^o to reach the nearest anti-node, b) Density
ratio a { x , t ) / a { t  =  0). The density increases as the shading darkens. The white areas bordered by a 

black line are where cr >  O.Ictq. The dashed line refers to the first instance at which that inequality 

is valid, c) Density profile at the anti-node. At Qt =  7r/2 the density becomes infinite, d) Time 

Tc at which locally the density ratio a {x , t ) / a { t  = 0) for the first time becomes equal to the ratio 

(Ts/<j{t = 0) = M / n m  as a function of the mass ratio between the beads and the string { n m /M ) .

beads s ta rtin g  ou t a t  the  node (kx i f i='K/2)  or anti-nodes { k x i f i - i : / 2 = ± ' k j'2) since they  are 

a t  equilibrium  positions. We can expect th a t  the  density a t the  anti-node will go up sharply 

as we near Q i=7r/2 . F igure 2.3b confirms this. It shows the  density ra tio  a {x , t ) / ( j { t= {) )  

along th e  s tring  from  node to  node as a  function of tim e. As the  shading darkens, the 

density  ra tio  increases. T he w hite areas bordered by black, are where th is ra tio  becomes 

equal to  or larger th an  a ten th  of the  ra tio  a s / ( j { t = ^ ) = M l n m . ,  giving an idea of when and 

w here C ondition (2.43) is no longer satisfied. T he result to  the  right of th e  dashed line is 

therefore irrelevant. F igure 2.3c shows the  tim e profile of the  density ra tio  g / o{t=Q)  a t the 

node. It follows the  function sec(O t). A t fii= 7 r/2  th is density ra tio  becomes infinite. This
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is a very local increase in density as the total mass of the beads has to remain constant. 

However, before this time, Condition (2.43) will be violated. Call Tc the time when the 

inequality in Condition (2.43) becomes an equality. Figure 2.3d shows the dependence of Tc 

on the mass ratio n m /M .  For n m /M  nearing zero (light beaxis), QTc is converging to t t /2 

but n m /M  equal to zero does not make physical sense in this context as Equation (2.23) 

becomes obsolete.

The frequency O is proportional to the amplitude a and wavenumbcr h of the string’s 

oseillation: An increase in either of these quantities speeds up the beads’ behaviour. This is 

easily understood considering tha t in both eases the gradient drj/dx  becomes larger^ hence 

also does the force on the right-hand side of EJquation (2.23).

It is because we permitted the beaxls to overlap, tha t we obtain a local infinite density. In 

reality, the beads cannot pass through each other. They would also have a finite width which, 

if large enough, prevents Condition (2.43) being violated. Incorporating these features 

means having n \ 1 coupled equations as we have to take into account the separation between 

the beaxis.

We shall not attem pt to see how this density increment affects the oscillation of the 

string by solving the equations at order € .̂ Instead we shall approach the whole problem 

from a different angle, tha t of a continuum of beads. The beaxis become a ‘fluid’. This will 

turn out to be quite advantageous.

2.4 Continuum approach

Insteaxi of a discrete set of beads, we shall consider a one-dimensional continuum as our 

model for investigating the nonlinear behaviour of Alfvén waves. The mechanical analogue 

can be pictured as an hollow, elastic ‘tube’ of infinitely small diameter, filled with a fluid. 

Because this tube is quite artificially defined, we shall continue to use the term ‘string’. The 

string has a constant density Gg and tension constant T . The transverse displax:ement of 

the tube is We take into account the compressibility of this fluid. Again equations

for the continuum-string system will be obtained using the variational principle and the 

method of undetermined multipliers (Neukirch, 1997). The Lagrangian, C of the system is:

2 1 / Am\ 2  _ , . . .
(2 45)

7 - 1  
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where the four terms in the integral are the kinetic and potential energy densities of the 

string and the kinetic and potential (internal) energy densities of the fluid respectively. The 

quantities a, p, Vx and Vy are the linear density, pressure, and x- and y- velocity components 

of the fluid. 7  is the ratio of specific heats. The pressure has to be interpreted as a force 

per unit length. The Lagrangian is equal to the one-dimensional Lagrangian of an MHD 

system if we replace the potential energy of the string by B^/2po (Goedbloed, 1979). It is 

the effect of this change th a t is of interest. It is expected th a t we shall obtain a good match 

between the analogue and the MHD case up to order € ,̂ but differences for higher orders.

Besides the constraint tha t the fluid has to remain on the string, wo need to satisfy mass 

conservation, conservation of the identity of the fluid elements and conservation of entropy, 

thus applying Equations (1.26) and (1.31), we have:

df) dll
+  =  Vy  (string constrain t), (2.46)

d(T d
-h ^  (uxO') =  0 (mass conservation), (2.47)

=  0 (identity of fluid elem ents). (2.48)

^  + V x - ^  = 0 (entropy conservation). (2.49)

Au is a quantity related to the identity of the fluid elements. W ith the previous constraints

in mind, we can form the following functional

I  = / d t [ C  + J d x X r ( v ^ - ^ ' )  + + +

-h J -̂ 3 -\- J  dx A4 — {pa , (2.50)

with

The A’s are Lagrangian undetermined multipliers. The functional I  has as independent 

variables x and t, whilst Uj;(x,i), u^(æ, (), <7(æ,t), y(z, t) , %o(a;,t) and p (x ,t) are dependent 

variables. Wc take variations of /  with respect to these dependent variables and set the 

variation equal to zero. We obtain the following system of six algebraic equations:

dr} 0 X2 dXo d f .  _

Aj   ,
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d\2
dt

—“Y—1
-  g (c^ +  "») . (2.52)

=  0 ,

7 - 1
Together with the constraints (2.46)- (2.49) we have ten equations and ten variables. After 

some straightforward manipulation, the following system of equations is obtained:
da d

=  0,

1 +
dvx
I T

drj _
dx^

dri \d^7) ,

_  d ^  a dr)\ 
dt \<7a d t )

1 dp 
a dx  ’

=  0

(2.53)

(2.54)

(2.55)

(2.56)

where the speed Vg is defined as in Expression (2.5), representing the typical speed a t which 

a disturbance would travel along an empty string.

The speed Vt is defined as the typical speed a t which a disturbance would travel along 

the string filled with the fluid:

The added fluid reduces the speed of the string’s oscillation as it increases the total density 

of the system. In the previous section we took the limit a g >  a , meaning Vt=Vg. We are 

not going to do this here as it does not complicate the equations. Furthermore, if we want 

to compare the string-tube system to a  magnetic field-line in a plasma, we need to take ag 

=  0 , since a magnetic field-line does not have a mass!

The term s on the right-hand side of Equation (2.54) are the force due to  the string’s 

displacement field (the ponderomotive force) and the pressure force of the fluid, respectively. 

We make an order of magnitude comparison of the two terms:

I pressure force |
I ponderomotive force | 

where Cg is defined as the sound speed in the fluid, given as

Cg{x,t) =

 ̂(%) in) “ i  (v) (&) ’

(2.59)
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- i  ë] + é  ("""'S) + Tt ('"'"ë) = °-

The quantity a is again the dimensionless amplitude of the string’s displacement. It is

clear th a t the ponderomotive force is dominant when a ^.TtCg/y/^a- Also because of

Condition (2.2), we need a <C 1. For the ponderomotive force to be dominant, we must

be in the regime where Cg Vg in order of magnitude. In MHD this limit corresponds to

Cs C  where Cg and Va are the sound and Alfvén speeds respectively.

Equation (2.55) can be rewritten in a way th a t is more physically understandable:

d 
dt

We see th a t the density is increased by the presence of the fluid and th a t the tension is 

decreased by the inertia of the fluid.

Instead of specifying initial conditions as in the previous section, we now give an equi

librium state  from which to work:

7/0 =  0 ,  Vxfi =  0 , Po =  constant , ctq =  constant . (2.61)

Again we shall use an expansion procedure in the small param eter 6, which is propor

tional to  a,

. /  =  /o +  c/i 4- 6 ^ /2  +  +  • . .  , (2.62)

where /  represents any of the dependent variables ?/, p and a. We substitute Expansion 

(2.62) into Equations (2.53)-(2.56) and gather terms of the same order of e.

2.4.1 Oscillations of tube with static fluid

The terms of Equations (2.53)-(2.56) of order € are:

: 0 , (2.63)

: 0 , (2.65)

: 0 . (2 .66)

The extra index 0 in the speeds Vt,o and C.,o means that they are calculated from the 

equilibrium quantities. At this point it is convenient to define the ratio;

=  ^  - (2-67)
U,0
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which the equivalent of the parameter /?, (1.53). Equations (2.63), (2.64) and (2.66) are the 

one-dimensional hydrodynamical equations (Landau & Lifshitz, 1959). Combining Equa

tions (2.63), (2.64) and (2.66) gives the longitudinal wave equation

i i  _  r 2  f .
9(2 •■“ 9®2 (2 .68)

which describes a sound wave travelling along the string through the fluid. It is a longitu

dinal wave mode. Equation (2.65) is the wave equation of a stretched string and describes 

transverse wave motions.

We assume the string is fixed a t æ=0 and x=L.  The fluid cannot flow out of the string 

a t those points. Therefore the two kinds of wave modes are bounded (standing) modes. We 

shall assume th a t the system is disturbed from its equilibrium in such a way tha t only one 

transverse mode is excited. We assume tha t the amplitude of the sound wave is equal to 

zero. The solutions of order e are then:

T)i = — sin (kx) cos (w t), 

Vx,i = Pi = =  0 .

(2.69)

(2.70)

The quantity w is the frequency of the oscillation, given by the dispersion relation uj=kVtfi.

2 .4 .2  M o tio n  o f  flu id  d u e  to  th e  p o n d e r o m o tiv e  force

The term s of Equations (2.53)-(2.56) of order are:

dv dr}i 1 dpi

Ê L  _  V2
9(2 ‘•“ 9®2

dt dx dt^

7/2 =  0,

(7o dx

dp2 ^ 2  d(T2 
dt dt

=  0 .

(2.71)

(2.72)

(2.73)

(2.74)

The equation (2.73) for the displacement 7/ is the same as at order e. We therefore take 7/2 

to be zero. The other three equations can be combined to give

i l
dt^

d^ _  d (d f)i d^7]i\  
dx  y dx dt^ j0 2  — (To (2.75)
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We see tha t the sound wave is driven by the transverse mode. Substituting Solution (2.69) 

into Expression (2.75) gives:

92
dx^

cos {2kx) cos^ (w(). (2.76)

If we substitute Solution (2.69) into Equation (2.72), we find the same form as Equation 

(2.35). The big difference, though, is tha t here x in the sine function is an independent 

variable whilst in Equation (2.35) it is a  dependent variable describing the position of a 

discrete bead. Solving the equations is much easier in the la tter case. The solution to 

Equation (2.76) is

<72 =  <
co8(2fcC,.o*)-l , COS (2tC*,o<)—cos (2w<)

)  C .,o#V ,,o
(2.77)

|o-0o2 V,2jj cos (2Ax) k

|<7oa^Vt,o COS (2Aæ) (cos (2wt) -  1 -  wt sin (2w()) Cg,o =  W,o

The pressure P2 is simply given as P2=Cg,o<72. The velocity Vx,2 is calculated from Equations 

(2.77) and (2.71):

Ux,2 =  <
sin (2fex) ^

^  sin (2kx) (3 sin (2wt) +  2wt cos (2wt)) C*,o =  14,0

We call the quantities <72 and Vx,2 the ponderomotive density and velocity response respec

tively. For /5 < 1, we can identify the sound wave with the slow magneto-acoustic wave of 

the MHD case and for /3 > 1, we can identify the sound wave with the fast magneto-acoustic 

wave of the MHD case. Figure 2.4 shows the density <7q +  <72 a t the anti-node of the string’s 

displacement field for several values of P, which is defined as the ratio Cg o/V^Q.

The case /3 =  0 corresponds to the neglect of the pressure force in comparison with the 

tension force. This can be seen as the equivalent of the cold-plasma limit. This case can be 

compared to the previous ihechanical analogue of discrete particles, where we ignored the 

‘compressibility’ of the particles. Expressions (2.77) and (2.78) become:

£T2 ^  -CTO (1 -  cos (2wf))^ cos (2kx) ,

Ua;,2 =  ( ü t  + ^  sin (2wt)^ sin (2kx) ,

(2.79)

(2.80)

where is defined in Expression (2.41). The second-order density and z-component of the 

velocity vector vary secularly with time. This is shown in Figure 2.4a. As in the discrete
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Figure 2.4: Time profiles of the density ratio l +  o'2/o-o at the anti-node of the string’s displacement 
field for different vsdues of the parameter /?. The amplitude of the string displacement is a= 0.1.

case, we find th a t the scaJing fcLctor Qt is an essential feature of the nonlinear behaviour of 

the fluid. We see from Expression (2.79) th a t the density is increasing quaxlratically at the 

anti-nodes. The time-scale for this behaviour is Qt ~  2y/2 {Vt^t ~  The density

we obtain up to second order can be seen as the Taylor expansion of Expression (2.44) 

for small times up to the quadratic term. The second-order solution does not show tha t 

the density becomes infinite a t a finite time, as is predicted in the mechanical analogue of 

discrete particles. Higher-order terms are needed in the continuum approach to describe 

this behaviour. Expressions (2.79) and (2.80) match the expressions found by Rankin et 

al. (1994) for the second-order ponderomotive response of bounded Alfvén waves in a cold 

plasma.

Figure 2.4b shows the time profile of the density for small (3. The density is periodically 

enhanced with a period of ut=Tr/y/]3. The maximum density enhancement is shown in
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Figure 2.5: Maximum value of the density ratio <72/<to as a function of /? for several values of the 
amplitude a (solid line: a=0.1, short dashed line: a=0.05, dot-dashed line: a=0.01, triple dot-dashed 
line: a=0.005 and long dashed line: o=0.001).

Figures 2.5 and 2.6. The maximum density enhancement for a 1 follows the dependency 

predicted by the order-of-magnitude comparison of the forces:

.2
max /  <72 \

U o /  ^  (i ■
(2.81)

This result has been noted by Allan et al. (1991) and Rankin et al. (1994) for bounded 

fast magneto-acoustic and Alfvén waves respectively. The density enhancement decreases 

rapidly as P increases. For p  close to one the frequency of the driver is close to one of the 

normal modes of the sound wave. Beats occur. For p  equal to one the transverse mode and 

sound wave are in resonance, growing on a time-scale t  rv a~^k~^V^Q . The amplitude and 

density of the sound wave grow linearly in time. Lastly for a P larger than one there is no 

significant density enhancement a t all.

We need to be very careful in interpreting Figures 2.4, 2.5 and 2.6. For values of 
the density exceeding the background density, the expansion procedure is no longer valid. 

Therefore, the results in those regimes have to be interpreted qualitatively. Numerical sim

ulations are needed to quantitatively investigate the regimes where the analytical approach 

fails.
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Figure 2.6: Meucimum value of the density ratio <72/(To as a function of the ratio a for several values 
of P (solid line: /?=10“ ,̂ dotted line: /?=10“ ,̂ short dashed line: /?=10“ ,̂ dot-dashed line: 
triple dot-dashed line: /?=10“® and long dashed line: ;5=10“®).

2 .4 .3  M o d e r a tio n  o f  th e  tu b e  o sc illa tio n s

From the comparison between the tension force of the mechanical analogue and the magnetic 

tension force in Expression (2.10), we expect, a t third order in e, the results of the mechanical 

analogue to differ from the MHD case. It is worthwhile studying the third-order equations 

in the two cases for which the density and flow become very large. These occur when P -C 

1 and P=1 respectively. We shall consider the specific cases P=0, P=1 and the general 

solution. The terms of Elquations (2.53)-(2.56) of order are:

da3 , _ _

du3,a
dt

dt^

dp3 _ ^ 2  ^21  
dt dt

0,

1 dpz 
gq dx 

1
% =  - 1 +  ^  U o  dt^

02 d'^pi d S
-  -h ZUx,2

OQ d l d x

+

=  0

dvx ,2 dr)i _  dvx ,2 dm  
dt dx dx dt ) .

(2.82)

(2.83)

(2.84)

(2.85)
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At this order we see the back-reaction of the mass redistribution on the string’s displacement 

field. The driver term on the right-hand side of Equation (2.84) contains first and third 

spatial harmonics of the wave field. The mass fiow excites higher harmonics and moderates 

the original field. Note tha t the second harmonic is not excited a t first. The driver term is 

also proportional to the ratio (1 -f <7a/o-o)~ .̂ The more the fiuid makes up the density of 

the system, the stronger is the moderation of the oscillation.

/?=0

We only consider the dominant term, which contains 0 2  and is proportional to  on the 

right-hand side of Equation (2.84):

d^
 -----
dt^ *'°dx^

1 aku}^
2 1 4 -

Bin (Ar'a;) cos (2kx){Qt)^ cos (u>t) . (2 .86)
ao

The solution of Equation (2.86) is:

1 a
-(Q i)^ sin {3kx) cos (w() 4- (fi^)^ sin {kx) cos (ut) 4-

4- i  ̂ ( H t) ^  sin ( tz )  sin (ut) (2.87)

We have neglected any terms linear or constant in t. The first term of Expression (2.87) 

represents a third spatial harmonic for which the amplitude is growing quadratically in 

time. It will become prominent on a time-scale Qt y/1 4- Og/Go (t ~  a~^k~^V^~Q). The 

second and third term s are the amplitude and phase modification of the original oscillation 

respectively. The amplitude modification acts on a similar time-scale to th a t of the third 

spatial harmonic. The phase shift <f> th a t the original mode feels, is:

2w
481 + u  n

The frequency shift Aw therefore is:

Aw 1 d<i>
w u  dt

(fit)'

(2.88)

(2.89)

The phase shift acts on a  faster time-scale than the amplitude modification: fit ~  (1 4- 

Gs/ go)^^^^\ü / u )^^^ (t ru a~^^^k~^V^Q^^). If we compare the expression for the frequency- 

shtft (2.89), with Gg =  0, with the result found by Rankin et a i  (1994) for bounded Alfvén
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waves, we see th a t they exactly match. This suggests, for this case, th a t the difference 

between the tension forces of the mechanical analogue and the MHD case, is of lesser 

importance than the ponderomotive density perturbation This can be understood as 

follows. The third-order correction to the magnetic tension force involves the velocity 

component but not the density. We have shown in the previous section th a t varies 

linearly in time. Therefore the third-order terms of the magnetic tension force varies more 

slowy than the term containing the ponderomotive density. This fact strengthens the case 

in favour of the mechanical analogue.

p  =  1

We only consider the dominant term, which is proportional t o t ,  on the right-hand side of 

Eîquation (2.84):

d^
- —  
dt^

1 a^k^V^nt
Vs =  — , , J ’ [sin (Skx) (sin (Sut) 4- sin (w())

32 1 +  fJ
4- sin (kx) ( - 7  sin (3w() 4- sin (wt))] . (2.90)

The solution of Ekjuation (2.90) is:

773 % -
1 a"

128 A: 1 -h ao

sin {kx) ^(wi -  ^ sin {2ut)){ut) cos (ut) -  (1 4- ^ cos {2ut)){ut) sin (wt)^

4- sin (3A:a;) ^ i(w t cos (2wt) — ^ sin {2ut)){ut) cos{ut)

1 1 1 
- ( - w t  sin {2ut) 4- -  cos (2wt) 4- -)(w t) sin (wt) J 

3 9 2 / .
(2.91)

Through the resonance of the transverse mode and sound wave, we have the significant 

generation of both spatial and temporal higher harmonics. The time-scale for the amplitude 

modification of the original mode and the third spatial harmonic is t ~  128a“ Â;“ ^

The phase modification of the original mode acts on a slower time scale than the amplitude 

modification, namely t 12Sa~^k~^V^~Q. The phase shift, and frequency shift. Aw, are:

^  ^  1281 +  +  ' (2-92)

Aw 7
~  ~  ~  128 1 4-

~ { u t )  sin {2ut). (2.93)
ao
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Figure 2.7: Time profile of the string displacement perturbation % at the anti-node of the string’s 
displacement field rji for different values of the parameter /?. The velocity amplitude of the string 
displacement is a=0.1. When the amplitude of rj3 becomes of the same order as a, the results are 
no longer valid and serve only as a qualitative representation of the perturbation.

G eneral solution

For completeness, we consider all the terms on the right-hand side of Equation (2.84), 

substituting ct2 and Vx,2 from the solutions (2.77) and (2.78), for (3 7^1.

^2 ^2-----
9(2

% =  [sin (Ai) (01  cos(a;() +  ©2sin (w())
<T0

+  sin (3 tz) 03  cos (w()] , (2.94)

with

©i(«,/3) =  %  _  A COS (2v^a)t) -  cos (2wt) -  j ,

©2(t,/8) =  - ^  sin (2V^o)() +  ^ s i n  (Zwt), (2.95)
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^ 3 { t , P )  =  -  COS { 2 y / P u t )  +  COS (2wt) -  ^  .

The functions 0  are a combination of the time-dependent parts of the second-order solutions 

(2.77) and (2.78). The limits of the functions 0  as tends to both 0 and 1 exist. The 

solution of Elquation (2.94) is:

rjs =  [sin (kx) ($ i cos (wt) -b $2  sin (wt))

+  sin (SA:®) (^3 cos (wt) -|- $4  sin (wf))] (2.96)

with

1)2 -  1)  +  1 6 ( / -  1) -  1) .

$ 2  ( ( , 9 )  =  ~  sin ( 2 \ /8 w ( )  -  ^
4 /? t(y 0 -i)2  4^(/? - 1 )  16(^ -  1)

(sin (2 \/^w () +  sin (2w())

sin (2w f),

+  1 2 ( / -  1 ) " ‘ “ "  -  16^(<3 f  1) 'OS(2"*)) . (2-97)

=  8/? (^ -  i ) { ^ + \ ) i V i } - 2)

-  8^ (9  -  U ^ - l ) ( v ^  +  2)

+  1 2 ( ^ " *  -  1 6 ^ ( 0 - 1 )  •

The limits of the function ^  as /? tends to 0 and 4 exist. In the limit of /3 tending to unity, 

the functions $  themselves are not finite, but the combinations $1  cos (wt) 4- $2  sin (ut) and 

Ÿ3 cos (cut) -b $4  sin (wf) are. The phase shift ^  and corresponding frequency shift Aw tha t 

the original mode feels, are approximately given by:

^  ^  ^ r ^ * 2(t,/J ), (2.98)

The phase shift and frequency shift given here are not valid close to  J3 equal to  unity. 

Figure 2.8 shows the phase shift ^  as a function of time for different values of the parameter

/J.
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F ig u re  2.8: T im e profile o f the phase shift <f>{t) o f the original m ode for different values o f the 

param eter /?. T h e velocity am plitude o f the string displacem ent is a = 0 .1 . W hen the am plitude of 

(/> becom es of th e sam e order as a, the results are no longer valid and serve only as a qualitative  

representation o f  the perturbation.

The solution (2 .9 6 ) for the dispicicement perturbation % can be neglected compared 

with the first-order solution, except when the parajneter /3 is close to 0 or 1. The cases /3=0 

and 13=1 have already been studied, with much less analytical effort. Figure 2 .7  shows the 

displacement perturbation 7/3 as a function of time for different values of the parameter (3. 

When P is less than unity, the oscillation envelope is proportional to  the integral /  

confirming tha t the term proportional to (o’2/o'o)(5 r̂7i / 5 t^) is the dominant driver term 

in  E q u a tio n  (2 .8 4 ) . The function ^2 is the dominant term in the solution (2 .9 6 ) for the 

displacement perturbation 773 when /5 < 1. The functions cos {ut) and $3  cos {ut) contain 

a beat with a major frequency of ^ /P w and a minor frequency of {y/P +  1) w.
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2.5 Discussion

We have shown th a t the mechanical analogues of mobile beads on a stretched string and 

of a fluid in an oscillating tube, where we have taken the tension to be a constant, match 

very well the results of the weakly nonlinear dynamics of bounded Alfvén waves (Rankin 

et oL, 1994). We shall see in the work th a t follows th a t the results we have obtained in 

this chapter link in very well with the work on the ponderomotive force of bounded fast 

magneto-sonic waves as well. Because of the nonlinear effects on these waves, we prefer 

to speak of bounded rather than standing waves. The description of discrete beads on a 

string gives a better feeling of what the ponderomotive force actually is. The ponderomotive 

force is the longitudinal component of the restoring force, which in this case is the tension 

force, and is proportional to the gradient and the acceleration of the string’s transverse 

displacement field. It is a nonlinear force. We have shown th a t this force does not depend 

directly on the tension. We have shown tha t the leading-order term of the ponderomotive 

force of the string has the same form as the second-order ponderomotive force of linearly 

polarized Alfvén waves.

If the displacement field is a bounded wave, there is an average ponderomotive force. 

The force is directed towards the anti-nodes of the wave field. In the description of discrete 

beads on a string, we see tha t the beads (when given no initial velocity) are trapped between 

the two nearest nodes of the wave field, oscillating around the anti-node. The motion is 

described by the equation of an anharmonic oscillator. We have seen th a t the discrete 

description posed some mathematical problems. Firstly, the derivative dr\jdx  does not 

really exist at the position of the bead if the bead is modelled as a point particle. This is 

because the inertia of the bead in the string generates a cusp at th a t position. We neglected 

this problem by saying tha t every bead has such a tiny mass compared with the mass of the 

string th a t the contribution of the bead to the string’s oscillation is negligible. When we 

consider a continuous spread of beads, at a certain time Tc, the linear density of the beads 

will exceed the linear density of the string, and even becomes infinite shortly afterwards. 

This is possible because the beads do not interact with each other. The contribution of the 

beads to the string’s oscillation cannot be neglected then. The solutions we have obtained 

for this case are valid up to the time Tc.

A better approach to the problem is to use a fluid analogy rather than a continuous
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Figure 2.9: Surface plot of the displacement perturbation 773 as a function of time and the

parameter p. The velocity amplitude of the first-order displacement is a=0.1.

spread of discrete beads as the la t te r  contains more information th an  is needed. Instead of 

a bead-string system  we have a fluid-tube system, where the  tu b e  has a negligible d iameter. 

We obtain  equations which are very similar to  the  M HD equations. T he  Lorentz force has 

been replaced by the  restoring force of the  fluid-tube system with a tension consisting of 

the tension of the  tu b e  minus the inertia  of the fluid.

We have included the  pressure force as well in the  equations. In the  fluid there is 

a  com petition between th e  ponderomotive force and the  pressure force. This is reflected 

by the solution of the  lowest order non-zero solution of the  equation of motion of the 

fluid. W hen the  param ete r  /), which is the  ratio  of the  sound speed of the fluid and the 

tension speed of the  fluid-tube system, is much smaller than  unity, the  ponderomotive force 

dom inates  the system , causing large density fluctuations. In the  limit of j3 tending to  zero, 

the density a t  the  position of the anti-node of the  wave field grows secularly as For P
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equal to  unity, the  sound wave in the fluid and the transverse oscillation of the  tube  are in 

resonance. T he density a t  the  position of the anti-node of the  wave field grows linearly.

For the  two previous ranges of /), it is worthwhile studying  the  counteraction  of the fluid 

redistribution (due to  the  ponderomotive force) onto  the  transverse oscillation of the  fluid- 

tube system . W hen [3 is less than  unity, the  transverse oscillation modification is driven by 

the ponderom otive density  redistribution. In the case of zero /?, we have th e  generation of a 

third spatial harmonic of the  wave field, whilst the  original mode is modified in am plitude 

and frequency. A tem pora l higher harmonic generation is less efficient. In the case of 

equal to  unity, we have the  generation of higher harmonics bo th  in space and time, whilst 

the original mode is again modified in am plitude and frequency.

These results m atch up very well with work done on bounded m agnetic waves (Allan 

et a i ,  1990, 1991, 1996; Rankin et al., 1994; T ikhonchuk et a i ,  1995). In this analogue we 

only consider two dimensions. Coupling to  the third  dimension is completely absent. T here

fore this analogue does not include the  coupling between modes with different transverse 

com ponents (coupling between the fast magnetosonic and Alfven waves). Non-uniformity 

across th e  m agnetic field-lines canno t be described either in this analogue.
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C hapter 3

The nonlinear evolution of 

bounded fast m agneto-acoustic 
waves

3.1 In trodu ction

In this chap te r  the nonlinear evolution of fast m agneto-acoustic waves in the cold-plasma 

limit in a two-dimensional homogeneous cavity is investigated. This is s tudied in the  weakly 

nonlinear regime as pu t  forward in the first chapter.  From the  quadratically  nonlinear 

equations (1.63)-(1.65) we concluded th a t  in the cold-plasma limit the  ponderomotive force 

of a linear fast m agneto-acoustic wave excites p lasm a flow along the  equilibrium magnetic 

field, as well as causing m oderation  of the  fast modes. Alfven waves are not generated. This 

is t rue  for every order in the expansion, so th a t  the velocity com ponent Vz and magnetic 

field com ponent B z  are, a t  all times, equal to zero.

Allan et al. (1990) and Allan (1992) investigated the  quadratically  nonlinear solution 

generated  by a bounded fast magneto-acoustic wave in the contex t of the  E a r th ’s m ag

netosphere. Guglielmi (1997) pointed ou t th a t  in A llan’s work, it is necessary to s tudy  

the  cubic nonlinearity as well, because it governs the self-moderation of th e  fast magneto- 

acoustic modes. Rankin et al. (1994) investigated the nonlinear evolution of s tanding  Alfven 

waves.

T he chap te r  is organised as follows. T he two first sections describe the  model and the
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Figure 3.1; A simple model with four line-tied boundaries.

linear set of bounded fast wave modes. T h e  third section presents a  numerical simulation 

which shows the  main features th a t  occur. In the fourth  and fifth sections the  second- and 

th ird-order te rm s of the governing equations are investigated. T he  sixth section looks a t  a 

slow time-scales analysis to  obtain  the results of the  previous two sections in a more natura l  

way. T he  seventh section presents an approxim ate  description of the  nonlinear evolution 

of the flow along the  equilibrium m agnetic field where an upper limit is found for the time 

of the formation of a  velocity discontinuity in Vx- T he  last section is a discussion of the 

obtained results.

3.2 M od el

We consider the  model pu t  forward in the  first chapter: a  homogeneous plasm a with a 

uniform magnetic field in the  z-direction, B q\ x - The equilibrium is s ta tic  and uniform. 

We assume th a t  there  are no variations in the z-direction. We consider a box of size 

[0,.x’o]x[0,yo] and take F =  0 a t  the  boundaries. T he  boundaries in the  x-direction are 

thus  line-tied. F igure 3.1 shows this. T he  kinetic pressure is neglected in comparison 

with the  magnetic pressure (cold-plasma limit) to  avoid the linear coupling between the 

fast and slow m agneto-acoustic  wave modes. We shall see la ter t h a t  this has im p o rtan t  

implications. Initially fast m agneto-acoustic waves of small bu t  finite am plitudes, which 

satisfy the  boundary  conditions, are prescribed. T he velocity com ponents  Vx,\ and are
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taken to be zero.

The z-component of the magnetic field is equal to zero in this model. It is therefore 

more convenient to work with the magnetic vector potential instead of the magnetic field 

components since only the z-component of the vector potential is nOn-zero. The magnetic 

field is written as

B  = B qV x A1z , (3.1)

where 1, is the unit vector in the z-direction and B qA  is the z-component of the vector 

potential. Throughout this chapter the quantity A  itself is loosely called the vector potential. 

The ideal MHD Equations (1.26)-(1.28) are transformed into:

■^ +  V. (pu) =  0 ,  (3.2)

^  =  0 .  (3.4)

In order to generate the equilibrium magnetic field B q, the equilibrium value of the vector 

potential A is Aq =  y. The magnetic field components are retrieved from Expression (3.1):

Bx dA  By dA
%  -  %  ' T o - - d i -  (3.5)

In the same manner as in the first chapter, we assume th a t any perturbation from the

equilibrium {e.g. p =  po +  p') has a small but finite amplitude. This is the weakly nonlinear

regime. The perturbation is expanded in a  power series in e, which is a small and positive 

param eter (0 <  € <C 1), proportional to  the wave amplitude {e.g. p ' =  epi +  e^p2 +  . . . ) .

Equations (3.2)-(3.4) are then linearized by gathering together terms of the same order 

in €.

3.3 A  discrete set o f linear, bounded fast m agneto-acoustic 

waves

The terms in Equations (3.2)-(3.4) of order e combine into a system of equations which 

describe the possible linear MHD waves for the choice of model:

+ PqV.ui =  0 , (3.6)
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' - W  =  (3.7)

(3.8)

~ÔÏ~ ~  ~^y,^ • (3-9)

Combining Equations (3.8) and (3.9), a wave equation in the velocity perturbation Vŷ i for

fast magneto-acoustic waves is obtained, which is of the form:

dt^ ^y,l — 0 . (3.10)

We look for normal mode solutions to this equation. They are proportional to %(exp(-»w()). 

Together with the boundary condition of u =  0, the solution to Equation (3.10) is a linear 

combination of discrete fast magneto-acoustic wave modes.

11 ^mox Imas
^«4 sin {kx,nx) sin (ky îy) cos (ujn,it), (3.11)

^  n=l 1=1

where
TiTT Itt r™.....

kx,n =  ~  ) ky î =  — , kn,i =  Y^?,„ +  k^ i . (3.12).

The wave-numbers n and I of a mode are integer numbers and indicate the number of anti

nodes in the x- and y-directions respectively. Each fast magneto-acoustic mode oscillates 

a t a frequency tJn,i with an arbitrary amplitude q„,/, determined by the initial conditions of 

the perturbation. The frequency cjn,i is given by the dispersion relation

"n,l =  V ^ k l j  . (3.13)

The phase speed for every mode is equal to  the Alfven speed. The group velocity is equal 

to

= I  = ^ 4  ■ (3-14)
The group velocity, and hence the wave-energy, has no preferred direction of propagation 

but because it depends on the wave-vector, the fast wave modes are dispersive.

The spatial part of the set of modes forms a complete set of orthogonal functions:

Xn =  J ^ s m { k x , n x )  , =  X — sin (ky îy) , w „,/ =  X n ^ / ,
y xq y yo

ryn r®o fvo
I I ^ n ,l^m ,k^xd y  =  I XnXmdx I ^l^^kdy =  • (3.15)

Jo j q  j q  J o
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Every function th a t satisfies the prescribed boundary conditions can be written as a linear 

combination of the functions w„^/. The fundamental mode has one anti-node in the velocity 

profile in the centre of the box.

The set of modes is truncated at Umax &nd Imax since for higher harmonics the mode 

frequency does not satisfy the MHD requirements. For example if the frequency becomes 

of the same order as the ion Larmor gyration frequency, the Hall effect can no longer be 

ignored.

The other first-order quantities are derived from Equations (3.6), (3.9) and (3.5) using 

Expression (3.11):

n  ^ m a s  im a x  r, ,U  ,
—  = -  ^  ^ ^  sin (A:a;,„æ) COS (fcy,/y) sin (o;„,/i), (3.16)
0̂ n=l f=l '*̂"4

Tlm a x  tm a x  _

Ai  =  -  ^  ^  ^  sin (A:a;,„x) sin (A;y,/y) sin (a;„,R), (3.17)
n=l 1=1  

D  n m a x  Im a x  _  L

^  ^ ^ s i n ( A : a ; , „ x ) c o s ( f c y , / y ) s i n ( a ; „ , / t ) ,  (3.18)
^0 n=l f=l

D  n m a x  Im a x  ^  U

^  cos (A:a;,na:) sin (ty,zy) sin (w^.R), (3.19)
■̂ 0 n=l /=!

3.4 Num erical simulation

In this section the nonlinear evolution of one single bounded fast magneto-acoustic wave 

mode is studied numerically as an initial-value problem, with a fully nonlinear, non-dissipative 

Lagrangian MHD code from Arber, Longbottom and Van Der Linden (1998) of which we 

use a two-dimensional version. The code is second-order in space and time. We impose on 

the boundaries th a t the velocity is zero.

At t =  0 a velocity perturbation Vy of the form

Uy (̂  — 0) =  QiV̂  sin{kx^nx')^ sin{ky , (3.20)

is imposed. We concentrate mainly on the fundamental mode (n =  1, / =  1). We choose xq 

= 2.0 and yo =  1.0 and a spatial resolution of 0.0125. The amplitude parameter a is chosen 

to be in the range 0.01-0.1. In tha t range the behaviour is weakly nonlinear and behaves 

on a time-scale suitable for numerical investigation.
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Figure 3.2: Spatial structure of the velocity component Vy at certain times using the full MHD
Lagrangian code. Initially the fundamental mode (n= !,/=!) with an amplitude parameter a =  0.05 
is imposed. The range of contour values is equal to [-a,a], with positive values given by solid lines 
and the negative values given by dashed lines.

First of all we look a t the general behaviour of the plasma quantities which describe 

the fast waves. Figure 3.2 shows, in a sequence of contourplots, the spatial structure of the 

velocity component Vy a t certain times. The difference between the value of Vy a t consecutive 

contour lines is equal to  0.007 Va - Initially the spatial structure of the fundamental fast 

magneto-acoustic wave mode with amplitude a =  0.05 is imposed. The fundamental mode 

is clearly visible. It has an oscillation period of =  1.8.

Early on, the spatial structure in the transverse direction (y-direction) is moderated. 

The position of the anti-node in the velocity shifts in the y-direction. The presence of.low- 

amplitude higher harmonics is responsible for this. Figure 3.3 shows the spatial structure of
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F ig u re  3 .3: Spatial structure o f the velocity difference Vy - Vy,i at the tim es 1.4, 2.8 and 5.6. 

The am plitude param eter a =  0.05. T he range o f contour values is [-0.007,0.007], w ith the positive  

vcdues given by solid lines and the negative vedues given by dashed lines.

the difference between the velocity Vy and the linear velocity perturbation Vy \̂. It reveals the 

presence of a velocity perturbation of amplitude 0.007 «  3 o?Va  ̂ with wave numbers

n = l  and 1=2. This mode is excited by a nonlinear process and oscillates at a different 

frequency from the original mode. Therefore, when the original mode passes through a 

temporal node, this higher harmonic becomes visible, hence the shift of the anti-node in the
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F ig u re  3 .4: P lot o f the local A lfven speed (left) and wave energy density (right) as a function o f x 
with y =  0.5 yo and Va I =  22.4. Initially the fundeimental m ode o f am plitude a = 0 .0 5  is im posed.
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F ig u re  3 .5: Left: P lot o f the velocity difference Vy - Vy,i as a function o f tim e. Right: Frequency 

spectrum  of the velocity Vy emd velocity perturbation Vŷ i (dashed line). T he velocity Vy is the 

num erical result from an in itia lly  im posed m ode (3.20) w ith am plitude a =  0.05 and wave number 

n = l  and 1=1 and is the corresponding first-order m ode in (3.11). T h e velocities are measured 

at the position  (r = 0 .5  xq, y =  0.5 yo).

velocity field. At the time V^t = 5.6, the presence of a low-amplitude velocity perturbation 

with wave numbers n =  3 and 1=2 is also visible. For the simulation with the amplitude 

a = 0.05, the amplitudes of the higher harmonics remain small compared with the initially 

excited wave mode during the time range of the numerical simulation.

By comparing the spatial structure of the velocity at the times VAt =  1.4 and 22.4 in 

Figure 3.2, it becomes clear tha t the mode is refracted towards the central position with 

the strongest refraction in the x-direction. Figure 3.4 shows the x-dependency of the local 

Alfven speed for y=0.5 yo at the time VAt = 22.4. The Alfven speed is dramatically 

reduced a t the position x=0.5 x q , which corresponds to the position of the anti-node of the 

fundamental mode. The wave energy density is strongly enhanced a t th a t position. The 

fast wave mode refracts from regions of low Alfven speed to those of high Alfven speed, 

forming a wave guide for the fast magneto-acoustic wave.

T h e  m o d e ra tio n  of the local Alfvén speed also influences the oscillation frequency of 

the fast mode. Figure 3.5 shows the time variation of the difference between the velocity 

component Vy and the corresponding linear solution Vy^ a t an anti-node of the velocity wave- 

held. In the beginning the two quantities are in phase. With increasing time the numerical 

result shifts out of phase with the linear solution. At the time of approximately V/it «  20,
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the velocity Vy is in anti-phase with The phase shift, caJI it <f>{t)̂  can be calculated from 

the time variation of the velocity difference, measured a t the position of an anti-node in the 

velocity of the initially imposed wave mode. At tha t position the nonlinearly excited modes 

with double the wavenumber in the y-direction have a  spatial node and thus are equal to 

zero. We assume tha t the velocity Vy is proportional to  ocos(wt -|- ^). The linear solution 

Vŷ i is proportional to  acos(wt). The difference between the two velocity components is 

equal to  —2asin(0/2) sin(a;^-b 0 /2 ). By comparing the amplitude modulation 2asin(0/2) 

with the numerical result, the phase shift is retrieved. In a later section this is done and 

compared with the analytically derived phase shift.

The right plot of Figure 3.5 shows the frequency spectrum of the velocity component Vy 

measured at the same position. The dashed line represents the frequency spectrum of the 

linear solution % i, which unsurprisingly has o n e  strong p ea k  a t  i t s  o sc illa t io n  frequ en cy  

The frequency spectrum of the numerical result shows one strong peak, which is 

centred slightly lower than the frequency wi,i. It is broader than its analytical counterpart 

because it contains the history of the continuous frequency shift from w ij to its preferred 

oscillation frequency. The mode (n = l, 1=2) is not visible in the spectrum because at the 

position the spectrum is taken, it has a spatial node. Figure 3.6 shows the frequency 

contents of the velocity component Vy a t the position x =  0.5 xq, y =  0.25 yo- The mode 

(n = l, 1=2) is here clearly visible as the smaller peak to the right of the peak of the original

M ê

Figure 3.6: Frequency spectrum of the velocity Vy, measured at the position z=0.5 ®o, y = 0.25 
yo. Initially the fundamental mode with gunplitude a =  0 05 is imposed.
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V,t = 18.2 =  2 1 .0

F ig u re  3 .7 : Surface p lot o f the spaticd structure o f the density at certain tim es. Initially  the

fundamenteil m ode w ith am plitude a =  0.05 is im posed.

mode.
The change in the local Alfvén speed, and the consequential wave refraction and fre

quency shift, is caused by the presence of a strong inhomogeneity in the density, which does 

not have the spatial or temporal structure of the linear density perturbation (3 .1 6 ) .  Figure 

3.7 shows the spatial structure of the density a t certain times. Plasma is accumulating at 

the position of the anti-node in the z-direction of the velocity wave field (rc =  0.5 æo in this 

case) and is depleted around the nodes in the x-direction. Figure 3 .8  shows the time evolu

tion of the density at the anti-node of the initial wave mode. The density at this position 

grows with a profile which resembles a secant function and becomes locally much larger than
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Figure 3.8; Plot of the density at the position of the anti-node in the velocity wave field Vy (x =  
0.5 3:0, y ^  0.5 yo) as a function of time. Initially the fundamental mode with an amplitude a^O.05 

is imposed.

the background density. For an initially imposed fundamental mode of amplitude a =  0.05, 

this time is approximately VAt =  23.25. Figure 3.9 shows th a t the plasma redistribution is 

caused by a flow along the direction of the equilibrium magnetic field (vx) from the regions 

around the nodes towards the node. The amplitude of the velocity component Vx grows 

initially linearly in time. At a finite time the longitudinal velocity component Vx forms a 

fixed discontinuity across the anti-node in the æ-direction (the density would become locally

Figure 3.9: Surface plot of the spatial structure of the velocity component Vx at the time VAt 
21. Initially the fundamental mode with an amplitude a=0.05 is imposed.
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.

Figure 3.10: Surface plot of the spatial structure of the velocity component Vx and the density p 
at the time Va  ̂ — 9.9. Initially the wave mode with wave numbers n = 2, I = 2 and an amplitude 
a=0.05 is imposed.

infinite). For an initially imposed fundamental mode of amplitude a =  0.05, this time is 

VAt =  23.25. Figure 3.9 shows th a t there is already a strong velocity gradient present a t x 

=  0.5 Xq a t the time =  21. The numerical scheme tries to resolve the steepening profile 

correctly by diminishing the time-step. Therefore the numerical simulation ends when the 

velocity gradient becomes so large th a t the value of the time-step falls below computer 

accuracy. We say tha t, a t this time, the velocity discontinuity has formed.

Figure 3.10 shows the spatial profile of the velocity component u® and the density p at 

the time V/it =  9.9 for an initially imposed mode of amplitude a =  0.05 and wave numbers 

n= 2  and I =  2. The same general nonlinear behaviour is observed; a large density build

up at the anti-nodes of the velocity wave-held and the formation of a discontinuity in the 

velocity component Vx a t those positions (at the time V/it % 11.9).

From these numerical results, it is clear th a t a perturbation method, which assumes 

th a t perturbations are small compared with the equilibrium value, is not valid for all times.

Equation (3.3) shows tha t, in our model, a plasma flow in the «-direction is excited by 

the only force present in th a t direction: the «-component of the ponderomotive force of the 

fast magneto-acoustic wave. This force is quadratically nonlinear. The fact th a t the density 

and its spatial gradient become very large means th a t other forces, which are not taken into 

account in this model or the numerical simulation, become im portant a t a certain stage and 

counteract the large density build-up.

For a  larger amplitude a, another nonlinear feature is observed which acts on a time-scale 

faster than the nonlinear evolution of the velocity component The case of an initially
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F ig u re  3 .1 1 : P lo t o f the velocity com ponent Vy  and the inertial term  p V y { d v y / d y )  as a function

o f y at the position  z  =  0.5 «o for certain tim es. In itially  the fundam ental m ode w ith  an am plitude  

a =  0.2 is im posed. T he dashed lines represent the analytical equivalent, calculated in the later 

sections.

imposed fundamental mode of amplitude a=0.2 reveals a strong nonlinear evolution in the 

y-dependency of the fast wave mode. Figure 3.11 shows the y-dependency of the velocity 

Vy and the inertial term pvy{dvy/dy) for x =  0.5 «o a-t certain times. The change of the 

y-profile, first introduced by the generation of a second harmonic in the y-direction, causes 

the velocity component Vy to  contain a ‘travelling’ part, which has, locally, a steepening
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gradient in y (close to  the position of the shifting anti-node). At th a t position the inertial 

term shown in Figure 3.11 departs strongly from the expected sin(2tyy) profile. At the 

time VAt =  2.1 the gradient in Vy has become locally large enough for the numerical scheme 

to s ta rt having trouble capturing the profile accurately. After th a t time, signs of Gibbs 

overshoot become clear and entropy is no longer preserved, which are signs of the inability 

of the numerical code to capture a steep gradient accurately (Dym & McKean, 1972). The 

numerical code stops well before the formation time of the discontinuity in the velocity 

component Vx- Figure 3.12 clearly shows the presence of a forming shock. It shows the 

velocity difference in Vy between two consecutive grid points in the y-direction a t the time 

VAt =  2.1. Expression (85.7) of Landau & Lifshitz (1959) states th a t the velocity difference 

between the velocity a t the front and the back of a shock is given by (—ApAV)^/^, where 

the quantity V  is the specific volume 1/p. We use the magnetic pressure instead of the 

kinetic pressure. Around the position y =  0.78 yo this velocity difference is enhanced, 

revealing the location of the forming shock a t th a t time. Ideally when the shock is formed 

this enhancement will have an infinitesimal width and a  maximum value exceeding the local 

Alfvén speed.

0.015

\  0.010
%

<

^  0.005
I

0.000
0.0 0.2 0.4 0.6 0.8 1.0y /  Vo

Figure 3.12: Plot of the function (-Apm/2AF)^/^ as a function of the y-coordinate at the time 
= 2.1. The quantity Ap^ is the difference in the magnetic pressure between two consecutive grid 

points. The quantity AF is the difference in the specific volume V = Ifp  between two consecutive 
grid points. Initially the fundamental mode with an amplitude a = 0.2 is imposed.
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It is clear tha t, in the cold-plasma limit, both components of the ponderomotive force 

have a strong effect on the bounded fast magneto-acoustic waves, acting on time-scales 

depending on the amplitude of the imposed wave. The response to the longitudinal com

ponent of the ponderomotive force dominates when the amplitude a <C 1. When a ~  1 the 

response to the transverse component of the ponderomotive force dominates.

In the following sections we shall look at the nonlinear forces and the effect they have

on the bounded fast magneto-acoustic wave modes, explaining the features the numerical

simulation has revealed, within the frame of weakly nonlinear theory. This means tha t 

we investigate the regime of the amplitude a for which the longitudinal component of the 

ponderomotive force produces the strongest effects.

3.5 Quadratically nonlinear solutions

The lowest non-zero contribution of the ponderomotive force is a t order e^. Eîquations 

(3.2)-(3.4) of order are:

=  - V .  (piVi) , (3.21)

^  . (3.22)

-g f-  + «y,2 =  . (3.24)

The right-hand sides of Equations (3.21)-(3.24) consist of a combination of two first-order 

quantities related to the bounded fast magneto-acoustic wave mode. The right-hand side 

terms of Equations (3.22) and (3.23) are the components of the second-order ponderomotive 

force of fast magneto-acoustic waves. Notice tha t each term is the product of a fast wave 

quantity and the a spatial gradient of a fast wave quantity. We call the solutions of Equations 

(3.21)- (3.24), which are driven by the right-hand-sides of these equations, the second-order 

puiideroiiiutive response. This response consists of mass flow along the magnetic field-lines 

and moderation of the fast magneto-acoustic wave modes. F irst the effectiveness of the 

second-order fast magneto-acoustic wave moderation is investigated.
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3 .5 .1  Q u a d ra tic a lly  n o n lin ea r  m o d e r a tio n  o f  fa st w aves

The moderation of the bounded fast magneto-acoustic wave modes through the quadratic 

nonlinearity is investigated. It will be shown that, for this model, the moderation is weak. 

The velocity perturbations Uy,2 and are eliminated from Equation (3.23) with the use of 

Equations (3.24) and (3.9). A driven fast magneto-acoustic wave equation for A 2 is obtained. 

The solution is driven by terms which contain the first-order solution A\  quadratically:

dAi
dy

Expression (3.17) for A\  is substituted into Equation (3.25):

Wmo* f
my?

4
n'=l r=i

with

- A. =  E  w ,
n=l /=!

Fn,l,n' 2 COS {(jJn ,lt)  COS ~  —̂  sin (o;„,/t) sin ( u n i ^ i t )

The function Fn î^n',l' contains oscillations with frequencies

N on-resonant excitation

(3.25)

(3.26)

(3.27)

It will be shown th a t the second-order moderation of the fully bounded fast magneto- 

acoustic waves is non-resonant. The spatial part of the solution A 2 is written as a linear 

combination of the set of functions w„ /̂.

Ĵ mo* m̂o*
A2 =  ^  ^  '^n,l

n=l Z=1
(3.28)

Expression (3.28) is consequently substituted into Eîquation (3.26), which is projected onto 

the function w ^.t- The following ordinary differential equation for every mode {m,k) is 

obtained:

+  W,m ,k

nmax Imax 
^ m , k  =  V a  ^ m , k , n , l , n \ l '

n=l /=! 
n'=l l '= l

with

a â oyo fxo ryo
/ dx dy 

Jo Jo
d'Wn',!'

(3.29)

(3.30)
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The number Cm,k,n,l,n>,V is the coupling coefficient. Its value determines how strong the 

fast wave mode with wave numbers (m,/:) is driven by a pair of fast wave modes with wave 

numbers (n,/) and (n\V). When

^m,k =  ^n,l ±  LOn'yV ,
m  =  n ±  n ' , (3.31)

k = l ± l \

the possibility of resonant excitation of the fast mode (m,A) exists. The coefficient (3.30) 

consists of the product of two integrals: one in x  and one in y. The integral in æ is equal to

Xq / 2
IT / Xm XnXn'dx = \ —  sm {kx,mx) sm (kx,nx) sm (kx,n>x) dx

 ̂ Jo y 3̂ 0 Jo

1
—  ~ 4 y  ^  J q  n + n ' ® )  —  s i u  ( f c ® , m — n — n ' a : )

sin (A:a; +  sin d x  . (3.32)

For the integral (3.32) to  be nonzero, the sine functions need to  have an odd number of 

anti-nodes in the domain [0,æo]. This is true for all four terms in the integral when the 

combination m -|- n -|- n' is an odd integer. This selection rule is not satisfied for the case 

(3.31). Therefore the coupling coefficients Cn±n',i±i>,n,l,n>,l' are equal to zero, which implies 

th a t resonant three-wave interaction and second harmonic generation of fully bounded fast 

magneto-acoustic waves is not possible. The integral in y in the coefficient (3.30) is equal 

to:

yo—  d y  = J  — ky î> /  sin {ky^kV) sin (ky^iy)  cos (Aîy,//y) d y
 ̂ Jo V yo Jo

1 [ Y  fyo  
~  4 V Jo -  cos {ky^k+i+i*y)

+  COS { ky ^k -1 +f y )  -  COS (ty ,k+f-f'y)] d y

1 l~2
=  • (3.33)

From Expression (3.33) it is clear tha t the coupling coefficient Cn,i,n,l,n,l is equal to zero. 

Therefore second-order self-moderation of the the original wave mode is not possible.

The conclusion is tha t the second-order quantity A2, and therefore also the velocity 

perturbation Vy^2 and second-order magnetic field perturbation, does not contain a solution
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which is resonantly driven by the quadratic nonlinearity of the original wave field. The 

amplitude of the second-order solutions and Vyp, remains small (proportional to a^) 

compared with the first-order solution amplitude. The solution of Equation (3.29) is equal 

to
nmax imax

^ m , k  =  ^ m , k , n , i , n f  ,V  ^m.fc.n./.n*.r(Q > (3.34)
n = l  1=1 

n ' = \  V = 1

with

^m,k ~  (^n,l -

( i  +  ^ )

Gm,k,n,l,n',u{t) ~~ o / \2 [cos((w,i f (^n\f')() COs(w^^*t)]

4- — ------- ;— — ----- ^  [cos((o;„,/ -|-a;n/,//)t) -  cos(wm,&()] • (3.35)

Second-order m oderation o f  a single wave m ode

Despite the previous arguments, we shall investigate the solutions for the second-order wave 

field moderation closer, as interesting features appear when and where the linear solution 

becomes zero. For this investigation we consider only one single fast magneto-acoustic wave 

mode (n,/), which simplifies m atters without losing the basic properties. Because there is 

no confusion possible between different modes, the indices n and I are dropped. Elquation 

(3 .26) reduces to

A2 =  ^o^^VXky sin^ (kxx) sin (2A;j,y) (3 cos (2wt) 4-1) . (3.36)

When considering only one linear mode, the coupling coefficient (3.30) is zero for all values 

except when the index m  is an odd integer number and the indices n  and nf are equal. 

Therefore the function sin^ {kx,n^) is expanded out in an odd half-Fourier series:

nmax/^
sin ^  ] Cn,m sin (t^  2m—1^) j (3 .37)

m = l

with

The coefficients Cn.m a subset of the coefficients Cm,k,n,l,n\V of Expression (3.30). As 

expected, the driver does not contain the spatial structure of the mode with wave numbers
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Figure 3.13: Plots of the three terms of the expression as a function of 2m -  1 for the
modes (n=2,l=l), (2,2), (2,3) and (2,4). The full, dashed and dot-dashed lines show, respectively, 
the coefficients of the first, second and third terms of the right-hand side of Expression (3.41). The 
crosses denote the valid values. The dotted line shows the singular position.

(2n,2/), which confirms th a t the second harmonic is not resonantly excited. The coefficients 

Cn,m are proportional to  m~^ and decrease quickly for larger values of m. Equation (3.36) 
is solved by assuming th a t the quantity A2 has the form

2 ntno*/2
A ï = -a"^VlkySm{2kyy) c»,..,>!„(() s i n .

m=l
(3.39)

After substitution of Expression (3.39) into Equation (3.36), an ordinary differential equa- 
tion for every Am is obtained:

Am =  (3cos(2w() -1-1) (3.40)
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The solution of Equation (3.40), which satisfies the initial boundary conditions Am{t =  0) 

— dAfji jdt |t= o  ~  0, IS.

1 . 3 4 (n i-w ^ )Am —
%  ^  ( %  -  4w:) %  ( f i l  -  4w:)

with

The other second-order quantities Uy,2, Bx ,2 and By,2 which describe the fast magneto- 

acoustic wave are easily retrieved from Expression (3.41) using Equations (3.5) and (3.24):

1 Wmoa/2
^  sin (2Ayy) ^  c„,m Bm(0 sin (A;x,2m-i®) , (3.43)

Bx,2 _

m=l 

./2

Bn 2— Cl COS ( 2 / b y J / )  ^   ̂ Am(^) sin (tg;,2m—12̂ ) j (3.44)
7 7 1 = 1

B nmax/2
— .Û V f̂cy sin (2fcyy) ^  ] f ^ n , m k x ^ 2m—l COS (Aja;,2Tn—1®) , (3.45)

with

^  . (3.46)w at

The second-order solutions A2 and Uy,2 and the mass perturbation they produce, are a 

small moderation to the linear solution. They have a wavenumber in the y-direction equal 

to 21, which confirms the numerical observation. We examine Expression (3.39) with the 

result (3.41) to find out what this moderation looks like and which are the dominant terms. 

Similar conclusions can be made for the velocity Vy,2 as well.

We see from Expressions (3.38) and (3.41) th a t for m =  n-|-1  ( %  =  4w^), the quantity 

Cn.TTiAm is singular. The index m  cannot have this value but we expect the modes with 

a wave number m  = n or m  = n - \ - l  to have an enhanced amplitude. This is confirmed 

in Figure 3.13 which shows the amplitudes of the three terms in the quantity Cn,mAm 

as a function of 2m — 1 for the modes (n= 2 ,l= l), (2,2), (2,3) and (2,4). The general 

profile is a sharp decrease with increasing m, with a local peak around the singular position 

m = n The amplitudes of c„,mAm for m  larger than n -|- 1 are much smaller than 

the other amplitudes. Therefore Solution (3.41) is well approximated by truncating the 

series in m at m =  % 4-1, Expression (3,39) also shows that A? is proportional to the wave
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F ig u re  3 .14: Ratioo o f m ajor and m inor poriodo of beats arising from  the pair o f m odes with

frequencies 2w, Qm (solid line) and from  the pair o f m odes w ith  frequencies Qm, Om+i (dashed line) 

as a function o f 2m  +  1 for the m odes (n = 2 ,l= l) ,  (2 ,2), (2,3) and (2 ,4). T h e dotted  line shows the 

singular position.

numbers n and I. The second-order moderation is therefore better visible for modes with 

higher wave numbers.

Expression (3.39) contains oscillations with frequencies 2w, Q i, Qg, - There is the 

possibility of beats between the different oscillations. Figure 3.14 shows the ratios of major 

and minor periods of beats arising from the pair of modes with frequencies 2w and 

and from the pair of modes with frequencies Çîm and fim+i • We have prominent beats for 

the pairs (On,2w), (On+i,2w) and also (0i,02)- Figure 3.15 shows the time variation of the 

quantity Bx ,2 for the fundamental mode a t a position of a spatial node in the linear solution, 

to show the higher-order solutions. The left picture is the result of a numerical simulation 

using a full MHD Lagrangian code and the right picture is Solution (3.44). F irst of all we see 

th a t the amplitude of the solution is of order which confirms previous statem ents on the
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F ig u re  3 .15: T im e profile o f the m agnetic field com ponent Bx for the fundam ental m ode for a =  

0.01 at position  (0.25zo, 0.5yo)- At that position the first-order solution is identically zero. Left: 

num erical result using a full MHD Lagrangian code. Right: analytical result (3.44).

second-order moderation. The dominant beat is between the two modes with frequencies 

Qi and 2w. The analytical solution slowly moves out of phase with the numerical result. 

We shall discuss this effect in the next section as it arises from a cubic nonlinearity which 

is linked to the redistribution of plasma along the equilibrium magnetic field lines.

We are interested in the times when the linear solution is equal to zero. The second-order 

velocity Vy 2̂ (3 .4 3 ) oscillates at different frequencies from the first-order solution frequency 

(jj. Therefore when the first-order solution is a t a temporal node (uTj =  j7r/2 with j  an 

integer number), the second-order solution remedns and is the dominant part of the velocity 

Vy around those times. Figure 3 .1 6  shows the velocity Uy as a function of the y-coordinate 

and time with x = 0.5 xq. The left picture is the fully numerical result. The right picture 

is the sum of the velocity perturbations Uy,i and Uy,2- The spatial structure of the velocity 

Vy in the y-direction is a combination of a sin(A:yy) and sin(2A:yy) function, corresponding 

to the first- and second-order solutions respectively. The velocity profile in the y-direction 

is changing with time. The dots show the y-position of the anti-node in the velocity field 

as a function of time. The curve is discontinuous when the first-order time oscillation 

passes through a temporal node. This leaves the second-order solution, which has extrema 

in its spatial structure in the y-direction at the positions y=  0.25 yo. and y=  0.75 yo. In 

between these times, the curve shows an extremum. As we go through all the separate
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F ig u re  3 .16: P lot o f the velocity Vy as a function o f the y-coordinate and tim e t w ith x = 0 .5  xq-

Initiéilly a fast wave w ith  wave numbers n = l ,  1=1 and an am plitude o f a =  0.05 is im posed. Left: 

num erical result using a full MHD Lagrangian code. Right: analytical result Vy,i +  Vŷ 2 - T he dots  

shows the y-position o f the m axim um  velocity as a function o f tim e.

subcurves, the value of this extremum oscillates between the values y=  0 .2 5  yo and y= 0 .7 5  

yo. This is the result of a beat occurring between the first-order oscillation with frequency 

oj and the second-order oscillation with frequency fii. Figure 3 .1 6  shows th a t  th ere  is 

good agreement between the numerical and analytical result. There are two diflferences. 

Firstly the numerical result slowly drifts out of phase with respect to the analytical result. 

It represents a moderation of the first-order wave mode and is a third-order effect. We 

shall investigate this later. Secondly, in the numerical simulation, the y-position of the 

velocity extremum shifts further towards the boundary of the domain than the analytical 

result predicts. The difference between the numerical and analytical profiles of the velocity 

component Vy in Figure 3 .1 1  at the time =  1 .35  shows the presence of a fast wave 

mode with a wave number / =  3 in the y-direction. As we shall see later, this mode is 

generated by the quadratically nonlinear moderation of the fast wave modes. The numerical 

simulation reveals tha t the change of the profile of the velocity component Vy results in a 

local steepening of the velocity gradient, which, for large enough amplitude a, shocks before 

the velocity component Vx forms a discontinuity. The nonlinear inertial term pVy(dVy/dy)^
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where the velocity component Vy has a changing profile in y, with time, is an im portant 

ingredient in the shock formation.

3.5.2 Plasma flow along the magnetic field-lines

The equation of motion in the direction along the equilibrium magnetic field-lines is investi

gated. For this, we shall solve the second-order equation (3.22) for the velocity perturbation 

Vx,2 - Equation (3.22) becomes

_ Ty-2 A \Po- dt  \ / dz

=  1 ]  x f  ( o.n,ian',i> sm{ujn,it) sin(wn,/t) 1(3.47)
 ̂ n=l /=! I J

The force term on the right-hand side of Equation (3.47) is the component of the pondero

motive force of the fast magneto-acoustic wave field parallel to the equilibrium magnetic 

field and accelerates plasma in this direction. The acceleration is, similar to the acceleration 

of a mass in a gravitational field, independent of the density (mass) of the plasma. We see 

th a t this force is the only force present in this direction. Therefore the velocity Vx has the 

same spatial structure as the driving force. If this force contains secular terms in time, the 

velocity, and consequently the density, is expected to behave in a secular manner as well. 

The right-hand side of Equation (3.47) contains terms which are a combination of the same 

wave mode, and cross-terms. The former terms always contain a non-oscillatory contribu

tion because of their time dependency sin^(o;„,/i). This means th a t the ponderomotive force 

has a net effect on the plasma and tha t the velocity perturbation Vx,2 evolves on a longer 

time-scale than the oscillation period of the linear wave field.

The cross-terms contain the product sin(o;„,/) sin(o;„/^//), with the wave numbers n,l not 

equal to the wave numbers The frequencies Un,i and actually match if

^/2 _ ^ 2  i ^ _ i 2
 2------1------2—  =  0 . (3.48)

x l  v l  '

If the ratio yo/xo is an integer number, a wave mode (n,/) can always be found for given 

{n',V) which matches Condition (3.48). We shall not consider this special case. There is also 

the possibility of low frequency oscillations when Condition (3.48) is approximately satisfied. 

The amplitude of the beat oscillation is inversely proportional to  the frequency difference
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Figure 3.17: Plot of the function 1/ | Wn,t — I as a function of the wave numbers n and I for 
given wave numbers (n',/') =  (1,1), (2,1), (1,2) and (2,2). The spatial dimensions are =  17 and 
yo =  1.0. The dashed curve corresponds to Condition (3.48).

I I- Figure 3.17 shows the dependency of the function 1 / | Un,i -  Wn'.r I on the

wave numbers n and I for given wave numbers n' and The region where this function 

is larger than ten is narrow and covers, for the case represented in Figure 3.17, only a few 

modes. Most cross-terms therefore have an amplitude which is of the order an,/a„/,y. It is 

only in the extreme cases of xq >  t/o or zo C  yo th a t Condition (3.48) is approximately 

satisfied for a number of modes, with / =  /' or n =  n ' respectively.

The solution of Equation (3.47) is:

V o  1 ( k
=  g E  E  sin* {k , j y)  [2 K , , t )  -  sin (2w„,;t)]|

2 Imax f k k \
+  5V a  ^  < On.lOnM ' T "  c o s ( & i,n z )  s i n ( * , , „ . x )  s i n ( i , , i y )  s in ( ty _ ,,ÿ )

^ n.n' t.V I
n'i^n V^l

sin[(g;n./ -  _ sin[(w„,/ -|-w „/,//)t]

} (3.49)
+  ^n',V

This solution can also be retrieved from Equation (1.63) in the cold-plasma limit. The 

part of Solution (3.49) which arises from those terms in the ponderomotive force which are
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F ig u re  3 .18 : Tem poral and spatial profile o f the velocity com ponent v® and the density p. In itially  

the fundamenteil m ode w ith  an am plitude a =  0.05 is im posed. Solid line: full num erical result. 

Dashed lino: analytical results and p(, T

combinations of the same mode, contains terms which increase linearly with time. These 

secular terms are the dominant part of the solution. On a time scale ~  the

second-order solution grows to become of order a„,/. The numerical simulation reveals tha t 

this cLctually does not happen. Figure 3 .1 8  shows tha t after an initial linear growth, the 

velocity amplitude saturates. It is clear from the spatial form of this part of Solution (3 .4 9 ) ,  

th a t there is a flow of plasma away from the minima of the velocity wave field intensity 

(nodes) of eax:h mode towards its maxima (anti-nodes).

Because the plasma flow along the background magnetic field reaches large amplitudes 

compared with the second-order solutions of the wave-field moderation, the velocity per

turbation Vy 2̂ is neglected in comparison with the velocity Vx,2 -

The equation of mass continuity (3.21) is approximately equal to
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- V .  ((Oiüi) . (3.50)

The driver term on the right-hand side of Equation (3.50) is, together with the oscillatory 

parts of Expression (3.49), neglected in comparison with the secular term s in Expression

(3.49). The solution of Equation (3.50) is approximately equal to

- 1 Ttnioi »maj U2
- r  ^  cos(2A;a;,„x)sin2(A;j,,/y) (wn,/0^ • (3.51)
P o  ^  n = l  1=1

P2 is the ponderomotive density perturbation, which is approximately the sum of the 

contributions of the ponderomotive response of each linear mode separately. The cross-terms 

have been neglected. Plasma is depleted in the areas around the nodes in the z-direction 

of the linear velocity wave-field of each mode and enhanced around its anti-nodes. Figure 

3.19 shows a plot of the density perturbation p2 and the velocity Vx,2 for the mode (2,1) at 

a certain time. The growth-rate of each mode of the density perturbation is proportional 

to the wavenumber n. The density perturbation grows quadratically with time and is of 

order a^,/ on a time scale V^t ~  2a~y^k~^^. Before th a t time the expansion procedure will 

have broken down. This time scale is faster than the time scale for the velocity component

1.0

0.8

0.6

0.4

0.2

0.0

I
ç : v ; -

%
1 V --- '

I
0.0 0.5 1.0 1.5 2.0

Figure 3.19: Contourplot of the density perturbation p2 and vectorplot of the velocity component 
Vx,2 for the mode (2,1). Solid lines relate to density enhancements and dashed lines relate to density 
depletions.

83



Vx,2 - Figure 3.18 shows the time profile of the x-component of the velocity and the density. 

There is a good agreement between the numerical and analytical result up to a time VAt 

% 10, which is about double the time predicted for the expansion scheme to break down. 

After th a t time, the amplitude of the velocity Vx a t tha t position does not grow linearly, but 

saturates. The comparison between the spatial structure of the numerical result. Figure 3.9, 

and the analytical result shows tha t the shape of the velocity profile changes slowly with 

time. Around the anti-node the velocity gradient steepens and near the nodes it flattens. 

This behaviour is a common effect of nonlinear inertia, i.e. the term pvx{dvx/dx) in this 

case, which is of fourth-order in € and has not been taken into account thus far.

3.6 Cubically nonlinecir moderation and self-m oderation of 

fast waves

The qucidratic nonlinearity in our model introduced two features: the excitation of plasma 

flow along the field lines and a weak self-moderation of the original wave field. The cubic 

nonlinearity is now considered. This enables the investigation of the effect of the pondero

motive density perturbation on the original linear wave field. Because the response to the 

cross-terms in the ponderomotive force is non-secular, they have been neglected in calculat

ing the second-order density. We consider one single mode with wave numbers (n. I) for the 

linear wave field and take its corresponding ponderomotive response in S o lu tio n s  (3.49) and

(3.51). Since confusion is not possible, the indices n and I are dropped. The terms of the 

system of equations (3.2)-(3.4) which are of order ^  combine into the following linearized 

system of equations:

(pzUy.i) -  V. , (3.52)

^ ^ x , 3    P i  ^ ^ x ,
dt po dt

^"v,3 ^

d V x ,2
-  ^v,l dy
\ dAi  
) dx - V i { v W

1 dA i
' dx

P i  à v y ^ 2

P o  dt
\ dA^ 
) dy - V i (V U :;1 dAo 

' dy

(3.53)

+  %,3 — -  Ai -  • (3.55)dt ' \
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The terms on the right-hand side of the system of equations (3.52)-(3.55) contain the com

bination of a first- and second-order quantity and have different dependencies on t. Since 

we neglected purely oscillatory terms in the calculation of the ponderomotive density per

turbation p2 , we neglect the purely oscillatory terms here as well. Then we look at which 

of the remaining terms are dominant. Rankin et al. (1994) used the same strategy for 

standing Alfvén waves. Elquations (3.54) and (3.55) are combined into a second-order PDE 

for the vector potential perturbation A3.

dv.X.3
dt

^y.3

A3

dv.x,2

dy
dA3 

d t  ’ 

P2 dVy,l  

Pa d t

(3.56)

(3.57)

(3.58)

(3.59)

where terms on the right-hand side, which are purely oscillatory terms or linear in time, 

have been neglected in comparison with terms which are quadratic in time. Examining the 

driver term on the right-hand side of Equation (3.57) reveals tha t the velocity component 

Vx,3 acts on a time scale VAt ~  compared with the first-order solution. This is a 

longer time scale than the time scale on which the ponderomotive density perturbation acts. 

Therefore the velocity component is neglected. The self-moderation of the bounded 

fast magneto-acoustic wave modes through the cubic nonlinearity is investigated. Again we 

confine ourselves to studying the effect of a  single mode. The right-hand side driver term in 

Equation (3.59) is calculated by substituting the velocity perturbation Vŷ i and the density 

perturbation p2 from Expressions (3.49) and (3.51) respectively:

df^

1 jU2
A3 =  -a^ V ^ -^s in  (A:a;a;)cos(2A:a;a;) sin^ (fcj,y) (wt) sin (w() . (3.60)

The spatial structure of the driver term reveals th a t modes are driven with wavenumbers 

(n, f), (3n, Z), (n, 3/) and (3m, 3f). The solution of Elquation (3.60) is:

A3
k l

128 k^
sin {kxx) sin {kyy)

3 k^ o 
-j- 256^^1^ (^^) 3in (wt) sin (3&3#) sin (&yy)
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Figure 3.20: Time profile of the phase shift <f>{t) of the velocity Vy in degrees for the fundamental 
mode of amplitude a=0.01. The dashed line is the approximated analytical value proportional to 
f . The dot-dashed line is the analytical value in the form of an inverse tangent. The crosses are 
the numerical result using a full MHD Lagrangian code.

4- l ^ k  sin {kxx) sin {3kyy)

1 (3.61)— 256^^ sin (3A?yt/)

Terms which are purely oscillatory or proportional to t  have been neglected in the previous 

result. The velocity perturbation Uy,3 is easily calculated from Equation (3.58):

1 . k l%,3
Va

(u;t)^sin (ujt) -  — (wt)^cos (wt) sin (&*&) sin (kyij)

2
— (üjtŸ COS (ut) sin (dkxx) sin (kyy)

256
1 &2

-  — (ut) COS (ut) sin (kxx) sin (3kyy)
200 ky 

1
-|- 256^^)^ COS (wt) sin (3kxx) sin (3kyy) (3.62)

The first term of Expressions (3.61) and (3.62) has the same spatial structure as the linear 

wave field, i.e. it has the same wave numbers. This term is therefore the cubic self

moderation of the original wave mode. If we combine this term in Expression (3.62) with
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Figure 3.21: Plot of the group velocity. Solid line: the group velocity of the lineeir fast magneto- 
acoustic wave. Dashed line: the group velocity taking into account the frequency shift due to the 
ponderomotive force at a given time.

the linear solution (3.11), the mode of the velocity component Vy with the original wave 

numbers, is approximated as

Va
a ( I -  j sin (&*%) sin (kyy) cos {ut 4- <f>{t))

with

4>{t) =  — arctan

(3.63)

(3.64)

Rankin et ai (1994) found th a t the cubic nonlinear self-moderation of standing Alfvén 

waves in a homogeneous, cold plasma is of the same form as we found here for fast magneto- 

cLcoustic waves, only differing by a constant. This is not surprising because in both cases the 

moderation is introduced through a term which is proportional to the first-order acceleration 

of the wave-field and the second-order density perturbation, excited by the component of 

the second-order ponderomotive force in the direction of the equilibrium magnetic field and 

which is quadratic in time. Figure 3.20 shows the time variation of the phase <f>{t). Clearly 

the approximation from Expression (3.64) matches the numerical result much better than 

the expression which involves the arctan. The small discrepancy between the analytic and 

the numerical phase shift, when < 10, is due to  the phase shift caused by the second- 

order velocity component Vŷ 2 - The phase (f>{t) of the original mode is decreasing on a time 

scale VAt ~  64^/^ which is quicker than the amplitude moderation of the
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original mode and the third spatial harmonics, which act on a time scale ~  a~^. The 

analytically derived phase shift approximates the numerical result beyond the regime of 

validity of the expansion procedure. From the phase shift the frequency shift A u  is 

calculated as

. (3.65)

The action of the ponderomotive force decreases the oscillation frequency of the mode tha t 

generated the force. The plasma is forced by the ponderomotive force to accumulate at the 

anti-nodes of the velocity wave field. At those positions, the local Alfvén speed is reduced, 

hence the fast magneto-acoustic wave oscillates at a lower frequency. From the correction 

(3.65), the group velocity of the wave is calculated.

=  '"4
Figure 3.21 shows tha t the propagation of wave-energy becomes anisotropic. Compared 

with the group velocity obtained a t first-order, the group velocity does not change in the 

direction «Lcross the background magnetic field-lines (y-direction) but is reduced in the 

direction along the background magnetic field lines (z-direction) as plasma is redistributed 

along th a t direction. The fast magneto-acoustic wave mode consequently refracts towards 

the positions where the density increases, i.e. its anti-nodes.

3.7 M ultiple tim e-scales m ethod

The previous expansion procedure gives us the time-scales of the variations of the various 

plasma quantities. Table 3.1 shows the time-scales over which the various quantities vary, 

ordered from fastest to  slowest. We want to construct a new expansion procedure with a 

multiple time-scales approach to obtain the same key features tha t we saw earlier but which 

will emerge in a more natural way. The dominant nonlinear effects are the ponderomotive 

force along the background magnetic field (quadratic nonlineaxity) and the cubic nonlinear 

self-moderation of the wave field. An approximate set of equations which focuses on effects 

which act on time-scales which are equal or faster than a~^, is constructed from the system 

of equations (3.2)-(3.4):

It “
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plasma quantity (VAt) -

<!>

P2IP0

Aw a - i

1 Vy.3 1 /Vy.l a - i

V®.2/Vy.l a - i

Vx,3/Vy,l a"2

Table 3.1: The time-scales over which the the various plasma quantities vary.

dvx
dt

dA
dt

- V .

(3.68)

(3.69)

(3.70)

Notice th a t the oscillatory plasma compression by the wave field is neglected. We only 

retain the secular part of the ponderomotive density perturbation (3.51). The nonlinear 

inertial terms have been omitted from the momentum equations (3.68) and (3.69) as well. 

Equations (3.67)-(3.70) are combined into the following pair of PD E ’s:

■ £ - v jS > = ] A  (3 -m

The two equations (3.71) and (3.72) are a coupled set of nonlinear PD E ’s in the variables 

A  and p/po- We impose th a t at the boundaries of [0,æo]x(0,yo]i the velocity is zero.

Table 3.1 shows th a t the phase shift and amplitude moderation of the fast wave act 

on time-scales and at respectively. This suggests a different ordering for the terms 

in the system of equations (3.2)-(3.4) and the pair of coupled equations (3.71)-(3.72). We 

introduce multiple time-scales, which take into account different time-scales;

to =  t , t i  =  (2/3t , t i  = €t . (3-73)

A derivative with respect to time becomes
a

dt dto at] dt2
(3.74)
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The oscillation period of the linear mode oscillates on the fast time-scaJe to- The secular 

time variation of the various plasma perturbations involves the slower time-scales t\ and t2. 

The spatial part of A  is expanded in the set of functions w„ /̂ (3.15):

Tlmai Imaic
A  =  ^  ^  ^n,l >

n=l Z=1
(3.75)

Because the left-hand side of E^quation (3.72) does not contain any spatial derivatives, the 

quantity p/po has the same spatial structure as th a t of the driver term on the right-hand 

side of the equation. The cross-terms in the driver term are neglected. Using Expansion

(3.75), the density perturbation therefore has the form

Tima*

i - - ■

The quantities and R„,/ are expanded in power series of epsilon:

( Am,k =  € +  • • •)

^ ^m,k —  ̂ ^H2,m,fc 4“ €  ̂ 3̂,771,A “h ^̂ 4,771,A; * * *) -

(3.76)

(3.77)

The multiple time-scales (3.73) are substituted into the pair of equations (3.71)-(3.72) 

and projected onto the function vfm,k'

^m,k —

f .  , ,
dtQ dtodr d tl

Tlmai I max
^ m , k , n , l , n ’ , l '  ,1 '^ n , l  7

71=1 /=1
7l' = l /' = 1

4 /3 £ .  +  ,

(3.78)

(3.79)

with

_  fy° . d  f

2jfc2
~  (̂ 771,71 —27i' 4" <̂77l,7l+27l' 4" <̂771, —7l+2u' 4" 7̂71, —71 —27l')xoyo 

(2̂ A:,z -  “26k-I -  Sk,i-2i> -  ^k,i+2i' 4- Sk-i+2i' 4- ^k,-i-2r) (3.80)

The coefficient Dm,k,n,l,n',l> determines the coupling of the wave modes through their den

sity perturbation. Because the density perturbation involves the amplitudes of the modes
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qucidratically, the coupling between the modes is nonlinear. For the case in which only one 

linear mode with spatial wave numbers (n,/) is excited (n '= n  and V=l), Expression (3.80) 

shows th a t this mode moderates itself and excites the modes (n, 3/), (3n,/) and (3n,3/). 

This confirms the result of the previous section.

The lowest order of the system of equations (3.78)-(3.79) which involves a non-zero 

right-hand side of Equation (3.78), gives an infinite set of highly coupled nonlinear ordinary 

differential equations. Solving this system of equations will not be attem pted.

The previous section showed th a t the amplitudes of these modes grow secularly on the 

slow time-scale et. We can therefore consider a single mode approximation for the study of 

the mode’s time variation for times up to  the time-scale et. This means th a t one single mode 

Am,it7 together with its corresponding ponderomotive density perturbation, is considered and 

in the coupling coefficient (3.80), only the contribution Dm,k,m,k,m,k is taken into account. 

Because there is no possibility of confusion between different modes, the indices m  and k 

are omitted. The pair of equations (3.78)-(3.79) is equal to:

+  € + . e 4- €^^^A2 4" 4"€A3 4- . .  .̂  —
dtodt2 ' "

—Duj^e^ ^R2 4" €^^^R3 4 - ..  .̂  ^Ai 4- e^^^k2 4- CA3 4 - ..  .̂  (3.8i()

■2e-
d^

4- 26^/3
d tl  dtodti dtodt2

The constant D  is equal to -Dm,k,m,k,m,k =  3A;J „j/2a:o!/o- The set of equations (3.81)-(3.82) 

is solved for consecutive orders in e.

The lowest order of each of the two equations gives the linear fast mode and its pon

deromotive density perturbation. The terms of order e of Equation (3.81) give the equation

Ai =  0 , (3.83)

which has the solution

Ai =  A(tut2)e*^*° +  B(ti,t2)e-*'^° . (3.84)

This solution is substituted into Equation (3.82). The terms of order e  ̂ of Elquation (3.82) 

give the equation

(3.85)«  - 2 u ^ A B  ,
d tl
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where for Goneioteney only the part of the driver- termo which producec the secular behaviour 

is considered. The solution of Equation (3.85) is

R2 =  —A S  (wtg)^ • (3.86)

The quantity e^R2 becomes of order one on a time-scale w 2̂ ^  (AB)~^^^.. Consequently the 

expancion procedure ic not valid for all timcc. The secular nature of the density perturbation 

cannot be removed with a multiple-scales method. From the full numerical analysis, we see 

th a t the time variation of the density is inherently secular. The pressure force, which has 

been neglected in the cold-plasma limit, is needed to remove this secularity.

The terms of order fS/3 of Equation (3.81) combine into the equation

To avoid a secularly growing solution A 2 , the right-hand side of this equation is set equal 

to zero and solved for the amplitudes A  and B. This determines the temporal evolution of 

these amplitudes with respect to the slow time ti .  Expression (3.86) is substituted into the 

second term  on the right-hand side of Equation (3.87):

'Sfe=

The rate of change of the wave with respect to the slow time ti  is proportional to  the third 

power of the amplitude. This is  ex p ec t^ , b eca u se  in  th e  s tr a ig h t  eA pansiun  p roced u re of 

the previous sections of this chapter, the self-moderation of the wave mode occurred at 

third order in €. Solution (3.84) is substituted for the perturbation Ai into Equation (3.87). 

We find a system of coupled ordinary differential equations for the amplitudes A  and B:

dtl  2
a

(3.89)
dB iDu^  .
dtl  2

If the first equation is multiplied by B and the second equation by A^ and both results are 

cbdded up, the quantity A B  is found to be independent of the slow time t\..  Therefore the 

perturbation R2 is independent of the slow time ti as well. The system of equations (3.89) 

is now easily solved. From this, the perturbation Ai is found to be equal to

Ai =  J[(t2)e'("^+*> +B(*2)e-'("^+*> , (3.90)
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with the phase <j) equal to

(f> = - -D A (0 ,t2 )B (0 ,t2 )  (utiY (3.91)

The amplitudes Â {t2 ) and ^((g) are equal to A(0^t2) and 5(0, (3) respectively.

We investigate the next order terms in Equation (3.81) to  find the dependency of the 

wave field amplitudes Â  and B  on the slow time tg. The term contains a

term which is of order This can be seen from calculating the second derivative of the 

amplitude A  with respect to ti  :

,7/3
dtl \ d t i

(3.92)

The second derivative of the amplitude B  with respect to  t \  is calculated in the same fashion. 

The first term of Expression (3.92) is of order When we gather together all the terms 

of order in Equation (3.81), the following equation is obtained:

d H i
A3 =  —2 iD À B u^tx (3.93)

dtodt2

To avoid a secularly growing solution A3 , the right-hand side of this equation is set equal 

to zero and we obtain an equation which governs the dependency of the perturbation A% on 

the slow time É2- We find a system of coupled differential equations for the amplitudes Â  

and B:

Ê A
dt2

dt2
(3.94)

If the first equation is multiplied with B and the second equation with .4, and both results 

cidded up, we have an equation which governs the rate of change of the product À B  with 

respect to (3:

^  (-^®) =  (-^®) ‘2 >

which is easily solved by separation of variables:

(3.95)

ÀB - •4(0)g(0)
1 -  1DX(0)B(0) (wtj)'

(3.96)
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The phase shift <t> and the density perturbation Rg depend on this product. Expressions

(3.85) and (3.91) are rewritten as

■■ - - r r f S S b  ' . <“’>

The system of equations (3.94) is, with use of Expression (3.96), easily solved;

À  B 1

-^(0) g (“) y / l  -  \DÀ{0)B{0) {ut2Ÿ  '

The denominator of Expressions (3.96)-(3.99) becomes zero at the time

(3.99)

=  è / i » )  ■

This time is comparable with the time period in which the perturbation method is valid. The 

singular behaviour is not physical because the total energy is not conserved and the density 

becomes infinite globally (total mass is still conserved) insteaxl of locally infinite. The reason 

for this failure is the neglect of the other wave modes and the nonlinear inertial terms, whose 

amplitudes evolve on a similar time-scale. Therefore Expressions (3.96), (3.97), (3.98) and

(3.99) are only valid for times much earlier than (3.100). In Expressions (3.97) and (3.98), 

the product À B  is approximated by .4(0)5(0) and the denominator in Expression (3.99) is 

expanded in a Taylor series:

1 . 1
~  1 +  —jD.4(0)5(0) (wig)^ . (3.101)

l / l  -  iD i(0 )B (0 )  ( u h Ÿ  4

W ith the initial conditions

•^(0) =  ’ ^(0) =  ' ^ V ^ o V o  , (3.102)

the phase shift ^  is equal to

(f> -  , (3.103)- 0 ^ 464

which is equal to the result for the phase shift in Expression (3.64) without the arctan 

function, Figure 3.20 shows that this expression for the phase shift corresponds to the
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numerical result. The multiple-scales method brings out the correct phase shift in a more 

natural way.

Using Expressions (3.90), (3.98) and (3.99), the perturbation A is equal to

A =  ( l  +  ii3.4(0)B(0) (w(2)A +  . (3.104)

An expression for the velocity component Vy is calculated from Expression (3.104) with 

E^quation (3.70):

dA  2/3^ A dA

% (-W -  iw D i(0)S(0) {uhf -  (j;(0)e‘(‘“‘'’+*) +  B(0)e-‘(“‘'>+*))

fs - w ( l - jw D .4 ( 0 ) B ( 0 )  (wi2)^) (.4(0)e’'(“‘"+*)-|-B (0)e-’(“ ‘»+*)) . (3.105)

With the initial conditions (3.102), Expression (3.105) for the velocity component Vy is

Vy = oVa ^1 -  (w(g)^^ cos(wio +  <f>{ti)) sin(ta;z) sin(A?yt/) . (3.106)

Expression (3.106) is equal to Expression (3.63), so th a t we find the same result as in the 

straight expansion procedure of the previous sections.

3.8 The velocity discontinuity in Vx

The expansion methods we have used in this chapter show th a t plasma is flowing along the 

direction of the equilibrium magnetic field from the nodes to the anti-nodes in the velocity 

component Vy of the fast magneto-acoustic wave mode. The spatial profile of the flow (û ,) 

is fixed and the strength of the flow grows linearly in time. The results of the expansion 

procedure do not show tha t after this initial behaviour, the profile of the velocity component 

Vx in X changes and forms a fixed velocity discontinuity in Vx in the æ-direction. At tha t 

position, the density becomes infinite at a finite time. This is because the nonlinear inertial 

term pvx{dvx/dx), which is of order a^, has not been taken into account. In this section we 

approximately describe the formation of the velocity discontinuity and find an upper limit 

for the formation time.

We consider the z-component of Equation (3.3). The following approximations are 

maxie. The nonlinear evolution of the velocity component Vx is much stronger in the x- 

direction than in the y-direction. We therefore neglect the inertial term pvy{dvx/dy) in

95



comparison with the inertial term pvx{dvx/dx). The density perturbation and the resulting 

moderation of the fast wave mode are not considered. The moderation is a refraction of 

the wave towards the density enhancement. The gradients of the wave in the x-direction 

steepen, and consequently increase the magnitude of the the ponderomotive force, speeding 

up the nonlinear evolution. We therefore expect tha t the neglect of this process means tha t 

the formation time we calculate here is an approximate upper limit of the real value.

W ith these approximations, E^quation (3.3) is equal to

=  (3.107)

Initially one single mode is imposed. Equation (3.107) is solved by the method of charac

teristics. The x-coordinate is now dependent on time. E^quation (3.107) is transformed into 

the second-order ordinary differential equation

=  ^aVjfcJsin^(fcyy) sin{2kxx(t)) , (3.108)

where the right-hand side is equal to the time average over one wave oscillation period

of the right-hand side of Equation (3.107). This equation has the form of an anharmonic

oscillator and is similar to E^quation (2.36), which described the motion of a discrete particle 

in a prescribed wave field. We shall follow the same procedure as described in Chapter 2. 

The solution of E^quation (3.108) is equal to

x{t) =  ^ a rc c o s  [sn (^XQt -f sn~^ ^A, A“ ^  ̂ , A"^^ j

cn {Qt, Â )
«X 
1

— arccos
krr.

cos(trx(0)) dn (f2i, A )̂ (3.109)

with

O =  sin(fcyy) , A =  cos(ta;x(0)) . (3.110)

The functions sn(u, «), cn(w, k) and dn(w, k) are Jacobian elliptic functions with parameter 

K (Abramowitz & Stegun, 1965). The velocity Vx is given as the derivative of x with respect 

to time:

^ ( x ( t ) , t )  =  sin(2**a:(0)) sin(*,y) • (3.111)

For u t  1, x(t) x(0) and the secular part of a single mode of the second order solution 

(3 .49) is retrieved as the lowest-order term in the expansion of Expression (3.111) in powers
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F ig u re  3 .22: A  plot o f the velocity com ponent v* as a function o f x  at certain tim es w ith y = 0.5 
t/o. In itially  the fundam ental m ode w ith  am plitude a = 0.05 is im posed. Solid line; full numerical 

result. Dashed line: Expression (3.111). D otted  line: Expression (3.49).

of ut. Figure 3.22 shows the velocity Ug as a function of x a t three times. The numerical 

solution clearly steepens around the position of the anti-node, which is positioned at æ =  

0.5 Xo- The second-order velocity perturbation Vx,2 has a fixed profile and therefore only 

approximates the numerical solution at an initial stage. The profile of Solution (3.111) 

does change with time in accordance with the numerical simulation, but the rate-of-change 

is slower than the numerical solution. This is expected because we have neglected the 

ponderomotive density perturbation and the subsequent moderation of the fast wave mode 

and its ponderomotive force.

The density is calculated from the mass continuity Equation (3.2) using the method of 

characteristics:
dp dvx
dt ~  -

which becomes

P- = e - I ' “ ^  = =  M 2 )  .
Po d x

The density is calculated by substituting Expression (3.109) into Expression (3.113):

(3.112)

(3.113)

dn^(Qt,A^)
Po cn(Qt,X^) 1 -I-A(1 -  A 2)^ln  (cn(Qt, A2))]

(3.114)

When, for the first time, two trajectories x(() meet (or the density has become infinite), 

a fixed discontinuity has formed. We already know tha t the discontinuity forms at the 

anti-nodes in the x-direction of the wave field of the velocity component Vy (at kxX =
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m7r/2 with m  an odd integer). When kxx{0) is close to the anti-node, the behaviour of 

x{t) is approximately harmonic. The density is proportioned to the function sec(Qi), in the 

harmonic regime. Therefore, all trajectories arrive a t approximately the same time a t the 

closest anti-node. This time corresponds to

(3.115)

Because the density perturbation and subsequent moderation of the wave field and pon

deromotive force are neglected, we expect this time to be an upper limit to the formation 

time. Figure 3.23 shows the time (3.115) compared with the numerical result for the fun

damental mode. The time (3.115) is approximately 20% later than the numerical result, 

which confirms tha t the analytically derived time is a good upper limit. This means tha t 

the formation of the velocity discontinuity occurs a t least on the time-scale V^t ~  a“ .̂ 

For amplitudes larger than a =  0.1, the velocity Vy forms a shock before the large density 

enhancement occurs. Because the numerical code cannot capture shocks (it produces Gibbs 

overshoot) and therefore cannot conserve energy, the numerical results are no longer reliable 

beyond th a t time.

2.0

SO

0 . 5

0.0
2 . 0  —1 .5  —1 .0  —0 . 5  0 .0

Figure 3.23: A logarithmic plot of the formation time of the discontinuity in as a function of 
the amplitude a. Solid line: zmalytical upper limit (3.115). Crosses: numerical result. Initially the 
fundamental mode is imposed.
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3.9 Discussion

In this chapter we have investigated the nonlinear behaviour of bounded fast magneto- 

acoustic waves in a cold and homogeneous plasma. We use weakly nonlinear theory. The fast 

wave is described by the y-component of the velocity and the vector potential perturbation. 

The fast wave propagation has a longitudinal {ky) and a transverse (k^) component of its 

wave vector. This is reflected in the second-order ponderomotive force which also has a 

longitudinal and a transverse component. We consider boundary conditions in the x- and 

y-direction for which the velocity is zero. This means th a t the fast magneto-acoustic wave 

solution consists of a discrete set of modes so tha t the wave vector components in the x- 

and y-direction are discrete, and hence also the oscillation frequency.

The longitudinal component of the second-order ponderomotive force acts on the fast 

modes and we have shown th a t the resulting moderation of the fast modes is weak. The 

conditions for which a mode with wave numbers m and k is generated are: m +  n -|- n' 

an odd integer and k =  ± n  ±  n'. These selection rules do not permit resonant three-wave 

interaction, second-harmonic generation or quadratically nonlinear self-moderation. The 

former two processes are not possible because of the selection rule for the wave numbers 

in the æ-direction, i.e. the x-dependency of the transverse second-order ponderomotive 

force. This is a direct consequence of the boundary conditions in tha t direction. This is 

in contrast with the case of an unbounded medium where resonant three-wave interaction 

of fast magneto-acoustic waves is possible (Nakariakov & Oraevsky, 1995; Nakariakov & 

Roberts, 1996). Nakariakov et at., 1997 showed th a t second-harmonic generation is present 

for travelling, ducted fast magneto-acoustic waves.

When we initially impose a single linear fast wave mode with wave numbers n and 

I and an amplitude a, the second-order fast wave perturbation contains modes with odd 

wave numbers in the ^-direction and the wave number 21 in the y-direction. They contain 

oscillations of frequency 2wn,z and of their own eigenfrequency. The shape of the velocity 

component Vy in the y-direction is changing with time. This is clearly seen by a shifting of 

the anti-node in tha t direction. This behaviour is well described by the combination of the 

first- and second-order solutions. The numerical simulation reveals th a t for large amplitudes 

the shape of the velocity changes much more than predicted analytically, having locally 

steepening gradients because of inertial effects. Eventually a travelling shock is formed.
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The numerical simulation ends there because the numerical code cannot capture shocks. 

Further analysis with a numerical code which can handle shocks is necessary to investigate 

the further evolution.

The transverse component of the second-order ponderomotive force excites a plasma 

flow along the direction of the equilibrium magnetic field. In a cold, ideal plasma there 

is no other force present in th a t direction opposing the ponderomotive force. Because the 

second-order ponderomotive force component contains a non-oscillatory term, the velocity 

Vx is expected to follow the spatial structure of the force and to grow secularly in time. 

At a node and an anti-node of the velocity wave-field Vy, the force is zero. The former 

is an unstable and the latter a stable equilibrium position. The plasma flows along the 

equilibrium magnetic fleldlines towards the positions of the anti-node. From the expansion 

procedure we see tha t the second-order velocity perturbation Vx,2 &nd density perturbation 

P2 contain terms which grow as t and respectively. On a time-scale VAt ~  a~^, the density 

perturbation grows to be of the same order as the background density.

The equations containing the terms which are of third-order in e describe the moderation 

of the fast wave modes by the ponderomotive flow Vx,2 and density perturbation p2 . Because 

these quajitities are secular in time, the moderation is strong. We see tha t modes with wave 

numbers (3n, /), (n, 3/) and (3n, 3/) are excited and grow as t^. The amplitude and 

phase of the original mode are moderated. The amplitude moderation is also quadratically 

proportional in time. The phase moderation is proportional to and therefore acts on 

the time-scale VAt ~  . This is also found by Rankin et a i  (1 9 9 4 ) for standing Alfvén

waves in a homogeneous, cold plasma. The analytically derived phase moderation fits the 

numerical result well, even beyond its expected regime of validity.

The secular behaviour of the plasma parameters causes the evolution of the fast modes 

to become rapidly nonlinear. Therefore the weakly nonlinear description is no longer valid 

on the time-scale ~  a~^. From the full numerical simulation we see th a t the profile of 

the .T-component of the velocity changes slowly with time. The gradient in the z-direction 

of Vx flattens around the nodes and steepens around the anti-node. At a finite time a 

velocity discontinuity has formed at the latter position. Since the plasma can only flow 

along the magnetic field-lines and there is no exchange of plasma across the position of the 

anti-node, the density becomes infinite at the th a t position. We attem pted to model this 

b eh a v io u r  by a d d in g  th e  in er tia l term  pvx{dvx/dvx)  to  Elqnation (3 .4 7 ) , b u t w ith o u t tak in g
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into account the ponderomotive density perturbation and the subsequent moderation of 

the fast wave modes and the ponderomotive force. We concluded th a t the time for the 

formation of a discontinuity in the velocity Vx is an upper limit of the true value. The 

equation in question is solved with the method of characteristics and the equation of an 

anharmonic oscillator is obtained, of which the solution is written as a function of Jacobian 

elliptic functions. We find th a t a discontinuity in the velocity Vx forms a t the position of 

the anti-node a t a time inversely proportional to the wave number n and the amplitude a. 

From this we learn tha t the nonlinear evolution of a bounded fast magneto-acoustic wave 

in a homogeneous, cold plasma mode acts on a time-scale a t least as fast as VAt ~  a~^. 

Therefore weakly nonlinear theory cannot adequately describe the behaviour on tha t time- 

scale. This is reflected by the fact th a t on the same time-scale the second-order density 

perturbation becomes of the same order as the background density and the third-order 

wave mode amplitude moderation becomes of the same order as the first-order wave mode 

amplitude. The weakly nonlinear theory is nonetheless valuable because it describes the 

initial behaviour and helps in identifying the relevant terms and interpreting the further 

nonlinear evolution and the numerical results.

A key feature in our model is the occurrence of very large density perturbations, ac

tually growing to become locally infinite. This is obviously an unphysical situation. This 

means th a t, realistically, forces in the x-component of the momentum equation, which have 

been neglected, grow to become im portant and prevent the density from becoming infinite. 

Around the position of the anti-node in the fast wave velocity-field, the gradient of the 

velocity and the density in the x-direction become very large. This implies tha t the ki

netic pressure force and dissipation processes are im portant. From the density perturbation

(3.51), we estimate the magnitude of the x-component of the pressure force:

f ) n  'v r in  ^rnax 1.3
^  — 2"  &  Ë  4 ' - ^  sin(2fci,„x)sin^(fc,,,y) { u n j t f  . (3.116)

^  n=l 1=1 *n,l

If we consider only one single mode, an order of magnitude comparison between the ki

netic pressure force component (3.116) and the ponderomotive force component —Vj '^^A i

d A i f d x  is equal to:

~  ^  > (3.117)

where the parameter is equal to the square of the ratio of the sound speed C* and the
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Alfvén speed Va . The kinetic pressure force acts on a time-scale ~  When

the density perturbation p2 acts on a faster time-scale, the cold-plasma limit is a valid 

approximation up to the point where the expansion procedure breaks down. This is the 

case for a > 2y/7^. Before the velocity forms a discontinuity the cold-plasma model is no 

longer valid. After the density reaches a large but finite value, the kinetic pressure force 

pushes the plasma back away from the position of the anti-node. The maximum density 

perturbation can be estimated by substituting the time-scale into the density perturbation

(3.51):

m ax— % — . (3.118)
Po 8 /?

The cold-plasma model is therefore a valid model for a small plasma /? up to the time tha t 

the kinetic pressure force becomes im portant. This situation is a good example of how a 

cold-plasma model can be compromised because of the presence of nonlinear forces in the 

direction of the equilibrium magnetic field.

The next necessary step is to consider a model with a finite plasma (5. Weakly nonlinear 

theory will be valid for all time as long as the density perturbation remains small in com

parison with the background density, i.e. the amplitude a < 2 y / ^ .  This limitation is also 

noted by Rankin et al. (1994). It is expected th a t the difficulties of strong nonlinearities are 

removed in a warm plasma. In tha t case the first-order equations describe a set of linearly 

coupled fast and slow magneto-acoustic waves with the coupling proportional to the plasma 

(3. Allaji et al. (1991) performed a numerical simulation on the same model we put forward 

in this chapter, but used a small but finite plasma p. By introducing an initial plasma 

compression in the transverse direction, they excited a set of fast magneto-acoustic wave 

modes. Slow magneto-acoustic waves are not present initially. Because they have chosen 

1 (linear coupling between fast and slow waves is weak) and amplitudes of the order of 

a t least a “ ,̂ the nonlinear effects talce a prominent role in the evolution of the fast waves. 

In this regime the evolution of the system is close to the cold-plasma limit. The authors 

observed that, for a simulation with the plasma P equal to 5.10“^, the frequency and am

p litu d e  u f each  iiiu d e  are redu ced  in co m p a riso n  w ith  th e  lin ear , co ld -p lasrn a  p red ic tion , 

which is in agreement with our results. They do not observe the formation of a shock in 

the transverse direction, although they observe the shock formation of the transient pulse 

generated by the initial compression. It is not clear tha t they fail to observe this transverse 

effect because of the superposition of the nonlinear effects of a whole set of modes or the
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difference in the initial conditions of the numerical simulation.

Nonetheless it is important, for arbitrary values of the plasma /?, to recognize the influ

ence of the linear coupling between the fast and slow waves. The large density enhancement 

produces a large pressure enha,ncement as well, which increases the plasma /? locally and so 

produces a stronger linear coupling between the two wave modes.
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Chapter 4

The nonlinear evolution o f an 
Alfvén pulse

4.1 Introduction

In this chapter, we investigate the physical situation in which the nonlinear interaction 

of two oppositely propagating Alfvén pulses occurs. Wentzel (1974) briefly outlined the 

interaction of two Alfvén waves in the context of coronal heating problem. We consider 

the development of an initially static plane, linearly polarized, transverse Alfvén pulse in 

a homogeneous plasma as an initial-value problem. Hollweg et a i  (1982), Hollweg (1992), 

Cargill et ai  (1997) and others investigated the nonlinear behaviour of Alfvén pulses in the 

context of shock-wave dissipation mechanisms and spicule modelling. Hollweg et a i  (1982) 

studied numerically the nonlinear evolution of a torsional Alfvén wave train in an open, 

untwisted magnetic flux tube in a stratified atmosphere. They found th a t the Alfvén wave 

steepens into a fast shock in the chromosphere, lifting up chromospheric plasma as it passes 

(ajid dissipates) further into the corona. The fast shock is followed by a slow shock which 

the Alfvén wave has generated nonlinearly. In this chapter, we study analytically a simpler 

model, which retains the main features of fast and slow shock generation, to understand 

the basic nonlinear processes involved.

In the presence of a smooth inhomogeneity in the Alfvén speed, e.g. due to gravitational 

stratification of the plasma density or radial divergence of the magnetic field, the nonlinear 

dynamics of the Alfvén waves become more complicated (see, e.g. Boynton & Torkelsson
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1996, Torkelsson & Boynton 1998). However, even in this case, the homogeneous theory 

may give qualitatively correct results as far as one can neglect the wave reflection from the 

inhomogeneity or, in other words, while the WKB approximation is applicable.

The initial Alfvén pulse produces two oppositely propagating Alfvén pulses, which we 

call the Alfvén wings, which carry the information of the disturbance along the character

istics (parallel to the equilibrium magnetic field) a t the Alfvén speed. In the initial stage 

of the splitting, when the pulses have not moved too far away from each other, their back 

slopes interact nonlinearly through the ponderomotive force, giving rise to a density pertur

bation symmetric about the position of the mass centre of the two recessive pulses. This is 

a main feature of the initially static Alfvén pulse. Depending on the amplitude of the ini

tially static Alfvén pulse and the plasma P (i.e. the ratio between the kinetic and magnetic 

pressures of the plasma), a large density perturbation may form at the position of the mass 

centre of the two recessive Alfvén pulses, before splitting up into two oppositely propagat

ing slow pulses, which we call slow wings, travelling at the sound speed. The Alfvén pulses 

are accompanied by a nonlinearly generated density perturbation which causes no net dis

turbance to a position the pulse passes. Later on a shock is formed on the recessive Alfvén 

and slow pulses. We show that, in the absence of a dispersive mechanism, the formation 

of the running Alfvén shock is governed by the scalar Cohen-Kulsrud equation (Cohen & 

Kulsrud 1974), which is nothing more than a regular simple wave equation with a cubic 

nonlinearity. The nonlinear evolution of the slow pulse is a classic hydrodynamical problem 

(Landau & Lifshitz, 1959), governed by the regular simple wave equation with a quadratic 

nonlinearity. Both types of simple wave equations describe steepening of a wave profile, 

leaxiing to the formation of shocks (the fast shock forms a current sheet). Consequently, 

the simple wave equations work only till the shock appearance.

It has to be noted tha t, in the absence of dispersion, only linearly and elliptically polar

ized Alfvén waves are nonlinearly compressive and therefore steepen into a shock. Circularly 

polarized Alfvén waves are characterised by a magnetic perturbation th a t is constant in 

magnitude (JB =  constant). Therefore it has no ponderomotive force associated with it to 

excite density fluctuations. It does not steepen into a shock. Cohen & Kulsrud (1974) have 

shown th a t a travelling linear (or elliptically) polarized Alfvén wave is transformed through 

shock formation into a circularly polarized wave.

The chapter is organised as follows. In the second section, we describe our model.
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governing equations and the ponderomotive force. In the third section, we investigate the 

cold-plasma limit and in the fourth section the more complicated hnite-plasma-/) case. For 

each of the two cases, a numerical simulation is shown th a t outlines the main features of the 

problem, followed by an analytical description of the quadratically nonlinear solution. We 

present an analytical description of the evolution of the recessive Alfvén pulse in the single 

mode approximation and give an analytical theory of the central density perturbation. The 

results are summarized in the Discussion. Sections Two and Three form the basis of a 

paper, accepted for publication by the Journal of Plasma Physics (Verwichte et al,  1999).

4.2 M odel

As proposed in Chapter 1, we consider the ideal MHD Equations (1.26)-(1.30), in a rect

angular coordinate system (.r, y, z) in which the magnetic field is taken parallel to the 

æ-direction. Plane Alfvén pulses, linearly polarized in the z-direction, are considered. 

Variations in the directions perpendicular to the equilibrium magnetic field axe assumed 

negligible {d/dy  =  d / d z  =  0). The Alfvén and fast magneto-acoustic wave modes are 

indistinguishable in this model. Perturbations of the z-component of the plasma velocity 

and magnetic field vectors are taken into account but the y-components are assumed to 

be zero. From Expression (1.9) we see th a t this implies th a t only the y-component of the 

current density is non-zero.

The MHD equations are studied in the weakly nonlinear regime. Consider small, but fi

nite perturbations around a static equilibrium comprising a uniform density po and pressure 

Po and a uniform magnetic field B q l^  (e.g. p = po p'). Thus, the perturbed Equations 

(1.40)-(1.42) reduce to

OB',
dt -  0 , (4.5)
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M
The previous set of equations is still exact. The purely linear term s are gathered on the 

left-hand side and all the nonlinear terms on the right-hand side. Equation (4.5) reveals 

th a t there are no magnetic field perturbations in the longitudinal direction (æ-direction) in 

time.

The perturbed quantities are expanded out in powers of a parameter € (e.g. p' =  

ep\ +  e^p2 +  . . . ) ,  which is taken to be 0 < 6 < 1 and is of the same order as the amplitude 

(say a param eter a) of the linear solution. The index denotes the order of the quantity. We 

introduce two independent time-scales tQ = t  and t  = eH so th a t

â =  (4.7)

The time-scale r  is slow compared with to- It is proportional to a^. Hence, any non-zero 

term in Equations (4.1)-(4.6) containing the time-scale r ,  is a t least of order To simplify 

the notation the index 0 of the first time-scale will be omitted.

The linear system of equations contains two wave modes: a  slow magneto-acoustic wave 

and an Alfvén wave. The slow wave is characterised by compression and rarefaction of the 

plasma. It involves the plasma variables p and p. The Alfvén wave is incompressible. 

It is characterised by the plasma variables Vg and Bg. We assume th a t the plasma is 

disturbed in such a way th a t only an Alfvén mode is excited. We do not consider a 

linear slow magneto-acoustic wave. T hat implies th a t Vx,i = P i  =  P i  = 0. The first-order 

linearizations of Equations (4.3) and (4.6) combine into the Alfvén wave equation:

dt^
B g , i  = 0 , (4.8)

with the quantity Va  =  Bo/y/pôpô being the background Alfvén speed. The general so

lution to Equation (4.8) is expressed as the d ’Alembert solution, Bg^i = aBo [f  (æ -f V^t) 

g {x — VaO]i describing two waves, one travelling in the positive and the other in the 

negative æ-direction, both a t the background Alfvén speed. The shapes of the functions /  

and g are determined by the initial conditions 5*,i(t=0) and {dBg^i/dt){t=0). We consider 

the solution excited by an initial pulse in the velocity (Bz,i(t=0) =  0 , Uz,i(t=0) =  2aV/i 

•^(®,0), & ,i(t=0) =  0):

=  o [/• ( i  +  VAt, r)] , (4.9)
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where ^ is the displacement vector. The first-order solution contains two Alfvén pulses, one 

localised at the position x =  -VAt, the other at position x =  Va£. For most of the chapter, 

the dependency of the function T  on the variable r  is not explicitly written. Throughout the 

chapter both the numerical and the analytical results are illustrated by taking the function 

T (s) to have the form of a Gaussian pulse:

T{s)  =  , (4.10)

which is localised at s=0 (^ (Q )= l) and has a spatial width A z, with monotonically decaying 

wings which tail off to zero as s tends to infinity.

If there is no initial perturbation of the longitudinal velocity and the density, the only 

term tha t can excite them, is the first term on the right-hand side of Equation (4.2), which 

is the nonlinear Alfvén magnetic pressure force and is of order a?. This force is the only 

component of the second-order ponderomotive force in this model. Therefore the quantities 

Vx and p are of order as well (Hollweg, 1971). Using the linear solution (4.9), the 

second-order ponderomotive force is:

=  - \ p o a ^ y X i V \ ^  + VAt) + T ^ ( x - V A t )

— 2 T { x V A t )  T { x  — Va I)\ . (4.11)

The ponderomotive force is parallel to the equilibrium magnetic field. Because this force 

is nonlinear, it is not equal to the sum of the ponderomotive forces of each Alfvén pulse 

separately, but contains an extra cross-term. The first two terms are the respective pon

deromotive forces of the two travelling Alfvén pulses, which are always localised at the 

positions of the pulses. We call them the ‘ponderomotive wings’. Where a pulse passes 

through a fixed position, the flow accelerated by the ponderomotive force of the front-slope 

of the pulse is decelerated by the flow induced by the ponderomotive force of the back-slope. 

In the case of a symmetric pulse, deceleration perfectly balances acceleration. The time in

tegral of the force is equal to zero and no net plasma flow is induced. The ponderomotive 

response to these force terms will always remain of the order a^. The third term is the 

cross-term of the two pulses. It is localised at z =  0 axid decreases in magnitude rapidly 

in time with a time-scale A z /%4 as the two Alfvén pulses separate. We call this term the 

‘cross-ponderomotive force’. It eventually becomes one order of magnitude less than the
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force of the ponderomotive wings. We estimate the time tggp a t which this occurs:

\y^Hx±VAtgg,)\
\1T {X +  VAtaep) -F(Z -  VAtaep)\

In the case of Gaussian-shaped pulses, the time taep is equal to

VAtaep

10 . (4.12)

^0.5ln(20) «  1.22 . (4.13)
A x

In a  cold, ideal plasma there is no force decelerating the flow of the plasma excited by 

this cross-ponderomotive force. Therefore, we expect large density perturbations to occur 

locally in time.

The density cannot physically become infinite. The cold-plasma limit states tha t the 

kinetic pressure is negligibly small compared with the magnetic pressure, but it is not equal 

to  zero. When the gradients in the density become sufficiently large, the cold-plasma limit 

is not a  good approximation. The kinetic pressure force has to  be included. An order of 

magnitude comparison between the ponderomotive force and the kinetic pressure force is:

I 2fM) d x  I
» s ; . i ,

. (4.14)
I - H i

First the cold-plasma limit is investigated in order to understand the workings of the non

linear behaviour of an Alfvén pulse. The next step is to take into account the kinetic 

pressure.

For future reference. Table 4.1 gives a  list of the critical times used in this chapter.

4.3 Cold-plasma limit

4 .3 .1  N u m e r ic a l s im u la tio n

In this section the kinetic pressure is neglected in comparison with the magnetic pressure. 

We perform a numerical simulation with a fully nonlinear, non-dissipative Lagrangian MHD 

code from Arber, Longbottom and Van Der Linden (1998). The code is second-order in 

space and time. We use a grid resolution of dx =  0.0125V>it. We solve an initial-value 

problem. At t=0 a pulse in the velocity component u,, centred a t z =  0, is set up. It has 

the shape (4.10) with a width A x  =  0.1 VAt and amplitude 2a =  0.3. There is initially 

no perturbation in magnetic field, current density, longitudinal velocity or mass density.
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time

tsep

tsep ,(3  

ta e p ,8

tac,(3

description

Time for the cross-ponderomotive force to become one order 

in magnitude less than the force of the ponderomotive wings.

Time for the slow and Alfvén pulses to  separate by a distance VAtaep- 

Time for slow pulses to separate by a distance VAtaep- 

Shock-formation time of travelling Alfvén pulse.

Shock-formation time of central density perturbation 

in cold-plasma limit.

Time when nonlinear inertia becomes of the same order as 

the pressure force.

Shock-formation time of travelling slow pulse.

Table 4.1: Definition of critical times used in this chapter

Figures 4.1 and 4.2 give a general view of the evolution of the main plasma quantities. 

The time V A t/A x  =  2x10“  ̂ corresponds to the first time step of the numerical code. 

The initial velocity pulse splits up into two oppositely travelling, linearly polarized Alfvén 

pulses of width A x  and amplitude a, as expected from the linear d ’Alembert solution. The 

quantities in Figure 4.1 are the non-zero transverse components of the plasma vector fields. 

They are, at lowest order, governed by the linear transverse component of the Lorentz 

force —Bojy (proportional to  a). They travel a t the Alfvén speed away from the origin. 

Because we have chosen an initial disturbance of large amplitude, we see the influence of 

nonlinear terms, which is of interest to  us. The Alfvén pulses have a nonlinear force, the 

ponderomotive force, associated with them, which is parallel to the equilibrium magnetic 

field. Therefore plasma flows in th a t direction and density perturbations are excited. These 

are shown in Figure 4.2. We see th a t the velocity component Vx and the mass density 

have a part th a t travels with the Alfvén pulse and a part th a t remains close to the origin. 

The part travelling with the Alfvén pulse is of order a^. It shows th a t the Alfvén wave is 

nonlinearly compressible (this is true for linearly and elliptically polarized Alfvén waves, 

but not for circularly polarized Alfvén waves). We explain the existence of a standing 

structure around the origin as follows. In the case of a  single, travelling, symmetric Alfvén 

pulse in a fixed position the time integral of the ponderomotive force is zero, so tha t there
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Figure 4.1: A plot of the velocity component v,, magnetic field component Bg and the current
density component jy as a function of x /A x  for four different times (from top to bottom) VAt/Ax 
=  2 xlO"^, 1.5, 11.3 and 18.6. The quantity jo is defined as jo =  AxBo/po. The parameter a = 
0.15.

is no net plasma flow induced. Positions closer than approximately 2-3 A x  to  the origin, 

experience the ponderomotive force of both Alfvén pulses, such th a t the time integral of 

the ponderomotive force is not zero a t those positions. They feel the ponderomotive force 

of the back-slope of the pulses more than th a t of the front-slope. Figure 4.3 shows the time
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Figure 4.2: A plot of the ponderomotive force, the velocity component v® and the mass density p 
as a function of x / A x  for four different times (from top to bottom) VAt/Ax  =  0.75, 1.5, 11.3 and 
18.6. The parameter a =  0.15.

evolution of the ponderomotive force a.t different positions. At the positions x / A x  — 0 5 

and 1.0, it is clear th a t the plasma experiences a net acceleration in the negative z-direction. 

On a time-scale of t^epj no force is acting on the plasma in the central region, which keeps 

moving a t a constant speed towards the origin. This standing velocity profile is of order a^. 

It is nicely shown a t the time V ^ t / A x  =  11.3 in Figure 4.2. At V ^ t / A x  =  18.6 we notice
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F ig u re  4 .3 : A plot o f  the ponderom otive force —(l/2 /io ) (5 B ^ /5 x )  as a function o f tim e at the

positions x /A a; =  0.5 (solid line), 1.0 (dashed line) and 1.5 (dot-dashed line). T he param eter a =  

0.15.

tha t the graxlient of the standing velocity profile across the origin has become extremely 

large. Furthermore, the density perturbation a t the centre has grown secularly in time, to 

values far exceeding the equilibrium value, and becomes extremely large as well. We expect 

th a t just after this time the velocity has formed a shock and the density has become infinite. 

We call the time when this occurs, tgc- In practice the numerical code never reaches this 

time because it reduces its time step to resolve the growing gradient until the time step 

is below computer accuracy, and the numerical simulation ends. The time at which this 

happens, equal to VAt/Ax  =  18.6 in this case, is a good approximation of the time tgc- 

When we look a t the evolution of the Alfvén pulses, we see tha t the shape of the 

pulse becomes non-symmetrical with time. The front-flank of the pulse in the velocity and 

magnetic field component is steepening. This continues until a shock is formed. We call 

the time a t which this occurs tgyj. Unfortunately this time is longer than the time tgc, so 

tha t the numerical code cannot investigate this further. The current density component jy 

forms a narrowing region of enhanced current density, ultimately forming a current sheet.
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F ig u re  4 .4: A  p lot o f  the longitudinal velocity v* and density p. T he top  panels show the spatial 

behaviour at an early tim e W / A r = 0 .6 3 .  T he b ottom  panels show the early tim e evolution o f the 

velocity at x /A æ = 0 .5  and the density p at æ/Aæ =  0. T h e crosses are the full num erical result. 

T h e solid line is the quadratically nonlinear solution (4.17). T h e am plitude param eter a is equal to  

0 . 1 .

4 .3 .2  Q u a d ra tic  n o n lin ea r  so lu tio n

W e first s tu d y  th e  so lu t io n  to  th e  c o ld -p la sm a  v ersio n s o f  th e  q u a d ra tica lly  n on lin ear e q u a 

t io n s  (4 .1 )  an d  (4 .2 )  a t  ord er €^,

dp2 dvx,2
'dt  ~  dx '

dvx ,2 __ 1
d t  2po dx  ’

w h ich  are, in  th e  c a se  o f  G a u ssia n -sh a p ed  pulses:

^  =  i o *  +  VAt) VAt) -  (x)

(4 .1 5 )

(4 .1 6 )

Po 2  

+
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The last terms in the expressions for Vx,2 a-nd p2 represent the response to the cross- 

ponderomotive force. The temporal evolution of the velocity due to th a t term is an er

ror function. After a time of approximately Aæ/-\/2V]4, the velocity is constant, with the 

spatial structure of an inward flow towards x /A x = 0 .  At x / A x = ± l / y / 2  the velocity has 

a local extremum. The density a t x / A x = 0  has a maximum in space. The density has a 

term which grows secularly in time. At first the density grows quadratically but adter a 

time of approximately Axfy/2VA  the growth becomes linear. This shows th a t the quadratic 

nonlinear solution cannot be the correct description for all times, since it lets the density 

perturbation become of the same order as the background density. At th a t point the per

turbation method is no longer valid. Figure 4.4 shows both the spatial structure a t the time 

VAt/Ax  =  0.63 and the early time evolution of the numerically derived quantities Vx and 

/9, compared with the quadratically nonlinear solution (4.17). The quadratically nonlinear 

solution matches the numerical result very well up to a time VA t/A x  «  2. Beyond that 

time other nonlinear processes become important. Solution (4.17) remains of order for

times earlier than taep when

^  ^  , (4.18)
P o  n o

which, in the case of Gaussian-shaped pulses, yields, the condition:

a <

We used the fact tha t

0.48 . (4.19)

L

t  1
eTÎ(oct')dt' =  t e d  ( a t ) -----------=—  . (4.20)

t o  a y / n

For amplitudes th a t satisfy Condition (4.18) the ponderomotive response is of order for 

times earlier than taep- After taep the ponderomotive response to the three terms of the 

ponderomotive force (4.11) can be treated separately. This implies th a t the full solution is 

built up in three stages. First, the solution a t times earlier than taep is adequately described 

by the linear and quadratic nonlinear solutions (4.9) and (4.17). For times later than taep
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we treat the nonlinear behaviour of the Alfvén wings and the central part separately. This 

is the central idea of the model.

The terms on the right-hand sides of Equations (4.3) and (4.6) contain the nonlinear 

corrections to the Alfvén pulses. They are of order and consist of a combination of 

the perturbations governing the Alfvén pulses and the quantities Ux,2 and P2> which are 

excited by the second-order ponderomotive force. These corrections then appear in the 

ponderomotive force as terms of order a^.

The Alfvén correction terms, which contain the ponderomotive response of the cross- 

ponderomotive force, are expected to grow in magnitude for times earlier than tgep but after 

th a t decrease exponentially to zero. The maximum magnitude of these terms is negligible 

under. Condition (4.18). Thus, for the treatm ent of the central region the nonlinear terms 

in  Ekiualioiib  (4.3) an d  (4.6) are n eg lected , even  though w e k eep  the terms of order a'̂  in 

Equations (4.1) and (4.2). Consider the cold-plasma version of Equation (4.2):

(^0 +  p') dt  ” dx
1 dB ' l

PoO' y A - ^ [ ^ { x - \ - V A t ) T { x - V A t ) ]  . (4.21)
2/io dx ^ d x

The force on the right-hand side of the previous equation is, to  leading order, equal to 

the third term of Expression (4.11), which is proportional to po- For times earlier than 

taep the density perturbation p' is negligible compared with the equilibrium density po- 

For times later than taep, the cross-ponderomotive force is negligible. The density can 

then be eliminated from the equation. Therefore instead of Equation (4.21) for the cross- 

ponderomotive response, we solve:

^  ^  (3: +  VaO J^(x -  VAt)] . (4.22)

For the ponderomotive wings it is not possible to neglect the nonlinear Alfvén correction 

terms of order without neglecting the terms of order in Elquations (4.1) and (4.2) as 

well. Therefore we shall investigate the effect of these nonlinear Alfvén correction terms by 

looking a t the self-moderation of a finite amplitude Alfvén pulse.

4 .3 .3  S e lf-m o  d e r a t io n  o f  a  t r a v e l l in g  A lfv é n  p u ls e

In this section we address the self-moderation of a travelling Alfvén pulse of finite amplitude. 

This is a cubic nonlinear effect. Instead of the first-order solution (4.9), we take only one

116



pulse, either travelling in the positive or in the negative «-direction:

^  =  a / - ( ï± V ,4 t ,r )  . (4.23)
iSq

The second-order solutions are easily obtained from looking a t the Expressions (4.17):

^
The third-order equations, using the previous results (4.23)-(4.25), are:

Eliminating the secular terms yields a quasi-linear equation in the magnetic field perturba

tion BzX-

(w)ÔT 4
which is known as the Cohen-Kulsrud equation (Cohen & Kulsrud, 1974). Its solution is 

written in an implicit form

^  =  a r ( x ± V . t ± ? V . ( ^ ) % )  . (4.29)

Since the propagation speed of the function T  now depends on the square of the function 

itself, we have the possibility of shock formation since the centre of the pulse movœ faster 

than the preceding wing of the pulse, thus catching up the preceding wing. A shock is 

formed when, locally, the time and space derivatives become infinite. Figure 4.5 shows 

Solution (4.29), for a pulse travelling in the negative «-direction, as a function of « -|- VAt 

a t four diflFerent times. The numerical result and Solution (4.29) match very well.

We calculate the derivative of Bg,i with respect to  « from Expression (4.29):

r  , (4.30)

which a t r  =  0 yields an expression for the derivative of the function T  with respect to  its 

argument:

 ̂- ; [(Ir)ll ■
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F ig u re  4 .5 : A p lot o f the m agnetic perturbation B , o f the A lfvén pulse travelling in the negative 

æ-direction as a function o f æ -|- VAt at different tim es. T he crosses are the full numericctl result. 

T he solid line is Expression (4.29). T he dashed line is the linear expression (4 .9). T he am plitude 

param eter a is equcJ to 0.1.

Eliminating the .T-derivative of the magnetic field perturbation Bg^\ from Expression (4.30) 

and using the previous expression, we find

(4.32)A  ^  \ ^ ) r = a
d x \ B j  1 ^  T •

The earliest time (say at tha t the æ-derivative of the magnetic field perturbation is 

infinite, thus forming a shock, is

Titu — min
^  (% -)

T=0

(4.33)

The magnetic field perturbation in the denominator of Expression (4.32) has been 

approximated by its initial profile at r= 0 . The magnetic field perturbation and its spatial 

derivative need to  have the same sign somewhere in the spatial domain in order to have
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the possibility of shock formation. The time-scale for the shock-formation is inversely 

proportional to  a^. W ith the function T  defined as (4.10), the shock forms a t the time 

=  {2y/ë/3)a~'^ «  l . l a “  ̂ at the position {x ±  VAtaw)!^^  =  f  1 (Mann, 1995).

4 .3 .4  E v o lu t io n  o f  th e  c e n t r a l  d e n s i ty  p e r tu r b a t io n

The central density perturbation is excited by the cross-ponderomotive force. Previously we 

have stated th a t for times earlier than (ggp, terms which are proportional to the density per

turbation p are negligible because p <K Po- For times later than i,ep» the cross-ponderomotive 

force is negligible and the term p-\- po is eliminated from the æ-component of the momen

tum equation. Thus, the equations to be solved for the cross-ponderomotive force are, using 

Equations (4.1) and (4.2):

+  w (x + Va I) T  { x - V a I)] . (4.35)

The momentum equation is decoupled from the mass conservation equation. The difference 

between Equations (4.16) and (4.35) is the inclusion of the inertial term on the left-hand 

side. The force term on the right-hand side of Equation (4.35) is rapidly decreasing to zero 

on the fast time-scale V^i/Aæ.

First of all we assume tha t the time-scale of the cross-ponderomotive force (~  tgep) is 

faster than the time-scale of the nonlinear inertial term Vxdvxfdx  in Equation (4.35). For 

times t < tsep, the nonlinear inertial term is neglected. Then the solution for is given as

% =  o V j  r  d t 'A  [/•(* +  VAt') r{x  -  VAt')] , (4.36)

which corresponds to the quadratic nonlinear solution. In the case of Gaussian-shaped 

pulses, this is the last term of Expression (4.17). From the time (ggp onwards the velocity 

is approximately time-independent because the cross-ponderomotive force has become neg

ligible. We therefore switch off the force and switch on the nonlinear inertial term. We use 

Solution (4.36) for a Gaussian-shaped pulse, evaluated at large t,

Vx( t- ^oo)  = a^VAG(x) , (4.37)

with

Ç{x) = - Æ  e - M * ) ’ , (4.38)
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F ig u re  4 .6 : A logarithm ic p lot o f the dependence o f the tim e tgc for the form ation o f a discontinuity  

in  the flow velocity v® on the am plitude param eter a. T he crosses show the full num erical result. 

T he solid line is the num erically derived solution o f Equuliou (4.43). T he dashed line shows the 

einalytical result (4.42).

as an initial condition a t t =  taep and solve the simple wave equation dvx/dt-\-Vxdvx/dx =  0. 

The implicit solution is

% - O^Va  G ( x -  %(( -  t , ep ) )  . (4.39)

By the first time (e.g. t =  tac) tha t two neighbouring characteristics intersect, corresponding 

to the condition tha t the spaticd gradient becomes infinite, a discontinuity in Vx has formed. 

Using the same procedure as in Section 3.3, it can easily be found tha t

dvg Vo
dx  1 +  Vo'(  ̂-  ta<̂ ) -------

The gradient (4.40) becomes infinite for the first time when

{$} •

(4.40)

(4.41)
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Figure 4.7: A plot of the velocity perturbation u* as a function of x at different times t. The
crosses are the full numerical result. The solid line is the numerical solution to Equation (4.43). The 
dashed line is the quadratically nonlinear solution Vx,2 > The amplitude pzirameter a is equal to 0.1.

For the case of Gaussian-shaped pulses, this becomes 

VAtsc . \ 1=  min I } “s/StF
(4.42)

The infinite gradient in v® forms a t the position x =  0, where the original Alfvén pulse 

disturbance was centred a t t=0.

From Expression (4.42) we conclude th a t the time-scale for the formation of a discontin

uous velocity profile is inversely proportional to a^. Figure 4.6 shows the time tgc deduced 

both analytically and numerically. The result deduced using the one-dimensional MHD 

Lagrangian code is the most accurate as it assumes nothing besides the one-dimensionality 

of the problem. The analytical result matches the other results very well for small values 

of the param eter o but starts diverging once a > 0.2 reaching the limitation (4.18). For 

larger values of a, the time-scale for the cross-ponderomotive force and the inertia become 

comparable. The two terms counteract each other a t times earlier than taep- This means 

th a t the second-order solution (4.17) does not approximate the full solution well enough.
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Figure 4.8: A plot of the temporal behaviour of the density at the position x / A x  = 0 with the
parameter a = 0.1. Solid curve: numerical result from full MHD code. Dashed curve: analytical 
expression (4.45). Dot-dashed curve: quadratically nonlinear result (4.17).

This is reflected by the fact th a t the shock formation time is no longer proportional to a~^ 

but more like After the time taep the inertia dominates, driving the velocity to shock. 

The solid curve in Figure 4.6 takes into account the competition between the ponderomotive 

force and inertia as it is the numerical solution of the forced simple wave equation

dvx . dvx _  1 i
dt dx  2//opo dx

(4.43)

assuming th a t the magnetic perturbation Bg,i is given by Expression (4.9). The full pon

deromotive force (4.11) is considered but we only focus on its effect on the relevant central 

region. Figure 4.7 shows a plot of the velocity u®, derived using Equation (4.43) as a  func

tion of X for several times. The steepening of the gradient with time a t z= 0  is clearly 

visible. Up to values of o=0.6, this result matches up very well with the full numerical 

result. The deviation between the two resuits for higher values of a is due to the negiect of 

the seif-moderation of the Aifvén puises. For these values of a, the Alfvén pulses modify 

themselves substantially before they separate (f < thus eflfecting the ponderomotive 

response in the central region after all. On top of tha t, the amplitude a becomes of the or

der 1, violating the perturbation approach. We therefore expect, in this regime, deviations
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between the analytical solutions and the numerical results anyway.

An approximate expression for the evolution of the density for t > taep is found from 

Equation (4.34) using Expression (4.40):

which has the solution

P  _______Pj^sep)  _  1 — Vptaep (A.

Po Po(l +  Vo'{t — taep) 1 +  — taep)

We used the fact th a t the central density perturbation at taep is equal to the quaxiratically 

nonlinear density perturbation (4.17) with the integral of the error function increasing 

approximately linearly with time a t the time taep-

This approximation is valid for a < 0.2. The cross-ponderomotive force and the resulting 

inertia produce a secular growth in the density profile. The formation of a discontinuous 

velocity profile, but where there is no mass flux across the surface, means tha t the density 

has become locally infinite a t the time tac- This is an unphysical situation. Large graxlients 

in velocity give rise to such large graxiients in density, th a t the kinematic pressure force, 

however small the background pressure might be, eventually becomes of the same order as 

the inertia. The kinematic pressure force pushes the mass outwards before a discontinuity 

is formed. It is therefore more physical not to neglect the kinematic pressure force in 

comparison with the Lorentz force.

4.4 Finite plasma (3

In this section we consider the effect of the kinetic plasma pressure on the nonlinear be

haviour of an Alfvén pulse. We consider initially an Alfvén pulse in the velocity component 

Vz î of Equation (4.3). We investigate the nonlinear excitation of density and pressure per

turbations in a plasma of finite plasma /?, and therefore set the first-order perturbations, 

pi. Pi and which describe the linear slow magneto-acoustic wave, equal to zero.

We are interested in the case of the plasma P < 1 where magnetic forces dominate over 

pressure forces. In the case of this chapter the ponderomotive force is a purely magnetic 

force. Comparing the pressure force and the ponderomotive force to the Eulerian inertial
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term:
- #  r'2..2 V?^2 ;

(4.46)- H 2/io dx 1

p f t
' 7^2 > 2L^

where t, and Tpmj are the typical time-scales for the pressure and the ponderomotive force 

respectively. The quantity L is a  typical length-scale. If we compare the two time-scales,

' '  (4.47)
'^pmf V 2/^

we see th a t for the plasma /? < 1, the time-scale Tpmf is shorter than the time-scale r ,.  If the 

plasma P > the time-scale of the evolution of a disturbance set up by the ponderomotive 

force, Tpmf^ is longer than the time-scale of the axivection of the disturbance a t the speed 

of sound, Tg, so tha t large density perturbations are not expected.

Although the focus of this section is on values of the plasma p  below unity, most ex

pressions are valid for the plasma P larger than unity as well, except when a specific regime 

of validity in P is specified or special resonances occur (at /3 =  1 for example).

4 .4 .1  N u m e r ic a l s im u la tio n

We do a numerical simulation with the same initial conditions as in the cold-plasma limit, 

with the one exception th a t we now have a finite plasma p (p = 0.1). The behaviour of 

the transverse vector components Vz, Bz  and jy is qualitatively the same as in the cold- 

plasma limit. Figure 4.9 shows th a t the evolution of the plasma quantities Vx and p is 

very different because any density fluctuations excited by the ponderomotive force create a 

resisting pressure force. A t the times VA t/A x  =  0.75 and 1.50, the behaviour in Vx and p 

still resembles the cold-plasma limit, but from Figure 4.10 we see th a t a t VA t/A x  = 1.50, 

close to the central region, the pressure force is acting in the opposite direction from tha t 

of the ponderomotive force, resisting the compression of plasma and accelerating plasma 

outwards. Figure 4.11 shows the temporal behaviour of the forces in the direction parallel 

to  the equilibrium field for a position x / A x  =  0.6, close to  the origin. We see th a t the time 

integral of the sum of the pressure and ponderomotive forces is zero. Therefore the mass 

density shows no secular behaviour and remains of order a t all times.

At VA t /A x  =  3.75, the central standing velocity profile has split into two parts, each 

travelling in opposite directions. We call the time for the two pulses to  separate taep,8- 

Insteaxi of observing two travelling Alfvén pulses and a standing velocity profile at the
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Figure 4.9: Plots of the velocity component v®, the mass density p and the temperature T  as
functions of x/Ax for five different times (from top to bottom) l/tt/A x  = 0.75, 1.50, 3.75, 11.25 
and 24.00. The pairameters a = 0.15 and /? =  0.1. Note that the range of the x-axis for each time 
can be different. The temperature is calculated from the pressure and density from the ideal gas 
law (1.8).
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Figure 4.10: Plots of the ponderomotive force component, pressure force and total force parallel 
to the equilibrium field as functions of z /A z for five different times (from top to bottom) V^t/Az 
= 0.75, 1.50, 3.75, 11.25 and 24.00. The parameters a =  0.15 and /3 =  0.1. Note that the range of 
the z-axis for each time can be different.
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F ig u re  4 .11 : A  plot o f the com ponent o f the forces directed along the background m agnetic field as 

a function o f tim e at the position r / A r  =  0.6. Dashed line: quadratically nonlinear ponderom otive 

force (4.11). D ot-dashed line: quadratically nonlinear pressure force —dpilàx  calculated from the 

analytic result (4 .68). Solid line: toted quadratically nonlinear force. D iam onds: ponderom otive 

force —(5 B ^ /5 x ) /2 /io  from  a num erical sim ulation. Crosses: pressure force —dpjdx  from  a numericed 

sim ulation. We have tedcen a = 0 .1  and /?=0.1.

origin as in the cold-plasma limit, we have two pairs of travelling pulses: two Alfvén and 

two slow pulses. The slow pulse is a longitudinal wave travelling at the sound speed and only 

perturbs hydrodynamic quantities, which basically makes it a sound wave. The amplitude 

o f  th e  s lo w  p u lse  is o f  th e  ord er u?. I ts  sh a p e  is not Gaussian and it is non-symmetrical.

Both types of pulses evolve. The slope of the pulse with a negative gradient in the 

direction of propagation steepens until it forms a shock. At the time V At/Ax  =  24.00, 

we see th a t the slow pulse has steepened into a shock. This is before the Alfvén pulse 

has shocked and is because the slow pulse starts off with larger gradients than those of 

the Alfvén pulse. Because the numerical code is not equipped to capture a shock, the 

simulation ends there.

4 .4 .2  Q u a d ra tic a lly  n o n lin ea r  eq u a tio n s

We investigate the response of the plasma to the presence of Alfvén pulses by looking at 

Equations (4.1), (4.2) and (4.4) at order

dp2 dvx^2 (4.48)
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^ dUa;,2 dp2 
Pq—t . rdt

dx

dx  
dVa:,2

1
2/io dx

=  0 .

(4.49)

(4.50)

Equations (4.49) and (4.50) combine into a forced slow (sound) wave equation for Vx,2-

1 d d
Vx,2 — Bt

2popo dt dx

=  - - a W ,1 2y2

d
dx Va— .7̂  ̂(x 4- VAt) -  V a ^ -^ ^  {x -  VAt)

- 2 - ^ T  {x +  VAt) T  (x — VAt) (4.51)

This equation is solved with the initial conditions Ux,2 (̂  =  0) =  dvx,2 /d t{ t  =  0) =  0. 

The homogeneous equation is the sound wave equation and has two solutions. The first and 

second solutions are constant along the characteristics x-\-Cat and x — Cgt respectively. The 

driver term s on the right-hand side of Equation (4.51) depend on the characteristic variables 

x±VAt,  the first two terms of which drive the ponderomotive wings solution. The magnitude 

of these two terms does not decrease in time. The third term is the cross-ponderomotive 

contribution. Its magnitude decreases in time because the two Alfvén pulses separate. 

Again a Gaussian profile of the form (4.10) is taken for the function T .  The independent 

variables are transformed into

T  =  , X  = V 2 ^  .
Ax A x

With the use of the definitions

*+oo
/

+00 1 /•+00
^  e-'>‘̂ g (X )d X  , F-HG(k)) = ^  e'^'‘G(k)dk ,

(4.52)

(4.53)

for the Fourier and inverse Fourier transformation respectively, Equation (4.51) is Fourier 

transformed in space to  give:

F(Ux,2) =  * dT (4.54)

Equation (4.54) is a linear ordinary differential equation which is treated as an initial- 

value problem. We find the response due to the first two driver terms (wings) and the 

third driver term (cross-ponderomotive driver) separately (vx,2 =  Vx,2w +  ^x,/c)t with each
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solution separately satisfying the initial boundary conditions. For the case of =  1, the 

first two terms are resonant drivers.

The solution Vx,2w to Equation (4.54) ,with only the first two driver terms on the right- 

hand side considered, is straightforward and we find:

F(Ux,2ti;) =
\o?VAy/^  -  e“**  ̂ -  i kT  /? =  1

The inverse Fourier transformation of Expression (4.55) reduces this to

Vx,2w _  L J

^  [l -  T ^ ]  [« -(^ + n ’ -  «-(Jr-T)’ ] p  =  1

(4.55)

(4.56)

Solution (4.56) satisfies the initial conditions.

The solution Vx,2c to  the cross-ponderomotive driver is not so easily found. Equation 

(4.54) with only the third driver term on the right-hand side is Laplace transformed in time. 

We use the definitions

'•a+too
e - ‘  ̂f { T ) d T  , L -‘ (F(s)) =  /

0̂

for the Laplace and inverse Laplace transformations respectively. We have:

foo „  1 r<T+ioo ^
L ( / ( r ) ) = /  e - ^ / ( T ) d r  , L - '(F (s ) )  =  —  /  e^ ’F(s)ds , (4.57)

Jo  ZTTt J a —ioo

4- L(F(ux,2c)) =  â VAiky/n e * L ^  • (4.58)

The inverse Laplace transformation of the solution L(F(vx,2c)) is consequently taken: 

F(«x,2.) =  « V x i i V î e - 'f  ^  .  L -‘ ( ^ j ^ )

i^/pkT _  e-»V^A:rj (4.59)y/ira^VA de
e  4 — *

2 v ^  d r

We use the FaJtung Theorem:

L-i [F(s)G{s)] =  L-i [F{s)] * L-i [G{s)] , (4.60)

where the operator * is the convolution integral defined as:

m * g ( t )  = f* . (4.61)Jo
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Finally the inverse Fourier transformation of Expression (4.59) is taken:

Vx,2c de ^ - { x + ^ r f (4.62)
Va 2V ? dT

The problem of the response of the velocity perturbation Ux,2c to the cross-ponderomotive 

force is rewritten as the convolution integral (4.62). The function on the left-hand side of 

the operator corresponds to the temporal behaviour of the cross-ponderomotive force. This 

function reaches a maximum magnitude at VAt/Ax  =  0.5 and after th a t decays away. After 

the time tsep it has decreased one order of magnitude compared with its maximum value. 

After some straightforward manipulations, Expression (4.62) is transformed into:

«2^x,2c
Va 2 \/? ( l  +  P)

-iX+y/pT)^ _  -{X-y/PTŸ

[x - v ^ ÿ
4- A + { T ,X )e ~  - \ - A . { T , X ) e -

with

A ± ( T , X )  = ±
{ X ± y / P T )  

2(1 4- P) y/1 4- P

(4.63)

(4.64)

The functions A ±  are zero initially. If we fix the variables X  ±  y/PT,  then the functions 

A ±  have the basic form

A ± { T , X ± ^ ^ T  = C) ~  C erf i v 'T + ^ T  4- V P fC  -  erf V P . (4.65)
\ / l  4- P J y \ / l  4- P

For times T > (1 4- /))^/^, Expression (4.65) tends to a constant value, implying tha t the 

functions A±  are constant along the characteristics X  ±  V p T  from th a t time onwards.

The two contributions Vx,2w (4.56) and Vx,2c (4.63) are added up. We do not consider 

the case of P =  1. The solution to Equation (4.51) is then

^x,2
Va 2(1 -  0 )

- (x + r ) ' _  . - ( x - T )
(1 -  0^)

(x+VfiTŸ {x
+  A + { T , X ) e -  1+/5 ■ ^ A - { T , X ) e -

,-{X+y/pTy _  - (X -v ^ )2

(4.66)

Expression (4.66) has two contributions. The first contribution is the ponderomotive re

sponse travelling at the Alfvén speed with the Alfvén pulse. It has the shape of a Gaussian 

pulse of width Ax/y/2 .
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The second contribution resembles, initially, the cross-ponderomotive solution of the 
cold-plasma limit. Mass is transported towards æ=0, where the locaJ density rises. This 
builds up graxlients in the density and hence pressure. The pressure force resists the pon- 
deromotive force. After the time t,gp the cross-ponderomotive force has decayed away 
in magnitude. The pressure force therefore pushes mass outwards away from the origin. 
The second contribution is the ponderomotive response travelling with the sound speed 
in the opposite direction away from the origin. Its shape is that of the linear combina
tion of a Gaussian pulse of width Aæ/\/2 and the derivative of a Gaussian pulse of width 
Aæ/V2 [T + ^ .

After substituting the previous expression into Equations (4.48) and (4.50), expressions 
for the density and pressure perturbation are found:

p o  2 (1 -/?) r J (i_/?2 )

Figure 4.12 shows the spatial and temporal behaviour of the longitudinal velocity and 
density for the parameters a=0.1 and /?=0.1, The full numerical result is well fitted by 
the quaxlratically nonlinear solutions (4.66) and (4.67). We shall see later on that the 
quaxiratrically nonlinear solution is not a good approximation of the nonlinear behaviour 
for all values of a and /?.

The temperature perturbation is found from the ideal gas law (1.8):

p  = ( 7 - l ) ^ .  (4.69)io Po
As (5 tends to zero. Expressions (4.63) and (4.67) tend to Expression (4.17). This is easily 
seen considering

lim A± (X, T) =  -  i  X  erf (T) . (4.70)

For the case of a finite plasma /?, the density can never locally become infinite. Expression 
(4.67) does not contain a secular term.

In the cold-plasma limit, the time tgep is defined as the time it takes for the cross- 
ponderomotive force to become one order of magnitude less than the force of the pondero
motive wings, in effect, the time needed for the two Alfvén pulses to split up. We claimed
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F ig u re  4 .12 : A  plot o f the longitudinal velocity Vx and density p. T he top panels show the spatial 

behaviour at the tim e V 0i</A x=4.5. T he b ottom  panels show the early tim e evolution  o f the velocity  

Vx at x /A x = 0 .5  and the density p at x /A x  =  0. T he crosses are the full num erical result. The 

solid line is the qusulratically nonlinear solution (4.17). We have chosen the param eters a= 0 .1  and fS=0.1.
that as long as the density perturbation remains smaller in magnitude than the linear solu
tion, before the time tgep, the ponderomotive wing solution, which travels with the Alfvén 
speed, can be treated separately from the remaining solution which is stationary. This 
introduced an upper limit for the amplitude parameter a. In the case of a finite plasma 
/?, this remaining solution travels at the sound speed. It therefore takes longer for the 
ponderomotive wing solution to separate from the remaining solution. In the time t, the 
Alfvén pulses have travelled a distance of xa = and the sound pulses have travelled a 
distance of Xs =  Cat. We impose that the distance between the two pulses is at least the 
distance VAtaep- Therefore we find the new separation time

âep,P — VAtaep _ ''sep (4.71)Va — Cs\ I 1 — I 

The solid line in Figure 4.13 shows the upper limit for a for which Condition (4.18) is
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F ig u re  4.13: Solid line: A plot o f the m axim um  am plitude a as a function o f the param eter 0  for 

which the density perturbation (4.67) becom es o f the sam e order as the linear solution (4.9) w ithin  

the tirne span t$ep,p- Dashed line: T h e curve in the param eter space (/?, o) where t,ep,$ =  tsc- T he  

dotted  lines represent the curves where one tim e is one order o f  m agnitude larger than the other.

satisfied, on substituting Expressions (4.67) and (4.9). For small values of /3, the maximum 
amplitude tends to the value 0.48 as obtained in (4.19). When /? increases, the maximum 
amplitude a decreases. This is because the maximum density in the time interval [0, tgep̂ p] 
increases with decreasing /?. If a is much smaller than this upper limit, the nonlinear 
behaviour of the solution travelling at the Alfvén speed can be treated separately, at all 
times, from the remaining solution which travels at the sound speed.

4 .4 .3  S e lf-m o d e r a tio n  o f  A lfv é n  p u lses

The investigation of the self-moderation of a travelling Alfvén pulse of finite amplitude 
in a finite-plasma-/3 medium is a trivial extension of the cold-plasma case. We consider a 
single pulse as defined in Expression (4.23). From Expressions (4.66), (4.67) and (4.68), the 
corresponding quadratic nonlinear solution is easily found:

2Vx,2Va = T 1
( # ) ' (4 .7 2 )
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7o ~  2 (1 - /3 )  ( b o " )  ’

S =  2 (1^  (ÿ) •

In all formulae from Expression (4.25) to (4.33), the hnite-plasma-jd result is obtained by 
substituting a by a/(1 -/)). We find that the Alfvén pulse is governed by the Cohen-Kulsrud 
equation:

^  ̂  4(1̂ ^  d )
which has the implicit solution

ÿ  . (4.76)

The shock-formation time is equal to:

3̂w mm ^±
_ , ,,..1 ,2  

4(l-/3) \ t x

(4.77)

I T = 0

In the case of a Gaussian profile, the shock forms at the time VATgyj/Ax = {2 /̂ë/3{l -  
/5))a”  ̂ «  1.1 a“^/(l — /3). The effect of a finite plasma /3 compared with the cold-plasma 
limit, is to lengthen the time for the Alfvén pulse to shock. This expression is also equal 
to the typical length-scale £/Ax over which the shock amplitude decreases, converting hy- 
dromagnetic wave energy into heat.

4 .4 .4  S e lf-m o  d era tio n  o f  so u n d  p u lses

The quadratic nonlinear solution (4.66) contains two slow pulses which travel away from 
the origin in opposite directions. The higher nonlinear terms on the right-hand sides of 
Equations (4.2) and (4.4) modify this result. Therefore we compare the time-scale of these 
higher nonlinear terms with the time-scale for the two sound pulses to separate.

The time it takes the pulses to separate by a distance L is equal to

tsep,, = L/2Cg . (4.78)

We impose a condition for the two slow pulses to have separated, that the distance L has 
to be at least equal to VAtgcp. When C  1, the sound pulses take longer to separate than
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Figure 4.14: Solid line: A plot of the time T,t%uâ  as a function of the parameter p. Dashed line: 
A plot of the time r,u,â  as a function of the parameter /?.

the Alfvén pulses: >  taep,̂ - By comparing the nonlinear inertial term poVx,2dvx,2/dx
with the term podvx,2/dt, we see that it acts typically on a time-scale proportional to a~̂ . 
This term is responsible for compressing or rarefying the velocity profile. In the cold-plasma 
limit it is responsible for establishing a shock at the centre at the time t̂ c (4.41). We use 
this time-scale as the approximate typical time-scale for the higher nonlinear terms in the 
finite-plasma-)9 case. We have different behaviour according to how the two time-scales 
âep,3 and tgc compare. This translates into the ordering of the parameters P and a with 

respect to each other and is easily seen by an order-of-magnitude comparison between the 
æ-component of the pressure force and the nonlinear inertia:

10o4 • (4.79)

The dashed line in Figure 4.13 shows the dependence of a upon P when tgep̂ a = and the 
dotted lines show when one time-scale is one order of magnitude larger than the other. If 
we keep the amplitude a constant and allow the parameter P to vary, we encounter several 
different cases. See Table 4.1 for a list of the typical times used in this chapter.
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w .  <  *.<= (/3 »  10a<)

In this regime, the quadratic nonlinear solution (4.66) is a good approximation of the full 
solution when the two slow pulses have not yet separated. Therefore the evolution of both 
pulses can, at any time, be treated separately. We investigate the nonlinear evolution of a 
sound pulse. For /) < 1 , the time tsep,p < tgep,ŝ  The ponderomotive force is therefore not 
further considered. We consider one slow pulse:

^  =  ± a ^ G  {x  ±  C a t ,  t )  , (4.80)

where the function G{s) has the profile

(4.81)
The slow time r represents the time-scale for the higher nonlinear terms. Equations (4.2) 
and (4.4), of order are:

When the secular terms on the right hand side of the previous set of equations are elimi 
nated, the well known simple wave equation for a one dimensional sound wave in a poly 
tropic gas is found (Landau & Lifshitz, 1959):

which has the implicit solution

G (^x± Cat — 2 ( 7  +  1) • (4.85)

A discontinuity is formed in Solution (4.85) when the velocity profile has an infinite gradient. 
We call the earliest time for this to occur Taaw- It is straightforward, by following the same 
procedure as in Section 3.2, to find the time Tgaw as

T„„ =  min  ̂ - 7 — — ri^rn----- ) • (4-86)
è ( 7 + l )
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F ig u re  4 .15 : A  logarithm ic plot o f the m axim um  density perturbation p'/ pqo? as a function of

the param eter p. Solid curve: m axim um  density derived from  the quadratically nonlinear solution  

(4.67). Dashed curves: m axim um  density from  Expression (4.91) for several values o f the am plitude 

param eter a. Crosses: full num erical result for a =  0.1. Diam onds: full num erical result for a =  0.3.

The time Tgaw does not depend on the sound speed. With the velocity Vx,2 of the form (4.80), 
it is only possible to determine the time numerically. Because the profile (4.81) depends 
on the sound speed, we investigate the dependency of the time on the parameter
p. This is shown is Figure 4.14. The shock time decreases with increasing P because the 
spatial profile exhibits larger graxlients with increasing p.

(/8 <  lOa"*)

In this regime the full behaviour is qualitatively the same as in the cold-plasma limit. The 
part of Solution (4.66) which travels at the sound speed remains approximately stationary 
in the time span tac- Therefore a large gradient in the longitudinal velocity at a:/Ax = 0 is 
expected to form, producing, locally, a large enhancement in density which is larger than 
predicted by the quaxlratically nonlinear solution (4.67). We estimate the maximum density 
using Expressions (4.40) and (4.45) from the cold-plasma case. The pressure gradient is
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then approximately equal to

dp JPoVo'tdx ^ (l-\-Vo'{t -taep)y '

The functions vq and vq" are equal to Expression (4.37) and its second derivative respec
tively. The ratio between the pressure force and the nonlinear inertial term is then

- H
-pOVx^ VqVo'{1Vo'{t-tsep)) '

The earliest time (say, tac,p) at which this ratio is of order one is equal to:

tsc,p — min  ̂ I . (4.89)[ -  ^0 )
In the cold-plasma limit, the time tac,p tends to the shock time tac- For Gaussian-shaped 
pulses, the time tac,i3 is

 ̂ , 00 • (4.90)

From Expression (4.45) the maximum density is estimated to be

(4.91)

Because the density grows basically as Expression (4.91) is quite sensitive to small 
changes in the time tac,p- Nevertheless the proportionality of remains.

Figure 4.15 shows the maximum density (which always occurs at x/Ax = 0) as a function 
of the parameter p. The crosses and diamonds are the full numerical result for different 
values of a. The solid line represents the result derived from the quadratically nonlinear 
solution (4.67), which as expected, only fits the numerical result well in the regime where 
P > lOâ . There the maximum density is approximately proportional to a?P~̂ !'̂ . When 
P <K lOâ , Expression (4.91) (dashed curves) fits the numerical result well. For a particular 
value of a, the transition between the two regimes occurs where the solid and dashed curves 
intersect. This corresponds approximately to /3 ^  lOâ . This transition is very smooth. 
The result of the tendency of the nonlinear inertia to form a discontinuity in the velocity, is 
to increase the density more than was predicted by the quadratically nonlinear result. For a 
= 0.3 and p = 10“ ,̂ we see that the maximum density is double that what the quadratically 
nonlinear solution predicted.
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Even though the approximation used to obtain the velocity and density (as discussed 
in Section 3.3) starts diverging from the numerical result for a > 0.2, when looking at the 
dependency of the time tgc on o, it is still a good approximation for higher values of a when 
determining the maximum value of the density. The numerical scheme runs into trouble 
when the gradient in the velocity becomes too large. The loss in accuracy in capturing 
this gradient is reflected by the failure to conserve energy, Hence the obtained results are 
invalidated. This occurs for a=0.3 when p < 10" .̂

Figure 4.15 can also be used to show the maximum temperature perturbation of the 
plasma, by using Expression (4.69).

Eventually the non zero pressure force will counteract the plasma flow set up by the 
ponderomotive force and carry the density perturbation away from the centre. The spatial 
profile of the sound pulses will be very different from the shape (4.81).

The developed large gradient in velocity will also make viscous processes more important. 
We estimate the viscous stress, with the classical form (Landau & Lifshitz, 1959), to be:

-  ( f p W  . (4-92)

where u is the kinematic viscosity coefficient. The viscous stress will eventually become of 
order one as well, compared with the nonlinear inertia, but we do not consider it here because 
we assume the pressure force to be more important. This can be seen from comparing the 
pressure force to the viscous stress:

If

with Re equal to the Reynolds number, In the solar corona, for example, the number Re /? io 
of the order 10-100. The ratio (4.93) will become larger than unity on a much quicker time- 
scale than the process of the formation of the large velocity gradient. Therefore the pressure 
force is more important than the viscous stress in halting the secular density growth.

~  tac (P ~  lOa'̂ )

The time-scales for the nonlinear behaviour and the travel time of the slow pulses are similar. 
The slow pulses have nonlinearly evolved substantially before the time t̂ cp.s- Therefore the 
quadratically nonlinear solution (4,66) does not reflect the correct shape of the sound pulses
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Dashed curve: quadratically nonlinear solution (4.66).

once the two slow pulses have split up. Figure 4.16 shows this clearly. The shape of the 
slow pulse is modified with respect to the profile (4.81). The early nonlinear interaction, 
when the two slow pulses have not yet separated, has increased the slope of the pulse in the 
direction of propagation and has flattened the others.

4.5 EUiptically polarized Alfvén pulses

In this section we consider an elliptically polarized Alfvén pulse for the same model and we 
shall show that this case is qualitatively the same as the case of a linearly polarized Alfvén 
pulse. We take plasma perturbations in the y- and ^-directions into account. Equations
(1.26)-(1.2S) reduce to:

= - A w ,dt dx
. _  /

Po

dt
diTj_dtdj/dt

dx

B o d B 'fjLo dx 
+ 7 P o ^

dt,dj/ dx
dxd Kdt

~ dz
=  0 ,

(4.94)

(4.95)

(4.96)

(4.97)

(4.98)

140



(4.99)

The vectors and B'̂  contain the components of the respective vector fields which are 
perpendicular to the equilibrium magnetic field. The system of equations (4.94)-(4.99) 
has basically the same form as the system of equations (4.1)-(4.6). The first-order terms 
in Equations (4.96) and (4.99) combine into an equation for elliptically polarized Alfvén 
pulses:

\ A 2  '

Bi,i =  0 . (4.100) ----- V-.dt  ̂ ' d̂x̂
We choose a solution of this equation which satisfies the initial conditions fii,i(i = 0) =  0, 

= 0) = 2ayVATy{x 0̂) and = 0 ) =  2 ô %4.7^ (z,0):

= ay [ v̂ (a; +  r) -  Ĵ y (.t -  V/ii, r)] ,

{x -h VAt, t )  -  T^{x- VAt, r)] . (4.101)

The second-order ponderomotive force —{dB\ /̂dx)/{2fio) is equal to the superposition of 
the second-order ponderomotive force of the y- and ^-components of the Alfvén pulse, which 
each have the same form as Expression (4.11), but for a different pulse shape. The second- 
order longitudinal velocity and density perturbations are equal to the superposition of the 
responses to the ponderomotive force of each component. When the functions Tŷ z have a 
typical pulse shape, we expect qualitatively the same results for the nonlinear evolution of 
the central density perturbation in the cold-plasma limit and the slow waves in a plasma 
of finite plasma /?, as for the case of a linearly polarized Alfvén pulse. When the functions 
Tŷ z both have the shape of a Gaussian pulse (4.10), the second-order ponderomotive force 
is exaxitly the same as Expression (4.11) with = aj -f- â . Consequently, the nonlinear 
behaviour of the longitudinal velocity and density perturbations is similar to the case of a 
linearly polarized Alfvén pulse.

Cohen & Kulsrud (1974) showed that the nonlinear evolution of a travelling elliptically 
polarized Alfvén pulse, either travelling in the positive or in the negative æ-direction, of the 
form

= ayTy (æ 4- VAt, r) , = üzTz (z + VAt, r) , (4.102)

is given by the Cohen-Kulsrud equation:

^  ^  4 ( î : ^ ^ 4  =  0 .  (4.103)
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Equation (4.103) reduces to the scalar Cohen-Kulsrud equation (4.75) when setting the y- 
component of the magnetic field perturbation to zero. Equation (4.103) is transformed into 
two equations for the direction n =  &nd transverse field magnitude 6 =  Bj_

db 4 { l - P ) B f  dx dn 1 =

0 , 

0 .dr ^ 4(1 -  I3)B̂  dx 
The solution to Equation (4.104) is straightforwardly found to be:

3

(4.104)

(4.105)

b = (X  +  V A t  ± X  -f  V A t  ±
1/2

4(1 -  P)Bl V  ' ' ' ' " T  ' ^ 4(1 -  p)Bt
(4.106)

We shall not consider Equation (4.105), which is more difficult to solve. Instead we consider 
the specific case that the functions Ty and Tz equal to each other. The components of 
the magnetic field perturbations are proportional to the transverse field magnitude 6 and 
the direction n is a constant. Equation (4.105) is trivially satisfied. The evolution of the 
transverse magnetic field perturbation components is easily derived from Expression (4.106):

B
(X  -b V A t  ±

’

B4 { 1 - 0 ) B f J  ' Bo V" ' ' " " ^ 4 ( 1 - '
(4.107)

A shock is formed when the spatial gradient becomes infinite for the first time. The method 
of derivation of this shock-formation time is identiccil to the one we have used before. We 
find that the shock-formation time for this case is the same as Expression (4.77) with the 
difference that the variable B̂  i is replaced by Bj.

X  4- V A t  ±
■

4.6 Discussion

This chapter puts forward a model for describing the weakly nonlinear behaviour of finite 
amplitude Alfvén pulses, linearly polarized in the z-direction. We showed that there is ex
cellent agreement between the analytical and numerical results. Va,ria,tions in the directions 
perpendicular to the background magnetic field direction are neglected. Perturbations of 
the plasma and the magnetic field in the z-direction are taken into account and those in 
the y-direction are taken to be zero. When, initially, a pulse in the transverse velocity or 
displacement is excited, two Alfvén pulses are created which travel in opposite directions
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along the background magnetic field. The ponderomotive force that is associated with this 
magnetic disturbance is of order â . It excites longitudinal plasma flows and density pertur
bations. The ponderomotive force has three contributions: the first two terms contain only 
the magnetic perturbation of either the pulse travelling in the positive direction or of the 
pulse travelling in the negative direction (ponderomotive wings). The third term consists of 
a combination of the magnetic perturbation of both the pulses (cross-ponderomotive force). 
It decreases quickly to zero as the two pulses separate. We have studied the cold-plasma 
limit as well as the finite-plasma-/) case, the former case giving us a first idea of the nonlinear 
processes involved.

We defined a time taep a-t which the cross-ponderomotive force becomes at least one 
order of magnitude smaller than the ponderomotive wings. We also took into account the 
spatial separation between part of the quadratically nonlinear solution travelling at the 
Alfvén speed (Alfvén wings) and the part travelling at the sound speed (slow wings). This 
modifies the time taep to taep,p. From the quadratically nonlinear solution, we found an 
upper limit for the amplitude parameter a for which the perturbed density remains of order

for times earlier than time tscj>,p‘ Within this limit the problem is split up into three 
parts. The initial behaviour {t < tgep̂ p) is well represented by the quadratically nonlinear 
solution. After that time the nonlinear evolution of the Alfvén wings and the slow wings 
can be treated separately.

For the Alfvén wings we found that the shape of the Alfvén pulse is governed by the 
scalar Cohen-Kulsrud equation. The leading side of the Alfvén pulse steepens into a shock 
front on a time-scale which is inversely proportional to â .

In the cold-plasma limit the slow wings reduce to a stationary profile, centred at the 
position a; =  0. The excited plasma flow profile is such that it pushes mass together at 
the position x/Ax = 0. The nonlinear evolution of this flow profile is well represented by 
the solution of the forced simple wave equation (4.43), which we solved numerically by the 
method of characteristics. The profile forms a discontinuity in the flow velocity Vx on a time- 
scale which is proportional to â . At the position x/Ax =  0 the density becomes infinite. In 
reality this cannot occur. Eventually the kinetic pressure and viscosity, no matter how small 
they might be, will counteract the build-up of the large gradients in the flow velocity. It is 
therefore a necessary next step to include the plasma pressure in the calculations. In the 
flnite-plasma-/) case, we therefore se e  a  b u ild -u p  of p ressu re to  c o u iile r a c l th e  es ta b lish ed
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inertia of the plasma. Two slow pulses are created which travel away from the centre. The 
further nonlinear evolution of the slow pulse is governed by the simple wave Equation (4.84). 
The part of the profile where the density decreases in the direction of propagation steepens 
into a shock on a time-scale which is inversely proportional to â . This shock time only 
depends on the plasma P through the shape of the sound pulse. We distinguished three 
cases according to how the time-scale of the nonlinear inertia and pressure force compare. 
When tacp,s (gc, the nonlinear inertia has a negligible effect during the period before 
the two slow pulses have separated, so that the quadratically nonlinear solution describes 
the behaviour during that time. The nonlinear evolution of each slow pulse is treated 
separately. The majdmum density is given by the maximum density of the quadratically 
nonlinear result (4.67). When tacj>,a tac, the nonlinear inertia pushes mass together, at 
x/Ax = 0, until the density has become so high that the pressure force becomes of the same 
order as the nonlinear inertia term, resisting any further compression. The behaviour up 
to that point is well described by the results for the cold plasma. The maximum density is 
given by Expression (4.91), which is, in its range of applicability, higher than the maximum 
density calculated from the quadratically nonlinear Expression (4.67). When taep,a tac the 
nonlinear inertia term and the pressure force act on the same time-scale. The slow pulses 
have a modified shape compared with that given by the quadratically nonUnear solution. 
Before the time the two pulses split up, the gradient steepens in the direction of propagation.

For values of the amplitude parameter a close to, or exceeding, the upper limit (4.18), 
our model becomes inadequate, mainly because each Alfvén pulse is modified by the pon
deromotive response of the other pulse and the cross-ponderomotive response.

When we consider elliptically polarized Alfvén pulses, the evolution of a central density 
perturbation in the cold-plasma limit and slow waves in a plasma of finite plasma P is 
qualitatively the same as for the case of linearly polarized Alfvén pulses because the second- 
order ponderomotive force has the same form in both cases.
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Chapter 5

The dissipative instability o f the  
M HD tangential discontinuity

5.1 Introduction

Coronal holes are the source of the steady, fast solar wind. This solar wind reaches typical 
speeds of 400-800 km s“ .̂ On the boundary between coronal holes and active regions, 
there exists the possibility of the development of a Kelvin-Helmholtz instability. In this 
chapter we model the coronal hole boundary as a tangential discontinuity. We study the 
stability of MHD surface waves on a single interface in the presence of a shear flow and 
weak dissipation.

Magnetohydrodynamic surface waves are intrinsically compressive (Wentzel, 1979). In 
the case of finite compressibility, there are two types of surface waves: ‘slow’ and ‘fast’ 
surface waves (e.g. Somasundaram & Uberoi, 1982). They have been studied in the in
compressible limit (the sound speed considered infinite) by e.g. Chandrasekhar (1961) and 
Gerwin (1967). In this limit only one surface mode is present, which is often called the 
‘Alfvén ’ surface wave (Roberts, 1981).

The compressible case has been investigated by Wentzel (1979), Roberts (1981), Hasegawa 
h  Uberoi (1982), Somasundaram & Uberoi (1982), Miles & Roberts (1989), Jain & Roberts 
(1991) and Gonzalez & Gratton (1990).

MHD surface waves can be dissipated, by for example, viscosity, heat conduction and ra
diation. Therefore they have been considered in the context of the coronal heating problem:
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lonson (1978), Wentzel (1979), Gordon & Hollweg (1983) Lee & Roberts (1986), Steinolfson 
et al. (1986).

The Kelvin-Helmholtz (K-H) instability occurs in plasmas whenever a shear flow is 
present, with a variance in the flow speed in the direction perpendicular to the flow. A 
commonly studied case is that of a discontinuity in the flow speed across the interface 
between two plasmas.

A well-developed branch of the study is that of MHD incompressible modes in relation to 
the K-H instability. Early work was done by Chandrasekhar (1961), Sen (1963) and Gerwin 
(1967). More recent work has been carried out by e.g. Mundie (1998). The incompressible 
limit, though, is not a good approximation of the solar coronal plasma.

The effect of compressibility in the context of the K-H instability has been investigated 
by Fejer (1964), Sen (1964), Duhau & Gratton (1973), Ruderman & Fahr (1993, 1995) and 
Gonzalez & Gratton (1994a,b). Finite compressibility introduces new regimes of stability 
and instability. In particular, there is a regime of instability for which the threshold speed 
is below the threshold speed of the incompressible case (Fejer, 1964; Duhau & Gratton, 
1973).

The MHD K-H problem is studied in a wide range of applications. Dungey (1955) 
first suggested that the boundary of the Earth’s outer magnetosphere is subject to a K-H 
instability. Southwood (1968), Ong & Roderick (1972) and Lee & Olson (1980) and Pu 
&: Kivelson (1983) worked further on this concept. The stability of the heliopause has 
been studied by Baranov (1990), Baranov, Fahr & Ruderman (1992), Ruderman & Fahr 
(1993) and Ruderman & Fahr (1995). The K-H instability has been studied in pulsar 
magnetosphere models by e.g. Ershkovich & Dolan (1985). Relativistic K-H models have 
been put forward by e.g. Turland h Scheuer (1976), Blandford & Pringle (1984) and Fiedler 
& Jones (1984), in connection with extragalactic jets.

In this chapter we include the effects of viscosity and thermal conduction in the problem 
of stability of MHD surf «ice waves. MHD surface waves have been considered as a possible 
candidate for coronal heating, their energy being dissipated as heat, [e.g. lonson, 1978; 
Gordon & Hollweg, 1983; Steinolfson et al., 1986; Ruderman, 1991), but the damping rate 
has been found to be too small. Resonant absorption has been considered to enhance the 
damping rate of surface waves [e.g. lonson, 1978; Rae & Roberts, 1982; Lee & Roberts, 
1986; Davila,, 1987; Hollweg, 1987a,b). Ruderman (1992) considered nonlinear surface wave-
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steepening as another mechanism for increasing the damping rate.
Dissipation can also lead to instability, in the presence of an equilibrium flow, with a 

threshold speed below the K-H threshold (e.g. Cairns, 1979; Ruderman & Goossens, 1995; 
Ruderman et al., 1996; Joarder et al, 1997). Ruderman, Verwichte, Erdélyi & Goossens 
(1996) (hereafter called RVEG) showed, in both the incompressible and cold-plasma limits, 
that the presence of weak dissipation and an equilibrium plasma flow can lead to waves 
with growing amplitudes. Ryutova (1988), Ruderman & Goossens (1995) and Joarder et 
al (1997) use the concept of negative energy waves (Cairns, 1979; Ostrovskii et al, 1986) 
to investigate flow instabilities. Hollweg et al (1990), Yang & Hollweg (1991) and Tirry 
et al (1998) studied the effect of an equilibrium flow on resonant absorption and found 
conditions for instability, which they related to the existence of negative energy wavcs;

In both the cold-plasma and incompressible limits, though, the contribution from ther
mal conduction vanishes. The solar corona is a plasma with a low plasma p. The cold- 
plasma limit is often chosen for modeling the corona. In this limit, though, thermal con
duction, which ic expected to bo at least ao important as viscosity for surface waves in the 
corona (Ruderman, 1991), cannot be included in a model for surface waves in a consistent 
manner. Therefore it is necessary to study the corona as a plasma with a low, but finite 
plasma p. In this chapter we shall use the dispersion relation derived by RVEG to inves
tigate the influence of compressibility on the dissipative instability of waves on a single 
interface in a plasma of low but finite plasma p.

In Section 2 we present the model of a single interface and put forward the MHD 
equations used. In Section 3, we derive from the linearised MHD equations an ordinary 
differential equation in the velocity component normal to the interface, which governs the 
compressive MHD waves. We discuss the possible classes of wave behaviour. A dispersion 
relation, which governs the behaviour of surface waves in a weakly dissipative environment, 
is derived. In Section 4 we focus on a specific case, which is described by fewer free pa
rameters, and which is put forward as a model of a coronal hole boundary. We shall show 

that the roots of the ideal dispersion relation are governed by a fourth-order polynomial in 
a quantity from which the frequency can be calculated. We discuss the surface wave so
lutions graphically (Chandrasekhar, 1961), before studying them analytically. The surface 
wave solutiono are calculated by an cxpancion procedure from the cold- plasma oolutionSj 
where the plasma ^ is  a small p a ra m eter . W e s tu d y  two In tervals of K-H in sta b ility , an d
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the dissipative instability due to viscosity and thermal conduction. In Section 5, the an- 
aiyticaJ results are compared with the solution obtained by solving the dispersion relation 
numerically. We discuss the relevance of our results to the solar corona.

5.2 M odel

A cartesian coordinate system (z, y, z) is used. We consider two plasmas, separated by 
an interface, which is a tangential discontinuity, defined as z = ^(z,y,t) and which moves 
with a velocity w. The subscripts ‘1’ and ‘2’ refer to plasma quantities at z <  ̂ and z > 
C, as shown in Figure 5.1. Equilibrium plasma quantities are uniform and denoted with an 
index ‘O’. The interface has a zero thickness, which eliminates the possibility of resonant 
absorption (e.g. lonson, 1978; Rac & Roberts, 1982; Lee & Roberts, 1986; Davila, 1987; 
Hollweg, 1987a,b; Goossens et al., 1992; Tirry et ai, 1998). The equilibrium position of 
the interface is z = (̂ o = 0. We consider, in both media, equilibrium magnetic fields Hq,i, 
Bo,2 and equilibrium flows uq,i, uq,2, which are parallel to the discontinuity surface. A 
tangential discontinuity does not permit exchange of matter between the two media. It 
is then possible to have a density jump across the surface. The jump-conditions for a 
tangential discontinuity are given in Chapter 1 .

o.t
(2)

o.t

( 1)

F ig u re  5.1: M o d el o f  th e  laiigeiiL ial d lscoiiL iiiuity.
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plasma quantity active region coronal hole
Temperature T (K) 2 X 10® 1 X 10®

Number density n (m“ )̂ 3.0  X 10^® 1 X lÔ '̂
Magnetic induction B (T) 5 X 10-® 1 X 10-®

Alfvén speed Va (km s“ )̂ 2.0  X 10® 2 .2  X 10®

Plasma (5 1.7 X 1 0 -2 0 .7  X 1 0 -2

Scale height A (km) 1.2 X 10® 0.6  X 10®

Coulomb mean-free path I (km) 1.1 X 102 7 .6  X 102

Electron collision time Tg (s) 1.3 X 1 0 -2 0 .140

Ion collision time (s) 0.6 5.9

^ce^e 1 X 10^ 2 X 10^

3 X 10® 6 X 10®

Kinematic viscosity coefficient v (m ŝ“ )̂ 8 x  10® 4 .7  X 10^®

Thermal diffusivity %(m̂ s'"̂ ) 5 X 10^^ 3 X 10^1

Reynolds number Re 1 X lO'* 0.2  X 10^

Péclet number Pe 2 .0  X 102 4 X 10^

Magnetic Reynolds number Rm 1.4 X 10^^ 5 X 10^®

Prandtl number Pr 2 X 1 0 -2 2 X 1 0 -2

Magnetic Prandtl number Pm 1 X 10^° 2 X 10^°

Pr /? - ! 1.3 3.1

T ab le  5 .1: Typical values o f relevant physical quantities at the base o f a coronal hole and an active 

region. B raginskii’s (1965) form ulae are used to  calculate the transport coefficients. We take the 

Coulom b logarithm  equal to  20 and choose a typical scale-length L = 50000 km  to calculate the 

dim ensionless numbers.

We consider a one-fluid model, i.e. we assume that the properties (temperature and 
density) of all species of particles are approximately the same. We discuss the relevant 
plasma quantities. Table 5.1 gives typical values of the relevant plasma quantities at the 
base of a coronal hole and an active region (Hollweg, 1985).

The plasma motion can be described by magnetohydrodynamics if the characteristic 
length-scale, L is much larger than the mean-free path of ions. Or, equivalently, if the wave 
period is much larger than the ion collision time r,-. We neglect gravity and assume that
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the plasmas are homogeneous, which is a valid assumption when the characteristic length- 
scale is much smaller than the coronal scale height A, which is defined as kbT/fimig ( g is 
the gravitational acceleration at the solar surface, and is equal to 274 ms“ )̂. The wave 
oscillation period F of a disturbance is approximately given by the ratio of its wave-length 
L and phase speed Va- Our model is therefore, using Table 5.1, valid in the following spatial 
and temporal validity range (Ruderman, 1991):

f € <  L <  A ^  lO^km <  L <  10®km
1 A * (̂ "1)<=> l s < P < 5 0 s

There is an extensive set of coronal oscillations with periods in this range (see e.g. Laing, 
1996 for observational references).

From Table 5.1 we see that in the corona the gyro-frequency is much larger than 
the collision frequency The plasma is strongly magnetised. This means that ions
spriral many times around the magnetic fieldline between collisions, which is then also true 
for electrons, since WcgTg 3 > Wc*n. Therefore thermal, viscous and magnetic diffusion are 
expected to be highly anisotropic (Braginskii, 1965).

We discuss the importance of thermal, viscous and magnetic diffusion in the corona by 
considering the following dimensionless parameters. The Péclet number, Pe, measures the 
importance of inertial terms to thermal diffusion, and is in the corona of the order of unity 
or larger. The Reynolds number, Re, measures the importance of inertial terms to viscous 
diffusion. In the corona. Re is of order 10̂ . The magnetic Reynolds number, Rm, measures 
the importance of inertial terms to magnetic diffusion and is in the corona of order 10^̂ . 
The Prandtl number, Pr = Pe/Re compares viscous to thermal diffusion and is of order 
10“2. The magnetic Prandtl number. Pm = Rm/Re compares viscous to magnetic diffusion 
and is of order 10̂ ®. We conclude from the values of the numbers Rm and Pm that magnetic 
diffusion can be neglected in the corona, with the important exceptions of current sheets 
(Priest, 1982) or phase-mixing (Heyva^rts & Priest, 1983), and that thermal diffusion is the 
dominant diffusion mechanism of the three. Hollweg (1986) stated that viscosity may, in 
so m e  circumstances, be important in the corona.

The importance of the Hall effect is measured by an order of magnitude comparison 
between the Hall term and the inductive electric field in Ohm’s law (Priest, 1982), and is 
of order WggTgRm (RVEG). In the corona, this number is of order 10“  ̂ and we therefore 
conclude that the Hall-effect is, in general, not important in the corona.
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In light of the previous discussion, we consider viscosity and thermal conduction as the 
dissipation mechanisms in our model. From the discussion in Chapter 1 , we conclude that, in 
strongly magnetised plasmas, the compressive viscosity coefficient, uq, is much larger than 
the other viscosity coefficients. Furthermore, the thermal conduction coefficient parallel 
to the magnetic field, «||, is much larger than the other thermal conduction coefficients. 
Therefore, the viscosity stress tensor and heat flux are given by Expressions (1.22) and
(1.25) respectively. The viscosity stress tensor and heat flux are highly anisotropic. The 
form of the heat flux satisfies the jump-condition (1.38).

We assume that Re >  1 and Pe 1 , so that the dissipative terms in the MHD equations 
are small compared with the ideal terms. This implies that the length-scale over which a 
wave changes due to dissipation is much greater than the wave-length of wave-oscillation. 
This is the weakly dissipative regime.

We defined the parameter /), the ratio of the squared sound and Alfvén speeds, and it is 
of the order of the plasma ft, which is of order 10~2 in the corona. The Reynolds and Péclet 
numbers are of order /?2 and (3 respectively. We shall show that the viscosity and thermal 
conduction are equally important and make contributions to the dimensionless equations of 
order /3'̂ .

We define the thermal diffusivity % as:

^ Æ
which is proportional to «|| and has the same units as the kinematic viscosity coefficient u 
{=r}o/po). The quantity Cp is the specific heat at constant pressure.

We consider the MHD equations (1.2)-(1.8). The equilibrium plasma quantities, po, Ob, 
Bq, Po and To, satisfy these equations trivially and also satisfy the jump-conditions (1.36)- 
(1.38), evaluated at the equilibrium position of the discontinuity surface, at z = 0, such 
that:

^ 0  1 ^ 0  2 , X

We co n sid er  sm a ll p ertu rb a tio n s  from  th e  eq u ilib riu m  s t a te  w hich  w e d e n o te  w ith  a prim e  

{e.g. p = po p' with | p' |<C Po)- We consider the linearised MHD equations. Therefore 
terms in the system of equations (1 .2)-(1 .8), which are proportional to a product of per
turbation quantities, are neglected. For example the expression of viscous heating, the last 
term in Equation (1.7), is neglected because its lowest-order contribution is proportional to
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Of " 0 0

Figure 5.2: Definition of the angles a, and <f>2-
M = ‘ "A,2 ̂ = M COS a  

<j>i =  (k,Bo-i^

-A-Ï+Î5J

a = (k, t7o,i -  Co,2)

<i>2 =  (t, Bo,2)
c? .

v4,2
X I - X 3

I / l+ J / j X 1+ X 2

Table 5.2: Non-dimensional parameters. 

u'2. We Fourier-anaJyse the perturbations in æ, y and t, e.g.
p\x,y,z,t) = J J J dxdydtp'{kx,ky,z,u)e'^̂ ' ~̂' *̂  ̂ , (5.4)

w h e r e  k = [kx, ky, 0). We s h a l l  u s e  t h e  S a m e  S y m b o ls  fo r  the a m p l i t u d e s  o f  t h e  p e r t u r b a 

tions as for the whole quantities in order to keep the notation simple.
At this point it is useful to introduce some more dimensionless parameters used in this 

chapter: the angles a, <f>i and <f>2 (see Figure 5.2) are the angles between the wave vector 
k and the vectors Cb,i -  vo,2, & ,i and Bo,2 respectively. The parameters rj, Pi and P2 are
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ratios which involve the Alfvén and sound speeds. Using these parameters, each Alfvén or 
sound speed can be written as a function of the Alfvén speed Va,2- The parameter M is a 
measure of the speed of the equilibrium flow. The parameter S describes the difference in 
the value of the viscosity and thermal conduction coefficient between the two media. We 
can use the same S for both cases because the viscosity and thermal conduction coefficients 
have the same proportionality with respect to the temperature and number density.

5.3 Dispersion relation for surface waves

5 .3 .1  D e r iv a tio n  o f  a lin ear  eq u a tio n  for v'

The linearised set of MHD equations (1.2)-(1.8) are

iQp' = poV.if , (5.5)

^ 4  = ~ 1̂1 “   ̂ (^0 ^

Qp' = - iC .V o V .C '-^ (£ 6o)' (7 P '-C .V ) , (5.8)

= —îBoV.tT̂  — BoC|j , (5.9)

fiB' = —Bqu' , (5.10)

( £ b ') = , (5.11)

% =

The index ‘||’ refers to the vector components parallel to the equilibrium discontinuity 
surface, which is the æy-plane. The vector bo is the unit vector in the direction of the
equilibrium magnetic field. The quantity V.t/ is equal to ik.v* -f dv' f̂dz. The Doppler-
shifted frequency, Q, the total pressure perturbation, P', and the term, Q, are

n = w — , (5.13)

f  =  p ' + : Ê A  , (5 .14)
/̂ O

Q = 3i (fc.So) (?o-W||) -  V.Û' . (5.15)
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Because we assumed that Re >• 1 and Pe 1, terms which are proportional to 
f/%, or higher orders in u or x, are neglected in comparison with the other terms. At this 
point it is useful to introduce the Alfvén frequency Qa = Va(^.6o) and the cusp (or tube) 
frequency Qg = Vc{k.bo).

The perturbed quantities need to satisfy the linearised version of the jump-conditions
(1.36)-(1.38) across the discontinuity surface. Condition (1.35) is equal to:

[{if -  vf)] .1,  =  0 , (5.16)

evaluated at z =  0. The square brackets denote the jump in the quantity across the 
discontinuity surface. The jump-condition (5.16) can be written as a function of the z- 
component of the linear displacement of the discontinuity surface

2̂,1 — 0) — ti;'(z —>• - 0) — + (uo,i-V) C — —iQiC ,

u 'i(z  =  0) =  w'̂ {z —> -po) = -b (uo,2-V̂  = —i^2C • (5.17)

The linearized condition of continuity of stresses (1.37) across the discontinuity surface is 
equal to

r R' . 1 ^
Iz = 0 , (5.18)

evaluated at z=0. With Expression (1.22) we see that Condition (5.18) is equivalent to

= 0 , (5.19)

evaluated at z =  0 .
The magnetic field perturbation is eliminated from the components of the momentum 

equation (5.6) and (5.7) by using Expressions (5.9) and (5.10):

Po ~ + *Po (k-b(  ̂bo -|- , (5.20)

Po ~̂ Pô Q̂  • (5.21)

The jump-conditions (5.17) and (5.19) and the system of equations (5.20)-(5.21) suggest 
that the normal velocity perturbation u' and the perturbation of the normal stresses P' -f 
PquQ/3 are the useful quantities with which to describe the problem (Wentzel, 1979).
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Expression for V .t/

The quantity V.tf is calculated as a function of the total pressure perturbation P'. The 
kinetic pressure perturbation is calculated from Expressions (5.8) and (5.5):

^ ~ ~ xj V.t/ . (5.22)

We assume that 0. The magnetic pressure perturbation is calculated by projecting 
Expression (5.9) onto Bq/ pqi

Bq.B' poVlPo n
with bo.if calculated from Equation (5.20):

[*v.0'+ (So.e') (r.So)

(fc.ïo) wj (feo u*) = —Ç -^ P "  + i (ï.Jo)

(5.23)

^.u' . (5.24)

An expression for the total pressure is found by summing up the expressions for the kinetic 
pressure (5.22) and magnetic pressure (5.23), from which the quantity V.u' is eliminated:

V.tT = l - 2 i ^ S K , u  + i^K^X (5.25)/’o W  + C |)C

which shows that the quantity V.t/ is proportional to the total pressure perturbation 
(Lighthill, 1960). The quantities A, C, D, S, Ky and are defined as:

D
A -  3Ci ( I S o y )  ’ 

D = Q*~ (c? +  V |) k̂ Sî  +  c y jk ^  (fc.5o)  ̂ =  (n* -  fi?) -  (ij,) ,

SiA ( iî‘ -  3C,̂  ( k . io ) y  _ (y -  l)n^AC^ (k lo y  
~  3 (Cf + Vl) CD ' -  ~ ~ 2 ^ f f r ÿ q f c D ~  ' (5.26)

The product 5/1’̂  does not depend on the term A and the solution ÇP =  is still allowed. 
Expression (5.25) is singular at _  ^2  The thermal conductive contribution is equal 
to zero when the wave propagates perpendicular to the equilibrium magnetic field and it 
tends to zero in the incompressible and cold-plasma limits.

The quantity Q (5.15), using Expressions (5.24) and (5.25), is written as a function of 
the total pressure perturbation as well:

Q =  —3*.SK.p,
Po

(5.27)
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E q u a t io n  f o r  vj

Expressions (5.25), for V.u', and (5.24), for îo.v'are eliminated from the system of equations 
(5 .20)-(5 .21) in favour of the normal velocity perturbation u' and stress P* + p̂ vQ/Z'.

P oA ^  = - iU r^(p+^povO \  , (5.28)

—ÏÎ2”  ( p *  +  =  P oA  , (5.29)

with
= r§ (1 + ,v /f . +  ixK̂ ) , rl =  . (5.30)

Elimination of P' from Equations (5.28) and (5.29) leads to a single second-order ordinary 
differential equation for Ug:

f ë  -  r v j  = 0 .  (5.31)

This equation has the same form as in the ideal case (Roberts, 1981; Miles & Roberts, 
1989), with the one difference that the function is modified by dissipative terms which, 
by assumption, are small compared with the ideal terms.

The importance of the viscous contribution compared with the thermal conductive con
tribution is measured by the ratio:

We see that this ratio is proportional to Pr rather than Pr. For coronal conditions, 
we see from Table 5.1 that Pr «  1 (Ruderman, 1991), so that viscosity and parallel 
thermal conduction are of equal importance. We have assumed that fl ~

When ÇP =. the first factor of Equation (5.31) is equal to zero. This describes an 
Alfvén wave. Equations (5.25) and (5.29) show that this mode is incompressible and does 
not perturb the total pressure. The normal component of the velocity perturbation u' is 
arbitrary (Roberts, 1981). We shall not consider this solution in our further analysis.

The second factor of Equation (5.31) is a second-order ordinary differential equation 
describing magneto-acoustic waves. This can be seen by rewriting the expression for Pq in 

(5.31) as a second-order polynomial for

Î2" -  (c‘ +  vi)(*'* -  rg)n^ -  ĉ (k̂  -  rg)n% =  0 , (5.33)
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which, when Fj < 0 , has the form of the dispersion relation (1.60), for magneto-acoustic 
waves propagating in a homogeneous medium. The wave modes governed by this equation 
are intrinsically compressive. It can be seen from Expressions (5.25), (5.28) and (5.29) that 
V.t/ =  0, implies that P' =  0 and hence u' = 0. Therefore these types of wave modes are 
only present when V.u' /  0.

Equating the second term of Equation (5.31) to zero gives the solution

i g = -iQ 2 (a+,2 +  « -,2  , (5.34)

in each medium respectively. The coefficients a±,i,2 are the integration constants, which 
are determined by imposing the linearised version of the jump-conditions (5.17) and (5.19) 
across the interface. The total pressure perturbation and the quantity Q are eliminated from 
the jump-condition (5.19) in favour of the normal velocity perturbation by using Equations
(5.27) and (5.28):

r 1 A Hi}'
= 0 . (5.35)1 poAdv' '̂iQ p2 dz

Imposing the jump-conditions (5.17) and (5.35) on the solution (5.34) at z=0, we obtain 
the following system of equations for the constants a±,i,2:

PiP̂o,iAi (5.36)

with the functions F and G defined as:

F(«,fc) =  +  , G{w,k) =  . (5.37)

This system of equations describes surface modes and the reflection and transmission of 
propagating waves. A similar system of equations to (5.36) has been considered in an ideal 
plasma by e.g. Gonzalez & Gratton (1991,1994a). To the system of equations (5.36) we 
add the boundary condition that the solution u' remains finite in the limit of z tending to 
infinity.

5.3.2 Classification of wave m odes 

Behaviour of the function P

From the conditions Re >  1 and Pr Re >  1 follows that | |<C 1 and | 1"̂  1-
Therefore, the behaviour of %(P̂ ) is approximately that of %(Po). Without loss of generzdity,
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ru (f>=T\/2

F ig u re  5.3: P lot o f the function Fg as a function o f for the angle  ̂ = 0 and the inset plot

shows the loci o f Fo=0 as a function o f the angle <f>. T he shading denotes regions where Fg > 0. In 

both  plots P =  0.7.

we choose K(F) > 0, which means that also 3?(Fq) > 0. The function %(F) is approximately 
equal to:

r  =  ^  ( l  +  j i u K  + \ i x K x )  ■ (5.38)

We have different types of mode according to the sign of the function Fg. The function 
Fo has been studied by many authors {e.g. Roberts & Webb, 1978; Wentzel, 1979; Soma- 
sundaram & Uberoi, 1982; Cally, 1986) in an ideal, static medium and extended to include 
an equilibrium flow by e.g. Gonzalez & Gratton (1994a,b).

The function 3?(Fq) has a singularity at and has roots at = Ûj and
= Çïjj. It is positive in the domain (—oo, 0^) U (Qj, Qjj) and negative elsewhere. This is 
illustrated in Figure 5.3, w hich  p lo ts  th e  fu n ctio n  Fq as a  fu n ctio n  o f  T h is  p lo t is in 
principle the same as Figure 1.2, which plots the frequency w^asa function of kj, =  3f(Fo). 
The sign of Fq only changes when the frequency w is real.

Firstly, we consider the case in which the frequency w is real, which means that the 
function Fq is real as well. The case Fg > 0 (%(Fo) > 0) corresponds to a solution that
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does not propagate in the ^-direction. Instead, the ideal solution of the normal velocity 
perturbation u' consists of a linear combination of exponentially decaying and growing 
solutions. In order for the velocity to be finite for z tending to infinity, the integration 
constant in front of the relevant diverging term is set equal to zero. The function T~̂  is the 
penetration depth of the mode in the z-direction. We call the cases G (0, and G 
(fîj, Qjj) the ‘slow’ and ‘fast’ evanescent perturbations respectively (Gonzalez & Gratton, 
1994a). The dissipative contribution ensures that Ù(F) /  0, so that a small oscillatory 
modulation is added to the evanescent profile of the ideal solution.

The case Fq < 0 (3%(Fo) = 0) corresponds to a wave propagating in the z-direction. The 
ideal solution for the normal velocity perturbation u' consists of a linear combination of 
an incoming and outgoing plane wave. From comparing Equations (5.33) and (1.61), and 
Figures 5.3 and 1.2, we see that the cases e (Ô , Hj) and > Qjj correspond to a slow 
and fast branch respectively for waves propagating in an ideal, homogeneous medium. The 
fact that %(Fo) = 0 does not imply that %(F) = 0. The dissipative contribution adds to the 
ideal solution a small modulation to the oscillatory behaviour, which is either evanescent or 
growing. In order for the velocity to be finite as z tends to infinity, the integration constant 
in front of the relevant diverging term is set equal to zero.

Secondly we consider the case in which the frequency w is complex. The function Fq is 
complex and 9%(Fo) > 0. The ideal solution of the normal velocity perturbation u' consists 
of a linear combination of terms which are either evanescent or growing, modulated by an 
oscillation. In a similar manner to that of the previous case, the part of the solution that 
diverges as z tends to infinity is eliminated by setting the relevant integration constant 
equal to zero. Because the dissipative contribution is considered small compared with the 
ideal terms, it does not transform an evanescent term into a diverging term and vice versa.

Two interesting limits are the incompressible and cold-plasma limits, which correspond 
to the ratio CsIVa tending to infinity and zero respectively. In the incompressible limit, the 
quantity Fq = and the characteristic frequencies are equal to = 0 and Qjj

0 0 . Because Fq is always positive, waves with a real frequency have, in the ideal limit, 
always an evanescent profile in the z-direction. This result is expected, if we consider the 
discussion of linear wave-types in Chapter 1 . We showed that the magneto-acoustic waves 
are governed by the quantity V.v'. From Expression (5.25) we see that this is equal to zero 
in the incompressible limit.
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In the cold-plasma limit, the quantity Fq =  and the characteristic
frequencies are equal to Qj =  0, ftj =  0 and Q/j =  V\k' .̂ Waves with a real frequency, 
in the ideal limit, propagate in the z-direction when ÇP > and are evanescent in the 
z-direction when ÇP < V̂ k̂ . From Expression (5.24) we see, by using Expressions (5.25),
(5.26) and (5.27), that the component of the velocity parallel to the equilibrium magnetic 
field, So-Uj is in the limit C* -4 0 , equal to:

' ^ ^ \ 2
Î2" r 0 2 1 uP',  (5.39)

which is proportional to the viscosity coefficient. Therefore bov <C 1 in the cold-plasma 
limit, if Re >  1.

T he w ave m odes

We consider the case where the frequency w is real. Depending on the sign of the functions 
Fq 1 and F0 2, we have different kinds of wave modes.

Firstly, we consider the case Fq  ̂ > 0 and Fq 2 > 0 (%(Fo,i) > 0 and 9fî(Fo,2) > 0). The 
constants o_,i and a+,2 &re set to zero to fulfill the boundary condition at infinity. The 
normal velocity perturbation u' is localised around z = 0 , with an evanescent profile in each 
medium. This is a surface wave, but not in the strict sense as described by Roberts (1981), 
because the small dissipative contribution in the function Fî g, adds a oscillatory modulation 
with a large wave-length to the evanescent behaviour (Van der Linden & Goossens, 1991). 
From the set of equations (5.36), we conclude that the frequency of the solution needs to 
fulfill the dispersion relation f  (w, t) =  0. It is clear from looking at this, (5.37), that a 
real root of the dispersion relation needs to fulfill the extra condition that A1A2 < 0 or 
equivalently

(^1  -  ^A,i) (^ 2  -  ^^,2) < 0 • (5.40)

A consequence of the previous condition is that wave propagation perpendicular to the 
equilibrium magnetic field is not permitted (f.60,1 =  '̂̂ 0,2 =  0). Roberts (1981) calls the 
surface waves ‘fast’ or ‘slow’ surface waves respectively, according to the condition:

fast : C1C2 > 0 4̂  ̂ (^ 2 - % )  > 0

slow : C1C2 < 0  4̂  (fîî -  î^c,l) (^ 2  ~ ^0,2) ^ 0
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We shall adopt this terminology in the further analysis. The frequency of the slow surface 
wave is not necessarily below the cusp frequency of both media. The names ‘slow’ and ‘fast’ 
are not be confused with the fast and slow magneto-acoustic waves in an ideal, homogeneous 
medium, which we described in Chapter 1 .

In the incompressible, ideal limit, we have shown that waves with a real frequency always 
have an evanescent profile in the z-direction. We therefore only have surface wave solutions 
(besides the Alfvén waves). Furthermore a solution needs to satisfy Condition (5.40). This 
implies that only when C1C2 < 0, do surface waves exist. From Condition (5.41) we see 
that these waves are slow surface wave.

In the cold-plasma limit, we have evanescent behaviour when and Og <
A surface wave solution also needs to satisfy Condition (5.40). Because both the 

cusp frequencies are equal to zero, there is only one interval where surface waves, which are 
fast surface waves, exist.

Secondly, when Fg  ̂ < 0 and F0  2 < 0 (R(Fo,i) =  0 and %(Fo,2 ) =  0), we have propagating 
waves in both media. We first discuss the ideal case. Because the solution (5.34) remains 
finite in the limit of z tending to infinity, there is no restriction on the integration constants 
û±,i,2- We can treat problems as wave transmission and reflection or radiation of waves 
from the interface. We can calculate the frequencies for which the wave mode is totally 
transmitted (zeros of the reflection coefficient) or radiated (singularities of the reflection 
coefficient) {e.g. Gonzalez & Gratton, 1994a).

When weak dissipation is included, clearly there are problems with the previous for
malism. The condition %(Fo) =  0 does not imply that %(F) =  0. Therefore, the solution 
(5.34) consists of two propagating waves, each modulated by a growing or evanescent pro
file with a large penetration depth, which is proportional to %(F)"̂  This means that the 
relevant integration constant has to be set to zero to ensure that the perturbation remains 
finite as z tends to infinity. It depends on the sign of the function uK  ̂+  X^x each 
medium, and therefore on the various free parameters, as to which integration constant 
is eliminated. From the set of equations (5.36) we are restricted to imposing the disper
sion relation F(w, t) = 0 or G(w, t) = 0 , depending on which integration constants are 
eliminated.

In order to properly study the interaction of propagating waves at an interface in dissi
p a tiv e  m ed ia , it  is  b e tte r  to  tr e a t  th e  p rob lem  as an  initial-value problem. T h e  ca se  o f  F q
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positive in one medium and negative in the other, which describes wave tunneling in the 
ideal case, meets the same problems.

We shall therefore only focus on the case of surface waves.

Note on the definition of the types of surface waves

Authorc do not use the same definition for naming clow and fast curfaco modcc. Another 
definition in use is the following. Pu & Kivelson (1983) use a definition more closely related 
to the fast and slow magneto acoustic waves and call surface modes with in the domain 
of the non-propagating lower branch (fi  ̂ G (0,0^) U (Oj, 20^)) and the upper branch (fi  ̂
G (20g, O /̂)) of Equation (5.33) the ‘quasi-slow’ (s') and ‘quasi-fast’ (/') branches respec
tively: The value =  2(1̂  corresponds to the position of a local maximum of the function 
Fq. When eonsidering both media, four possible types of modes are possible for each inter 
section between the quasi-fast and quasi-slow mode domains: the s' — s', s' — /', / '  — s' and 
/ '  — /' surface modes.

The terminology of Alfvén surface wave is misleading. In the strict sense, surface Alfvén 
v/aves do not exist because, as we can see from Equation (5.31) and from the discussion in 
Chapter 1 , the Alfvén wave solution is separate from the equation governing the magneto- 
acoustic waves. Various limits of the magneto-acoustic surface waves, for which V.iT 1 

and P' 1, are called ‘Alfvén surface waves’.
Most commonly, the slow surface wave in the incompressible limit is called the ‘Alfvén 

surface wave’ {e.g. Roberts, 1981; Somasundaram & Satya Narayanan, 1987; Ruderman & 
Goossens, 1995). The incompressible limit implies that V.u' 1, but is not equal to zero.

Wentzel (1979) calls the fast surface wave, in the cold-plasma limit, with propagation 
nearly perpendicular to the equilibrium magnetic field, an ‘Alfvénic surface wave’. When 
1 fc.&ù I ^  A, we BCG from the component of Equation (5.20) perpendicular to the equilibrium 
magnetic field, that P' <K 1 and hence V.u' 1. The surface wave does not exist when k.bo 
= 0, because Condition (5.40) is not satisfied. Uberoi (1982) investigated the conditions 
for the existence of this type of Alfvén surface wave, taking into account the necessary 
conditions Fq > 0 and (5.40).

We conclude that it io important to be aware of thece different definitiono for the typec 
of surface waves when interpreting statements on their behaviour.
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5.3.3 Dispersion relation for surface waves

We write the first dispersion relation in Equations (5.37), using Expression (5.38), in the 
form

P(w, k) = Pf (w, k) +  iFi,{cjk) + iF̂ {uĵ  t) =  0 , (5 .4 2 )

where

+ (5.43)
1 0,1 1 0,2

+ (5.44)
0,1 0,2

+ (5.45)
0,1 ^1 0,2

Terms which are proportional to or %/% have been neglected in keeping with the
assumption of weak dissipation. This dispersion relation has been obtained by Verwichte 
(1 9 9 5 ) and RVEG. The term Fi{uj,k) is the ideal part of the dispersion relation. The 
static version of the ideal dispersion relation P} (w, t) =  0 has been investigated by e.g. 
Kruskal & Schwartzschild (1 9 5 4 ), Wentzel (1 979) and Roberts (1 9 8 1 ). The version of the
ideal dispersion relation P}(w, A) = 0 which includes flow has been investigated in the
context of the Kelvin-Helmholtz instability by e.g. Chandrasekhar (1 9 6 1 ), Sen (1 9 6 3 ,1 9 6 4 ), 

Fejer (1 9 6 4 ), Gerwin (1 9 6 7 ) and Duhau & Gratton (1 9 7 3 ) and more recently by e.g. Pu & 
K ive lsu ii (1 9 8 3 ), R u d erm an  & F a in  (1 9 9 3 , 1995) G o n za lez  & G r a tto n  (1 9 9 4 a ,b ) and  M u iid ie  

(1 9 9 8 ).

The terms P)/(w, t) and r̂e the parts of the dispersion relation due to viscosity
and thermal conduction respectively.

We are interested in their effect on the stability of the tangential discontinuity. We take 
the wavenumber k real and let the frequency w be complex. The dispersion relation is then 
solved for a; as a function of the remaining parameters. If the wave frequency, w, is real 
for a certain configuration, it is said to be stable. If a frame of reference can be found for 
which the frequency w is purely imaginary and positive, the wave is said to be monotonically 
unstable. If the frequency is complex with a non-zero real part and a positive imaginary 
argument, the wave is said to be overstable. If w has a negative imaginary argument, the 
wave is said to be damped.

In the previous section we discussed the conditions for the existence of surface waves.
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For these waves, the solution of the ideal part of the dispersion relation (5.42) needs to 
satisfy the following conditions:

%(ro,i) > 0 , %(Fo,2) > 0 ,

^0,1 > 0  ̂  ÎÎÎ € (0, Og i) U (0 ,̂1, ^L,i) ,

^0,2 > 0  ^  f%2 (: (0, ^c,z) U (^/,2) ^//,2) >

(^ 1  -  ^^,i) (^ 2  “  ^^,2) < 0 . (5.46)

We classified the surface waves into slow and fast modes, as put forward in Expression (5.41). 
We shall give a discussion of these modes in a diagram which plots the solution 1̂ 2 as a 
function of 0% (Chandrasekhar, 1961) and show that for certain values of the equilibrium 
flow speed, the surface wave solutions have double roots, signifying marginal stability. We 

discuss the intervals of K-H instability.

Dissipative growth-rate

We shall not solve the dispersion relation (5.42) directly. Because our model is weakly 
dissipative, we expect the dissipative contribution to the solution of the dispersion relation 
(5.42) to be small compared with the ideal contribution. Therefore, the solution of (5.42) 
is expanded in a Taylor series about the solution of the ideal dispersion relation. Using 
regular perturbation theory (Nayfeh, 1985), we find:

L, «  5 7 ,  Wj K,  ̂ (5.47)
|w=w

where w is a root with multiplicity one of the ideal dispersion relation F/(ô7, fe) =  0. This 
approximation is only valid if | 04* |4 C| w |. Regimes which for which the root w is marginally 
stable do not satisfy this requirement because the multiplicity of the root is increased and 
the derivative dFi/du{u =  w) is zero. In that case higher order terms need to be included 
in the Taylor series of the ideal dispersion relation. Hollweg et al. (1990) and Yang & 
Hollweg (1991) followed the same procedure when studying resonant absorption of surface 
waves in a dissipative plasma with an equilibrium flow.

If 3f?(wd) is positive, then the configuration is dissipatively overstable and the solution 
grows exponentially in time on a time scale proportional to It is of interest to investi
gate if domains in parameter space, which are stable in the ideal case, could be overstable in
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the weakly dissipative regime. Approximation (5.47) is valid in these domains. Because we 
linearised the MHD equations with respect to the transport coefficients, the growth-rate of 
the dissipative instability is directly proportional to the coefficients v and %. The qualitative 
behaviour of the dissipative instability does not depend on the magnitude of the transport 
coefficient, but on the difference between the two media, represented by the parameter 6 , 
defined in Table 5.2.

We consider the case for which dissipation is only present in Medium ‘2’ = xi =  0)
and we choose a frame of reference which moves with this medium (O2 =  w). The surface 
waves are assumed to be stable in an ideal plasma. For this case, the dissipative growth-rate 
(5.47) is positive if

dFr dFr
^ 2  + ^X,2 %g) lw=t?< 0 ^  ~̂dLJ ® ’ (5.48)

which corresponds to the condition for the existence of negative energy waves derived by 
Cairns (1979). The idea is that a wave of negative energy gains, through dissipation, energy 
from the flow, and grows in amplitude. The concept of negative energy waves is a useful tool 
for investigating the criteria for the existence of flow instabilities such as K-H, resonant flow 
(Hollweg et al. 1990; Yang & Hollweg, 1991; Tirry et al. 1998), dissipative (Ruderman & 
Coossens, 1995; RVEC; Joarder et al, 1997) or explosive instabilities (Craik & Adam, 1979; 
Joarder et ai, 1997). The presence of negative energy waves is also linked to the presence 
of a  b ack w ard  p r o p a g a liiig  w ave, i.e. Llie oüclllaLioii frequency of a  w ave is Doppler shifted, 
such that it has changed sign, and hence propagates in the direction opposite to that in the 
absence of an equilibrium flow (Cralk, 1985).

Using Condition (5.48), the criterion for the existence of dissipative instability ,in weakly 
dissipative plasmas, can be investigated without actually having to include dissipation itself 
(Joarder et ai, 1997). The choice of the frame of reference is important for the concept of 
negative energy waves and when dissipation is included in both media, it is not clear which 
frame of reference to choose (RVEC) so that Expression (5.47) may be transformed to the 
form of Expression (5.48). Therefore we shall not use the concept of negative energy waves 
and calculate the dissipative growth-rate directly. We shall show that the appearance of 
instability is connected to the existence of a backward propagating wave.
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General characteristics of the ideal dispersion relation

The ideal dispersion relation Fj depends, besides the frequency w, on eight independent 
parameters. We choose the following set of non-dimensional parameters, which have been 
defined in Table 5.2: the angles or, (f>i and ^2, the Alfvén Mach number 2M, the ratio of 
sound speeds »/, and the ratios of squared sound and Alfvén speeds Pi, P2 In principle 7  can 
also have a different value in each medium, but we do not consider this here. The plasma 
quantities can be written as functions of these parameters with the use of the equilibrium 
condition (5.3) and the definitions in Table 5.2:

% =

+  (5.51)
( f c )  = 2A  +  7 ‘

For an ideal, static interface Roberts (1981) and Jain & Roberts (1991) showed, by 
transforming Expression (5.37) into an equation for the wave phase speed uj/k, that the 
phase speed does not explicitly depend on k:
( 1 —R )  4 - 2 ( u o , i —^0,2) COSO! ^ - l - ( t ;o , i—^0,2) ^ c o s ^ o r —V 4̂ 1 c o s ^ < ^ i + F V ]42c o s ^ ^  =  0  ,

(5.52)
with R =  po,2Fi//>o,ir2 a function of the phase speed u/k. So wave modes which satisfy 
the dispersion relation are non-dispersive, because of a lack of a natural length-scale in our 
model.

Figure 5.4 shows, as an illustrative example, a plot of %(w), which is the solution of 
= 0 , in a fii-0 2  diagram for a certain choice of parameters (Chandrasekhar, 1961). 

Only the modes with purely real frequencies are shown. Stable surface modes exist in the 
non-shaded parts of the boxed regions in the plot. Using the terminology of Roberts (1981), 
we call the solution branches for which either -^ £ ,1  < Di < Dc.i or -fie ,2 < < f̂ c,2, the
slow surface waves (s). The remaining solution branches are the fast surface waves (f).

We can always choose a frame of reference such that the surface wave solutions in the 
first and second quadrants have an opposite direction of propagation, and likewise for the 
second and fourth quadrants.

166



—Q,n — O j i  —CljrCi,t f l o O / i  n

n.

A1 nin

/

V

^  /  J  s /

S 1 ■
s

IK

AS

—Oy«

n,

F ig u ré  5 .4 :  P lo t  o f  9î(ü7), which is the solution o f Fi{U) — 0, in a O1-O2 diagram  w ith  P\ — 0.5, P2 

=  0.2, a  =  01 =  2̂ =  45 degrees and rj =  1.0. T he quantities in the p lot have been norm alised by a 

fantor kVA,2 - T h e boxed areas are the intervals where both  Fq  ̂ >  0 and Pq  ̂ >  0. T he shaded areas 

represent the regions where C ondition (5.40) is not satisfied. T he intersections between the line L: 

^ 2 /kVA,2 =  ^i/kVA ,2 2M cos a  and the solutions represent the stable surface wave solutions for 

a fixed véilue o f param eter M . T he letters ‘f ’ and ‘s ’ denote the fast and slow surface waves. The 

solution branches have been calculated numerically.

For a fixed vaJue of the flow velocity difference, the non-spurious roots of Fj = 0 are the 
intersections between the line L: — Qi/kVA,i + 2Mcosa and the solution curves.
We discuss the different cases with increasing M.

When M = 0, which corresponds to a static interface, two oppositely propagating fast 
surface wave solutions exist, namely w = k.vô i ±0^  ̂ = k.vo 2̂ this case. When
we increase M, we have cases of (i) only two fast, (ii) two fast and two slow, (ill) two
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slow and (iv) four slow surface wave solutions. The extra pair of surface wave solutions lie 
on a branch that asymptoticaJly approaches the cusp frequency ±fic* We shall adopt the 
terminology ‘asymptotic slow surface wave branch’ for this type of solution. There exist 
one or two pairs of slow surface wave solutions for which the solution lies in the second 
quadrant. This means that they ail have the same direction of propagation. One solution 
of a pair is therefore a backward propagating wave, where we define a backward propagating 
wave as a wave whose direction of propagation has reversed, due to the Doppler shift of the 
frequency in the presence of flow. For higher values of M, one or two pairs of fast surface 
wave solutions exist, of which one solution of a pair is a backward propagating wave. The 
extra pair of fast surface waves solutions lie on a branch that asymptotically approches 
the frequency ±Q/. We shall adopt the terminology ‘asymptotic fast surface wave branch’ 
for this type of solution.

When the line L is tangent to the solution curve, a double root exists. This corresponds 
to marginal stability and the lower or higher limit of an interval of M where unstable modes 
exist. For the case of Figure 5.4, there are five points where the line L is tangent to the 
solution curve of surface waves. There exist three intervals of M, where at least one root 
of the ideal dispersion relation has a positive imaginary part and hence a wave is unstable. 
The upper interval, starting at a double root in the fast branch near the point (— 
corresponds to the K-H instability found in both the incompressible and cold-plasma limit 
(Chandrasekhar, 1961).

The two lower intervals of K-H instability exist between the slow surface wave solution 
branches and the fast surface wave solution branch. The unstable wave solutions in this 
interval are overstable. (Fejer, 1964; Duhau & Gratton, 1973; Gonzalez and Gratton, 
1994a). Gonzalez & Gratton (1994b) call the wave solutions in these intervals ‘secondary 
Kelvin-Helmholtz’ modes. From Figure 5.4 is it clear that these intervals of instability 
lie between the cusp frequency Qc zmd the frequency fi/. Using the definition of these 
frequencies, we estimate that the width of the interval is minimal of order in a plasma 
with a low plasma /?. We shall show in this chapter that the instability growth-rate is 
proportional to a power of /?. Therefore, in the cold-plasma limit, the interval of instability 
vanishes as both frequencies Qc and 12/ tend to zero and the instability growth-rate becomes 
zero as well. Duhau & Gratton (1973) showed that if P is equal to, or larger than, unity, 
that this interval of instability merges with the upper instability interval.
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The upper interval of instability is more fundamental compared with the previous in
tervals, because:
a) the regime of instability covers a larger domain in parameter space,
b) the growth rate of the unstable wave solutions is much larger (Gonzalez and Gratton, 
1994a),
c) the regime of instability is present in both the cold-plasma and incompressible limit {e.g. 
RVEG). In those limits the instability is a monotonie instability.
At the upper limit in flow speed of this instability, the dispersion relation has a double root, 
but this is not a surface wave solution.

5.4 M odel o f coronal hole boundary

We consider the surface discontinuity as the boundary between two topologically distinct 
regions in the solar corona. Medium one is an active region with closed fieldlines. Medium 
two is a coronal hole with open fieldlines. It is well known that during the inactive period 
of the sun’s cycle, coronal holes are the source of the steady, fast solar wind.

We choose rj = 1 and 0 = <0i = ^  to reduce the number of free parameters. The corona 
is a low-plasma--/? region, i.e. 1. Therefore, the kinetic pressure can approximately be 
neglected in the equilibrium condition (5.3). The error in this approximation is of order p. 
For the following analytical analysis, we shall take p = p̂  = P2 to simplify the calculations. 
From Expressions (5.49)-(5.51), we see that this implies that the density, pressure and 
magnetic field strength ratios are strictly equal to unity. Therefore, the transport coefficients 
would be the same in each medium (6 == 0). We shall, though, let the transport coefficients 
differ, because we shall show that a different value of the parameter P in each medium, 
within the assumption of /? 1 , can easily be incorporated in the lowest-order contribution
to the dissipative growth-rate Wj.

In this specific model, we have five free parameters: M, a, 0, P and f, which are defined 
in Table 5.2. We often consider the case <f> = a. Figure 5.5 shows that the parameter S 
increases rapidly to unity with increasing density or temperature ratio. A temperature ratio 
of two makes S already equal to 0.67.
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Figure 5.5: Plot of the dimensionless parameter  ̂as a function of the ratio (Tb,2/^o,i)(po,2 /po,i)- 
Solid line: (Î as a function of Tb,2/^ 0 ,! for po,2 /po.i = 1- Déished line: 6 in function of po,2 /po,i for 
îb,2/îb,i = 1.

5.4.1 D ispersion relation

The dispersion relation (5.42) is transformed, by squaring, into a polynomial equation:

with

fl
u
fx

f l {u )  +  if„{u)  +  %/x(w) =  0 ,

A1C1D2 — A2C2D1 , 

A\C\D2 i'2 Kv,2 — A\C2D\V\Ky î , 

A\CiD2X2Kx,2 — A2^2DiXlKx,l

(5,53)

(5.54)

(5.55)

(5.56)

The quantities A, C and D are defined in Expression (5.26). The ideal term / /  is a tenth- 
order polynomial in w. For our specific model we find:

2
f l  — (^1 -  (^1 -  ^ c )  (^2 ~  ^ / )  (^2 “  ^ / / )

-  ^^2 -  (^2 “  ^ c )  (^ 1  ~  ^ / )  (^ 1  “  ^ / / ) (5.57)
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which is, after some tedious but straightforward manipulations, transformed into:

fl =  ( « î  -  + a  ( n? +  n^)  +  e  ( n j + + c  + 1> ( n ? + +  e) ,

(5.58)
with

A =  ~{V^ +  C?)jfe2 , B = Cjk^ü\ , C =  8 + ( ü l -  2ü‘̂ )̂A -  0^(0^ + 2fi?) ,

o  =  , e = ü\{ü‘‘̂  + 2ül)B+ù\nlA.{5.59)
Ftom this equation, the solution of t); as a, function of Q, can easily be found and used 
to visualise the roots in a O1-Q2 diagram, but is less useful if the roots of the dispersion 
relation are to be found analytically. The solution Qj, = //(w) = 0, corresponds to
the ideal roots w 00 and U = k. (ub,i -  0̂,2)- These roots are spurious because they 
clearly do not satisfy the ideal dispersion relation F/ = 0. The ideal, non-spurious roots 
are therefore contained in the second factor of Equation (5.58), which is an eighth-order 
polynomial in w. We introduce the following dimensionless variables:

Ç =  M cosa . y  =  . (5.60)

The Doppler-shifted frequencies are equal to:

n, = ±s/Y + e  + Ç , « 2  =  ± \ / Ÿ + ë - Ç ,  (5.61)

so that we see that Qiftg = Y- Therefore the sign of the solution, Y, of a pair of surface 
waves, determines whether backward propagating waves exist. If Y < 0 , this solution lies 
in the second (or fourth) quadrant of the Oi-Og diagram and the pair of solutions consists 
of both a forward and a backward propagating wave.

Using Definition (5.60) and Expression (5.61), Equation (5.58) is transformed into:

f l { Y )  = ±4Çy/Ÿ+ë P{y)  , (5.62)

where P{Y) is a fourth-order polynomial in Y :

P (y ) = Y* + aY^ +  (2a(3 +  4)y^ + {c^  +  rf)y +  (cÇ" +  2d Ç H «) , (563)

with real coefficients
2  ̂ (1 4- 2c) (2 -  cos  ̂^(1 -I- €)) coŝ  <f> 16 cos  ̂<f>

® =  ~ rT e  ’  ̂ =  : r=Te * -  i - c  " ’

d = 2 ĉoŝ  (f> -  Y^~Çj coŝ (f>€ , e =  , (5.64)
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where the parameter e = V f̂V  ̂ =  /?/(! +  (5) is between zero and one. The values e = 0 
and 6 =  1 correspond to the cold-plasma and incompressible limits respectively.

The polynomial P{Y) contains all the non-spurious roots Y = Y oî the ideal dispersion 
relation Fi{Y) = 0. Therefore the derivative of fi(Y) with respect to Y (denoted with a 
prime) and evaluated at Y = Y, is equal to:

/HF) = ±4<VF + 52P'(F) . (5.65)

The necessary condition which a non-spurious root of the dispersion relation has to 
satisfy, Condition (5.40), is rewritten, using Expression (5.61), as:

cos  ̂ -  2 I  ̂ 11 cos I < Y < coŝ  ^4-2  | f  || cos (f> | . (5.66)

5.4.2 The reduced equation: cold-plasm a lim it

First, we investigate the dispersion relation (5.62) in the cold-plasma limit. In this limit the 
interval in Q where slow surface waves exist, is zero, because the frequency fic is equal to 
zero in this limit. Therefore only fast surface wave solutions exist. The non-spurious roots
are contained in the part of Ekjuation (5.63) which is independent of the parameter /?.

Pq = Yq ~ 1 + \ j + sin'* — 1 — + sin* =  0 , (5.67)

where cold-plasma quantities are denoted with a subscript ‘O’. The root Fq = 1 (4̂  ̂ -|-
sin̂ (̂ )̂ /̂  is a spurious root. This is easily checked by substituting this root, for example, 
into Condition (5.66) and evaluating the case a = 0 = 7t /2 .

The root
Yo =  1 -  \ J 4^2 +  sin  ̂<f) , (5.68)

is non-spurious and describes a pair of fast surface waves. This root degenerates into the 
root Yo = 0 when

. (5.69)

or, if (̂  = a, when == (1 + sin̂  < )̂/4. In that case. Equation (5.67) has a root Yq = 0 of 
multiplicity three. Condition (5.69) also corresponds to the minimum value of  ̂ for which 
Solution (5.68) contains a backward propagating wave. When the root (5.68) is positive, 
corresponding to we see from Definition (5.63), that the two solutions lie in the first
and third quadrants of a Oi-Og diagram. Therefore there are two oppositely travelling fast
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surface waves When the root (5.68) is negative, corresponding to > ĉ» the two solutions 
both lie in the second quadrant. Therefore there is a backward travelling fast surface wave.

The double root Fq =  0 corresponds to Q1O2 =  0 and is the cold-plasma value of the 
asymptotic branch solution at dhfi =  ± îî/ =  0. Condition (5.66) shows that this root has 
to fulfill at least the condition | cos^ | /2 <|  ̂ |< 1/2 to be non-spurious. The lower limit 
in  ̂for the asymptotic branches is given by the point where these branches meet the other 
solution branch. Therefore, we conclude that the double root F q = 0 exists in the interval 
I |<|  ̂ |< 1/2. The value of describes also, for this wave solution, the minimum value 
of  ̂ for which the solution contains a backward propagating wave.

In the second quadrant of a fîi-î22 diagram, the quantity Fq +  for the root (5.68) is 
negative, and thus has a frequency with a positive imaginary part, when

cos  ̂0 < 1 -f sin  ̂<t> . (5.70)

This is the Kelvin-Helmholtz instability criterion in the cold-plasma limit. For waves prop
agating parallel to the magnetic field (0  =  a), Condition (5.70) corresponds to

1 < < H-2tan^<^ . (5.71)

The interface is stable for all angles of propagation when

M < I cos^ I , (5.72)

where (p is the angle between the direction of the equilibrium flow and the equilibrium 
magnetic field. We are interested in equilibrium flow speeds which are below the threshold 
value of the Kelvin-Helmholtz instability in a cold plasma, thus fulfilling Condition (5.72).

5.4.3 Graphical discussion of surface wave solutions

In Subsection 5.3.3, we gave a general description of the ideal dispersion relation and in
troduced the 0 1 -^ 2  diagram as a useful tool for describing the wave solutions. In this 
subsection we shall use this tool to discuss, for our specific model, the possible cases of 
ideal surface wave solutions in detail, to make the analytical calculations which follow more 
approachable.

Figure 5.6 shows the real, non-spurious roots of the dispersion relation in a ^ 1-^2 

diagram for our specific model. The frequencies îîc,i,2 a-nd ft/,1,2 are so close to each other, 
they cannot be distinguished in the figure.
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The diagram is in this case symmetric so that we only need to focus on the solution 
branches to one side of the line ^2  =  We choose the top half. There are three flow 
speeds for which the surface wave solutions have a double root, signifying marginal stability, 
highlighted by the numbers ‘one’, ‘two’ and ‘three’ in Figure 5.6. These points bound two 
intervals in M for which surface waves are unstable in an ideal medium and correspond 
to the instability regimes mentioned earlier. The instability interval starting at point ‘one’

- n lit -Q At —QfÿOctOf/O,

112

Â2

=B:

n,

I»

F ig u re  5 .6: P lot o f %(w), which is the solution o f F/(u7) =  0, in a O1-O2 diagram  w ith  /3 = 10“ ,̂ 

a =  (f>i =  (f>2 =  ^5 degrees and rj =  1.0. T he quantities in the p lot have been norm alised by a factor 

kVA- T he num bers denote positions where the line L: 0 .2 /kVA,2 =  ^i/kVA ,2 +  2 M c o s a  is tangent 

to  the solution curve, corresponding to  points o f m arginal stability. T he letters ‘a ’ to ‘d ’ denote 

p ositions where the line L intersects the asym ptotic surface wave branches, where they turn from  

spurious to non-spurious, or vice versa.
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corresponds to the lower limit of the K-H instability in a cold plasma. The critical value of 
 ̂ at that point is given by the lower limit of Expression (5.70).

The instability interval between the points ‘two’ and ‘three’ vanishes in the cold-plasma 
limit, because both the frequencies Qc and tend to zero in this limit. We estimate, from 
Figure 5.6, the critical value of where this instability interval is approximately situated. 
It lies at the approximate coordinates «  —Qc = —€̂ ^̂ cos<f> and Q2 % (using the 
equation of the line L passing through fii =  0). The corresponding value of for which 
the line L intersects this point, is given as:  ̂ cos <f>/2. Later on in this chapter,
we shall calculate this expression more rigorously.

The points ‘a’ and ‘b’ represent the points where the fast asymptotic branch solutions 
turn from non-spurious to spurious solutions, with increasing value of M. The points ‘c’ 
and ‘d’ represent the points where the slow asymptotic branch solutions turn from spurious 
to non-spurious solutions, with increasing value of M. The critical values of  ̂ (and hence 
M) for these points are easily calculated from looking at Figure 5.6:

a : fii = - f i /,1 ,  ̂ ^  (fî/,1 + «  I ( 1 -I -6̂ /2 cos
b : Qi = Q/,1 , (  = {-^ 1,1 -^^11,2) % I (1  -  6^/2 cos (/>)
c  : f i i  =  Î  =  - j ^  i^c,i +  ^A,2 ) «  § (cos< ^ 4- f i /^ c o s ,^ )

d : fii = Hc.i Î  ̂ + ^A.z) % |  ĉos ̂  cos
(5.73)

The asymptotic surface wave branches at fl «  —Qc and Q % —Q/ are situated in the second
quaxlrant of the Q1-Q2 diagram and therefore always contain backward propagating waves.

Because the diflerence between the surface wave solutions in a plasma of low but finite 
plasma /?, and a cold plasma, is mainly in the appearance of slow surface waves and a second 
K-H instability interval, we shall discuss the behaviour of the surface wave solutions in that 
part of the Q1-Q2 diagram, as a function of e. Figure 5.7, shows the part of the solution 
branches in a Q1-Q2 diagram, which contains the instability region in question, for several 
values of e. The plot for e = 10“® is used to represent the cold-plasma case.

The line L2 corresponds to a value of M equal to Me. In the cold-plasma limit, L2 

intersects the solution branch in one point, where the solution F = 0 is a root of multiplicity 
three. With increasing €, the asymptotic fast branches split up, as Qc becomes finite and 
the slow wave branches appear in between. At € = 10“ ,̂ L2 has three separate intersections. 
The triple root has split up, leaving the first root at F = 0, the second on the asymptotic
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slow surféLce wave branch near Qi = —Qc the third on the asymptotic fast surface wave 
branch near = Q/. At £ = 10“  ̂ the two latter roots intersect the asymptotic branches 
at a position lower and higher than point ‘c’ and point ‘b’ respectively. Therefore, these 
solutions are spurious. The left plot of Figure 5.8 confirms this behaviour. It shows the 
behaviour of the solutions T + of Equation (5.54) as a function of €, for M = Me. No 
solutions with Y + < 0 or ^(Y) /  0 are present. The process of splitting-up of the triple
root is clearly visible. It is not of interest to calculate this behaviour analytically because 
no unstable behaviour occurs.

The line L3 corresponds to a value of M below Me. In the cold-plasma limit, L3 intersects 
the fast surface wave branch and the merged asymptotic slow surface wave branches. The 
latter double root is spurious, though. At £ = 10“ ,̂ L3 intersects the fast surface wave 
branch and the two, now separated, asymptotic slow surface wave branches. The root on 
the asymptotic slow surface wave branch near fii =  Qc is non-spurious and the root on the 
other branch is still spurious. At £ = 10~ ,̂ the intersections of L2 with the asymptotic 
fast and slow surface wave branches are near to each other, but do not meet. The third 
intersection is a spurious root. The right plot of Figure 5.8 confirms the behaviour of the 
solutions for this case. No solutions with Y -f < 0 or ^(Y) ^ 0 are present. Therefore 
we shall not investigate this case analytically. We conclude from the previous case and this 
case, that unstable behaviour only occurs for values of M above Me, for which backward

€ = 10- €  -  10 " e = 10"

n.

1

'd
0 ,

0, 0 ,

Figure 5.7: O1-O2 diagrams, showing the stable surface wave branches in the parts of the first and 
second quadrants near = 0 for (̂  = a = 7t/4 , for three values of the parameter e. The dashed 
lines represent spurious solutions of Equation (5.54). The lines Li, L2 and L3 are defined as 
= Qi/Wa + 2Mcosûr with M equal to Me + 0.14, Me and Me - 0.14 respectively. The solution 
branches have been calculated numerically.
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Figure 5.8: Plot of solutions Y + of the dispersion relation (5.54) as a function of e for <̂ =
a  =  7t/4. The non-spurious roots arc represented by thick lines. The range of the y-axis has been 
chosen to show the non-spurious roots clearly. Therefore the plot does not show all the roots. The 
solution branches have been calculated numerically. Left: M = Me. Right: M =  Me - 0.14.

propagating waves exist. This is, of course, what was suspected previously.
The line L\ corresponds to a flow speed above the speed Me. In the cold-plasma limit, 

Li intersects the fast surface wave branch and the merged asymptotic fast surface wave 
branches. The latter double root is spurious, though. At € = 10“ ,̂ L\ intersects the fast 
surface wave branch and the two, now separated, asymptotic fast surface wave branches. 
The root on the asymptotic fast surface wave branch near fii =  — is non-spurious and 
the root on the other branch is still spurious. At e = 10“ ,̂ L3 only intersects the spurious 
part of the asymptotic fast surface wave branch near fîi = ÎÎ/. The left plot of Figure 5.9 
shows that, with increasing value of e, the two fast wave solutions Y come together to form 
a double root (corresponding to point ‘two’ in Figures 5.6 and 5.9). During a small interval 
in €, the solution Y consists of a pair of complex conjugate solutions (Fejer, 1964; Duhau & 
Gratton, 1973; Gonzalez & Gratton, 1994a). This is shown in the right plot of Figure 5.9. 
Because the real part of the solution cannot be eliminated by a change of frame of reference, 
the solution with a positive complex part, represents an overstable wave. The width of the 
interval is of the same order as the difference - Qc> which is of order The end of 
the overstability interval is marked by another double root (corresponding to point ‘three’ 
in Figures 5.6 and 5.9). As e increases further, two slow wave solutions exist.
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5.4.4 Expansion procedure

Equation (5.62) can, in principle, be solved analytically but would result in large and 
impractical expressions, making the procedure of having to substitute the non-spurious roots 
Y  into Expression (5.47), to obtain an approximate solution for the dissipative dispersion 
relation, undesirable. Instead we shall investigate Equation (5.62) for media which have a 
low plasma p. Therefore the parameter e is much smaller than unity. In coronal conditions, 
€ 10“ .̂ The dissipative terms are ordered as ^  Re“  ̂ ru and ^ Re“  ̂ Pr“  ̂ € ^
£2.

We use perturbation theory (Nayfeh, 1985) to obtain approximate values of the roots, 
and compare them with those obtained by numerical solution, which uses the non-spurious 
roots of the full, ideal dispersion relation to calculate the dissipative contribution via Ex
pression (5.47).

The functions / / ,  /„ and and the quantity Y are expanded in series in small £:

f,(Y) =  ± 4 ç y ÿ + i=  (P o(y )+ tP i(y )+ t= P 2 ( y ) + . . . ) , 

MY) =  fV ^ ,o (y )+ f% i(y ) + - - - .

- 0.10—5 —4 —3 ~2 —/ log,,̂

3
0 .0 1 0

0.005
0 .0 0 0

g -0.005
- 0 .0 1 0

Figure 5.9: Left: Plot of solutions Y -l-̂  ̂of the dispersion relation (5.54) as a function of e for M = Me - 0.14 and <f> = a = tt/4. The non-spurious roots are represented by thick lines. The range of 
the y-axis has been chosen to show the non-spurious roots clearly. Therefore the plot does not show 
all the roots. The solution branches have been calculated numerically. Right: Plot of 9(w//:Va) as 
a function of e. Non-spurious roots are represented by thick lines.
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M Y )  =  eV x ,o (y ) +  € V x ,i(y )  +  -- ;  .

y  = yo + £'“ Ki + €”̂ y2 + . . . , (5.74)

where Y q is a root of the reduced equation /y ,o ( F b )  ^  0, which corresponds to the squared 
ideal dispersion relation in the cold-plasma limit. The numbers n,- are a series of monoton
ically increasing numbers. The value of these numbers is determined by the multiplicity of 
the lower-order solution. If the solution, at all orders, always remains a root of multiplicity 
one, then the numbers n,- are simply the positive integers. We keep Expansion (5.74) general 
because we shall encounter the necessity of a non-straightforward expansion procedure. The 
expansion of the function P{Y) in Elquation (5.63) entails an expansion of the parameters 
a, b, c, d  and e. From this, we see that the polynomial P q is of order four in Y and the higher 
order polynomials jPi, 7 2̂» ■ • * are of order three in Y.

When we assume that the root Yq is a single root, the derivative /j  o(^) non-zero. 
The lowest order dissipative correction, call it itYj, is of order and is calculated from 
Expression (5.53), using Expansions (5.74):

V . — V  -u V  V  —  fv ,o{Y o)   y .  _   fx f ijY o )   7;̂ '̂
y . - y . + y x  , ^  -  4 (x /T ^ 7 % % ) ’ ^

The frequency w calculated from Expression (5.75) corresponds to the leading order term of 
Expression (5.47), with respect to /?. Notice that only the cold-plasma solution Yq is needed 
to calculate the dissipative correction. The corrections for viscosity and thermal conduction 
are also calculated separately from each other. Thé viscous correction Y„ corresponds to 
the dissipative contribution in a model with cold plasmas. Therefore, this correction is 
unaffected by the parameter /? and is also correct when (3i ^ /?2- The thermal conduction 
contribution is of the same order as the viscous contribution Y„, but is not present in a 
cold-plasma description. It contains the function /x,o(^o)» which is the part of function f̂ y 
of order /?, evaluated at Yq. The case of /  /?2 can be incorporated into this function by 
replacing, for example, the coefficient X2 by X2P2 /Pi- Therefore it is justified, for studying 
the lowest-order dissipative correction, to take a model with the parameter P equal in each 
medium, but with the transport coefficients free to differ.

From the solution Y we calculate, from Definition (5.60), the frequency w:

= +  «w) ±  k V A y /Ÿ T Î Ÿ ^  , (5.76)
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where Y and Yj, are the ideal and dissipative parts of the solution Y respectively. Consider 
first ideal media. There are two possible cases for K-H instability:
1) When y  -f- 2̂ < 0 , Expression (5.76) is, in the frame of reference which moves with the 
centre of mass (po,iWo,2 + Po,2 t̂ o,i = 0) of the interface (Hollweg et al, 1990; Goossens et al, 
1992) equal to:

w =  ± * ^ 1  k^Vl7+ (k.vo.i) I • (5.77)

Equation (5.77) shows that this type of K-H instability is a monotonie instability and that 
the interface supports a pair of surface waves with purely imaginary, complex conjugated 
frequencies. The K-H instability in the cold-plasma limit is clearly of this type.
2) When Y is complex. Expression (5.76) cannot, generally, be transformed to a frame of 
reference in which the frequency is purely complex. Therefore, this type of K-H instability 
is an overstability.

A dissipative instability is an overstability. The dissipative growth-rate is, using Ex
pression (5.76), approximately equal to:

Ud =  kVA —^  - . (5.78)
2 / 7 +  (2

In principle, surface waves can be dissipatively unstable as well as K-H unstable, although 
this is not relevant since the assumption of weak dissipation limits the growth-rate of the 
dissipative instability to be much less than the growth-rate of an ideal instability. Ruderman 
and Goossens (1995) studied the dispension relation in the incompressible limit. In this limit, 

only a monotonie K-H instability exists (Chandrasekhar, 1961), corresponding to the upper 
instability interval in Figure 5.4. They found that in the domain of parameter space where 
the interface is K-H unstable, the dissipative contribution Yd is always negative, i.e. the
surface waves are damped. Therefore, there is no overlap between the domains of instability
in this limit. We shall show that in the case of a finite plasma P, the dissipative contribution 
due to thermal conduction, F ,̂ can be positive in the domain of parameter space where 
the interface is K-H instability. This does not occur in the incompressible limit because the 
contribution due to thermal conduction vanishes.

5.4.5 Ideal corrections to the cold-plasm a surface wave solution

Because ideal corrections to the cold-plasma wave solutions are larger than the lowest-order 
dissipative corrections we shall investigate the effect of a small, but finite plasma P, on
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the stability of the surface wave solutions, before discussing the possibility of dissipative 
instabilities. We shall axldress two problems: corrections to the cold-plasma instability 
criterion (5.70) and the appearance of a new interval of K-H instability at flow speeds 
below the threshold (5.72).

Corrections to the cold-plasma instability criterion

We are interested in corrections to the cold-plasma K-H instability criterion (5.70). There
fore we consider the root (5.68) in a domain of the parameter close to the lower threshold 
of K-H instability in a cold plasma, i.e. w coŝ  <j>. Around these values the solution (5.68) 
is clearly of multiplicity one. Using the expansions (5.74) with ni = 1 and retaining terms 
in Equation (5.53) of order e we have:

YiP'o(Yo) + Pi{Yo) = 0, (5.79)

where the functions Pq and P\ are evaluated at (5.68). The function Pi(Ko) is, knowing 
that Yq is a root of Equation (5.67), rewritten as:

P\( ô) =  - 2  sin̂  (p (8f  ̂+ (1 + sin̂  0 ) )̂ (To + ^̂ ) -  2 sin̂  0 (1  -f sin̂  0 )̂  -  coŝ  0  ̂ .
(5.80)

The derivative Pq(^o) is equal to:

f g W  =  -2v^4^2 + s in V ( l- \ /4 « ^  + sin V ) • (5.81)

This function is negative for all values of  ̂and 0. From Expressions (5.79) and (5.80), we 
calculate the first-order correction Y\ :

^ sin̂  0  (8(2  +  (1 +  sin: _|_ ̂ 2) + sin̂  0 (1  -f sin̂  0 )̂  ((  ̂ -  coŝ  0 )

-fsin'^0 ^1 -  ^ 4^2 +sin^0 ^

To investigate if this correction alters the K-H instability criterion (5.70), we consider 
the expression

sin  ̂0 (8̂  ̂+  (1 + sin̂  0) )̂
1 +  É-

, ,sin  ̂ÿ(l + sin̂  <l>f (Ç* _  coŝ  ÿ)
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We consider first the case when the cold-plasma solution is marginally stable, i .e .  Yq 

= 0 and =  cos  ̂<f>. Expression (5.83) is, in this case, also equal to zero. We conclude 
that the correction does not change the condition of marginal stability and thus also does 
not change the K-H instability criterion (5.70).

Secondly we consider the case in which the cold-plasma solution is stable , i .e .  Yq -|-̂  ̂
> 0 and < cos  ̂<f>. The second term of Expression (5.83) is, in this case, always positive. 
Therefore Expression (5.83) can only be negative if condition

-/^(Vo) < (sin^ÿ(8(  ̂+  (2 -œ s :ÿ ) : )  , (5.84)

is satisfied. Because the derivative fo(To) is always negative for the considered root. Con
dition (5.84) implies that the derivative is at least of order €, which occurs for (  near the 
value ĉ- But this makes the correction Y\ of the same order, or larger, than lb and hence 
the expansion procedure breaks down. A different ordering of the terms as a function of e 
is needed to study the case of ̂  near ĉ-

We conclude that the K-H instability criterion, in a cold-plasma, is also valid for plasmas 
with a low but finite plasma /). In the next section we shall investigate the case of  ̂ near

Second interval of K-H instability

In this section we investigate the appearance of a second interval of K-H instability, for flow 
speeds below the cold-plasma threshold speed and for  ̂ near This interval is clearly 
visible in the inset of Figure 5.6, as the interval located near 0% = —Qc or Og = fie* For 
the former case, the relevant interval is between the points ‘two’ and ‘three’ where double 
roots exist.

In the cold-plasma limit, this interval merges into the triple root Tb =  0. Therefore the 
corrections to Yq are calculated at that point. The quantity is written as:

+ . (5.85)

The value of is determined from the conditions that the solution is either marginally 
stable, or unstable. We have chosen to expand in powers of because the interval of 
instability lies close to Î2 = fic and this frequency is proportional to We also choose 
ni =  1/2 and wg = 3/4 in the Expansion (5.74) of the quantity Y. This choice of powers
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is determined from looking at the ordering of the terms in Equation (5.53) for the specific 
case under consideration here.

The following quantities are calculated from Expressions (5.63) and (5.67):

= 0 , fg'(O) = , /^"(O) = - 1 2  , /^"'(0) =  24,

Pi(0) =  lecos^ÿ + , P[(0) = 8 cos^^ + ,

P['(0) =  -4  2̂(̂  +  cos  ̂ÿ) , P2(0) =  -cos^ÿsin^ÿ . (5.86)

The lowest-order correction terms in Equation (5.53) are of order and, using Expression 
(5.86), are equal to:

+ 2(5^2 y 2 _ 4^2 cos2 _ g^2 ^^2 coŝ  0  =  0

^  (y2 -  4̂ 2 cos2 0) (Yi +  26 )̂ =  0 , (5.87)

which contains the three roots = 2 | cos0 |, —2 | 11 cos0 |, —26̂ '̂ . The two latter
roots are equal, thus forming a double root, if =  | 11 cos0 |. This corresponds to a
value of ^2 of:

= (c + I COS0 I , (5.88)

which for the case 4> = a corresponds to

= Me [Me + ('/:) . (5.89)

This double root corresponds to point ‘two’ in Figure 5.6 and we estimated this expression 
previously when discussing the dispersion relation graphically. In the interval of M between 
the maximum and minimum value of Expression (5.89) with respect to the angle a, there can 
always be found an angle of propagation, for which a wave solution is overstable. Expression
(5.89) is minimal when a = 0 and is maximal when a =  tt/2. At those angles the width of
the interval of instability is equal to zero. The instability criterion.

or
Va +  F"c < |uo,i — uo,2| < V2Va +  Vc , (5.91)

was found by Duhau & Gratton (1973) by expanding the ideal dispersion relation (5.54) 
in the angle a, around the values 0 and tt/ 2 ,  and evaluating when a double root occurs.
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The lower limit of Expression (5.90) defines the threshold speed of the K-H instability in a 
compressible plasma.

The next order terms in Equation (5.53) are of order and using Expressions (5.86), 
give an expression of the form:

Yi Ki -  6 + 8Î? cos  ̂ÿ) =  0 , (5.92)

which, for Yi =  -2^c | cos0 |, is trivially satisfied when is given by Expression (5.88). 
The expansion procedure can, in principle, be carried on to investigate the width and 
growth-rate of the instability interval. The next order terms are of order and Equation
(5.53) then contains terms which are proportional to Y .̂ This creates the possibility that 
the correction Yg has a pair of complex conjugate solutions and hence the solution Y has an 
overstable solution. We shall not investigate these higher-order terms because we already 
have enough information to compare with the dissipative instabilities we investigate in the 
next section. With the knowledge that this instability interval lies between the frequencies 
f2c and fij, we estimate that, for small €, the minimum width of the instability interval is 
of order The growth-rate of the K-H instability in this interval is of order 6̂ /̂ , which 
is, by assumption, always larger than any dissipative growth-rate.

5.4.6 D issipative instability

In this section we investigate the dissipative correction, Yj, to the surface wave solution, 
given by Expression (5.75). This term is of order and consists of contributions arising 
from viscosity and thermal conduction, each of which can be calculated separately.

Instability due to viscosity

The first term in Expression (5.75) is the viscous contribution, Yj/. It coincides with the 
viscous contribution in a cold plasma and has been considered by RVEG. It is defined as:

where the function is equal to

A ,0  =  y j ' ' -  iA iA g Q fQ ^  (A g Q ii/i  -  d iQ g i/g )

±Y^Yb +  — cos^ <f>j (ui — f/g)— —gAiAgYg^
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F ig u re  5 .10: P lot o f the critical value o f M  for the existence o f an instability  due to  viscosity, as 

a function o f the angle <f> =  a  for different values o f the param eter S.

— +  CO S^ 0 ^  {ui +  z /g ) ]  k (5 .9 4 )

Because is proportional to Fÿ, the viscous correction Y i, to the cold-plasma solution Y q 

= 0, is equal to zero. We consider the cold-plasma solution (5.68). In the previous section 
it was shown that for this root, Po{Yq) is always negative and the derivative PqÇYq)̂  for the 
considered root, is given by Expression (5.81), and is always negative. For a surface wave, 
which is stable in an ideal plasma, the conditions A1A2 < 0 , Yq > 0 and Yq + > 0 are
fulfilled. Therefore, Expression (5.93) is positive if

± Ç \A b + ë  {Yo -  COŜ  (Vo + COŜ  <l>) ,

where the parameter S is defined in Table 5.2 as

z/i — 1̂ 2S =

(5.95)

(5.96)
+ ^2

For the condition that the surface wave is stable in an ideal plasma, the right-hand side of 
Inequality (5.95) is always positive. Therefore only one of the two surface wave solutions 
can fulfill Inequality (5.95).
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The value  ̂= 0 corresponds to equal values of the viscosity coefficients in the two media 
(z/i = 1/2)- For that case, the right-hand-side term of the Inequality (5.95) is less than zero 
if > cos^0. But under this condition, the surface wave is Kelvin-Helmholtz unstable. 
Therefore we conclude that there is no dissipative instability due to viscosity for flow speeds 
below the K-H threshold when the viscosity coefficients on both sides of the interface are 
equal. There are only damped solutions.

The value  ̂ =  1 corresponds to an interface with a viscous and a non-viscous medium 
{1/1U2 =  0). Inequality (5.95) is, by squaring, transformed into;

Vo [(Vd“ + cos" 0 ) -  2 (Ko + 2( ' )  cosV] > 0 . (5.97)

We consider the case Y q < 0. Inequality (5.97) is, by squaring, transformed into:

-  cosV) < 0 , (5.98)

where we have assumed that (j) ^ 0 . Condition (5.98) is satisfied in conjunction with 
condition To < 0 if

< cos^ÿ, - (5.99)

or for the case a = <f>, Condition (5.99) is equivalent to

< 1 . (5.100)

For Y q > 0, Condition (5.97) can never be satisfied. For all angles 0, except maybe 0 = 0, 
there exists an interval in the flow speed, which is below the K-H threshold speed, for
which a surface wave is stable in an ideal medium, but unstable in a viscous medium. This
interval corresponds exactly to the interval where one of the two surface wave solutions 
is a backward propagating wave. From Condition (5.100), we see that a surface wave 
which propagates quasi-parallel to the equilibrium magnetic field becomes unstable when 
approximately M > 1/2. This corresponds to the minimum flow speed for which the 
interface becomes dissipatively unstable in this case.

We now consider the case of an arbitrary value of 6 . Figure 5.10 shows the threshold 
value of M for the existence of an instability due to viscosity, as a function of the angle 
0 for the case 0 =  a. The value M = 1 corresponds to the threshold for the existence of 
K-H unstable wave solutions. The curves for  ̂ < 1 lie above the curve for 6 = 1 . Figure 
5.11 shows the minimum value, with respect to the angle 0 , of the threshold value of M as
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F ig u re  5.11: P lo t o f the m inim um , w ith respect to  the angle <f>, in the threshold speed M for the 

existence o f an instability  due to  viscosity, as a function o f the param eter 6 for (f> =  a.

a function of the parameter S. It shows that the threshold speed is lower, the larger is the 
difference in the viscosity coefficients. Surface waves are most prone to instability due to 
viscosity if the plasma is ideal on one side of the interface but viscous on the other side.

When (f> = a = 0, Inequality (5.95) becomes equivalent to  ̂ > 1 , which is obviously 
not 8a,tisfied. Therefore we conclude tha.t waves which propagate exactly parallel to the 
equilibrium magnetic field do not become unstable due to viscosity. Condition (5.71) shows 
that, in a cold plasma, they do not become K-H unstable either. This result can only agree 
with the result found for  ̂ =  1 when the curve of the threshold speed is discontinuous at 
<f> =  0.

Instability due to thermal conduction

The second term in Expression (5.75) is the thermal conduction contribution, given as:

/x,o(Vo)

where the function is equal to

/x,o =  — (^ 2 ^ 2X1 “ - 1̂^ 1X2 ) .11

(5.101)
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= - t î^ A i / l j c o s ^ ^ y o  [±V ÿb+i^(yo +  45=-cos2ÿ) (xi -X2)

— ŜVb +  4̂  ̂— cos  ̂(j)̂  (xi + X2)] k . (5.102)

Because function is proportional to Iq, the correction to the cold-plasma solution Yq 

= 0, is equal to zero. We consider the cold-plasma solution (5.68). We have shown that, for 
this root, fo(?o) is always negative. For a surface wave which is stable in an ideal medium, 
we have A1A2 < 0, Yq > 0, Vb + > 0. Expression (5.101) is positive if

(yo + -  COŜ <l>)s> (sKo +  -  COŜ 4,) , (5.103)

where the parameter 6  is defined in Table 5.2 as

S = Xi -  X2

There is the possibility that Inequality (5.103) can be fulfilled by both surface wave solu
tions.

The value <5 = 1 corresponds to an interface with a thermally conducting and a non- 
thermally conducting medium (xiX2 = 0). We consider the case Y q < 0. Inequality (5.103) 
is, by squaring, transformed into:

To < 1 -  ( l -b 2sin2 < 0 , (5.105)

where we have assumed that <f>̂  0. Inequality (5.105) is, by squaring, transformed into a 
second-order inequality in

2
1̂ 4 - 2  sin̂  <f)̂  -  4̂  ̂ -  sin  ̂<̂ < 0

2 — JA: sin̂  -b 4 sin̂  0-1-5 „ 2-\- J a sin̂  A sin̂  <̂ -b 5
^  (l + 2sinV)^ < (l +  2sin2^)^ '

Note that the lower boundary is less than zero and the upper boundary is larger than coŝ  (j> 
for all angles 0. Therefore, Condition (5.106) is fulfilled, in conjunction with the condition 
that Yo < 0 , if

(1 4 - 2  sm̂  </>)
When we consider the case Y q > 0, the inequality in Expression (5.105) reverses. This 
condition cannot be fulfilled for any value of  ̂ in the interval where ideally stable surface
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waves exist. We conclude from Condition (5.107) that for all angles <f>̂ except maybe 0 =  0, 
there exists an interval in the flow speed, which is below the K-H threshold speed, for 
which a surface wave is stable in an ideal medium, but unstable in a thermally conducting 
medium. This interval coincides with the interval of viscous instability when 6 =  1 , so that 
the same conclusions can be made as for the viscous case.

The value  ̂ =  0 corresponds to equal values of the thermal conduction coefficients in 
the two media (xi =  Xa). For this case, the right-hand side of Condition (5.103) is negative 
when

Yo (zYo +  4(^-cos^0) < 0 . (5.108)
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Figure 5.12: Plot of the critical value of M for the existence of an instability due to thermal 
conduction, as a function of the angle 0 =  a for different values of the parameter S. The 
minimum threshold for M is, for all values of 5, given by the line >0 =  0. The solid lines 
in the left of the plot give, for different values of the minimum angle 0  for instability. 
Therefore, the unstable region lies to the right of this critical curve and above the critical 
curve >0 = 0. The dashed lines give, for each 8  the maximum value of M for the existence 
of two unstable solutions.
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Again we consider the case lo < 0 first. The second term of Inequality (5.108) is positive if

< j - ^ c o s ^ 0  or > cos^0, (5.109)

which is fulfilled in conjunction with the condition that — < Vb < 0 if

îc <  ̂  ̂coŝ  0 or > cos^0, (5.110)

For the case >b > 0, Inequality (5.108) is fulfilled if lies outside the domain given by 
Condition (5.109), which cannot be satisfied for any value of We conclude that there 
exists a domain of instability due to thermal conduction for flow speeds below the K-H 
threshold in a cold plasma when the thermal conduction coefficients on both sides of the 
interface are equal. When 0 = a, this domain is equal to:

Furthermore, instability due to thermal conduction exists for flow speeds above the K-H 
threshold in a cold plasma. This is, though, not relevant because the instability growth-rate 
of the K-H instability is much larger than the dissipative growth-rate.

We consider the case of an arbitrary value of S. Figure 5.12 shows the curves of the 
threshold values of M for which the surface waves are unstable due to thermal conduction, 
as a function of the angle 0 =  a, for several values of the parameter S. The solid curve is the 
threshold speed for the the surface wave solution >b, with the plus sign in Expression (5.76). 
The solid curves on the left show, for different values of the minimum angle 0 for which 
unstable solutions exist. Therefore, the region of instability lies to the right of this curve 
and above the threshold curve. The dashed curve is the threshold speed for the the surface 
wave solution Y q , with the minus sign in Expression (5.76). The latter domain of instability 
is contained within the domain of instability of the other wave solution. Therefore below 
the dashed curve both surface waves are unstable. When  ̂ =  0, the threshold curves for 
both wave solutions coincide.

When 0 = 0, Inequality (5.103) becomes

Fo i±s -  1) (I (  I - 1 )  ( l  ^ I - i )  >  0 , (5.112)

which shows that for the case Yq < 0, the lower and upper boundaries for the interval of 
instability coincide at  ̂=  1, for all values of S. The minimum threshold value of M (0 = a)
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Figure 5.13: Contourplots of the positive values of the analytically derived dissipative growth-rate 
due to viscosity, ujd,u and due to thermal conduction, a function of single <j> =a and M, for
P = 10” ,̂ 5 =  0.5,1.0, Re =  10  ̂and Pr =  10“ .̂ The contours are scaled logarithmically. The thick 
line represents marginal stability.

is the upper limit of ^  0, and is equal to 1/2. It is the minimum threshold for each value

of 8. Therefore the difference in the thermal conduction coefficients in each medium does 

not affect the global stability of the wave solutions.

Dissipative instability

We shall compare the results of studying the corrections due to viscosity and thermal con

duction, Yy and respectively. Expressions (5.93) and (5.101) are substituted into Expres

sion (5.78). Figure 5.13 shows the dissipative growth-rate from both types of dissipation, 

for two values of the parameter J, from which it appears th a t both types of dissipation are 

the most destabilising to surface waves which propagate at oblique angles with respect to
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the direction of the equilibrium magnetic field and its perpendicular direction. Also, when 

dissipation is present on only one side of the interface, the dissipative instability covers the 

whole domain where backward propagating waves exist.

From Figures 5.10, 5.12 and 5.13, we see th a t the domain of instability due to viscosity 

is contained in the domain of instability due to thermal conduction. Also, the dissipar 

tive growth-rate at lower values of M  is dominated by thermal conduction. Therefore we 

conclude tha t thermal conduction is more destabilizing than viscosity.

The instability due to thermal conduction has its largest growth-rate in the domain near 

M  =  Me and it actually becomes infinite when M  — Me- This is because the derivative 

PoO^o) becomes small in th a t domain. This makes Approximation (5.75) invalid and the 

growth-rate in tha t domain is therefore incorrect. To calculate the correct growth-rate for 

this duiiidin, the expansion procedure and ordering of terms has to be reinvestigated, using 

results of the investigation of the second K-H instability interval. This is a tedious affair 

and because we expect the surfaoe waves to be K-H unstable in tha t domain anyway, we 

do not attem pt this here.

When dissipation is only present in one medium (6 =  1), the interface is a t its most 

unstable. The whole domain (Mc,l) is both viscously and thermal conductively unstable. 

This domain coincides with the domain where the considered pair of surface wave solutions

(5.68) consists of both a normal and a backward propagating wave. Only one of the two 

waves can be viscously overstable but either one or both of the waves can be thermal 

conductively overstable. It is clear from our investigation tha t the presence of a backward 

propagating wave is necessary for dissipative overstability to occur.

5.5 Discussion and comparison with numerical results

In this section, we shall compare the analytical results with numerical results. The roots of

(5.54), the tenth-order polynomial fi{uj) =  0, are found using the NAG routine C02A FF. 

This routine uses a variant of Laguerre’s method to determine the roots of a polynomial. 

The non-spurious roots satisfy, besides being solutions of dispersion relation (5.42), the 

conditions %(ro,i) > 0, %(Fo,2) > 0 and (5.40). Expression (5.47) is used to evaluate the 

dissipative contribution to the solution frequency.

192



ô = 0.0 ô = 0.3

-2

- 4

—G

-a

- 1 2

0 .5 0  0 .6 0  0 .70  0 .8 0  0 .9 0  1.00  1.10
M

â = 0.6

-2

L :

—in

- 1 2

0 .50  0 .60  0 .7 0  0 .8 0  0 .90  1.00  1.10

-2

I::
- 1 2

0 .5 0  0 .6 0  0 .7 0  0 .8 0  0 .9 0  1.00  1.10
M

Ô =  1 . 0

- 2

I.:
- 1 2

0 .5 0  0 .6 0  0 .7 0  0 .8 0  0 .90  1.00  1.10
M M

Figure 5.14: Plot of positive values of Im{uj/kVA) as a function of the parameter M on a
logarithmic scale, for four values of the parameter S, and with <j) = a = n/A, 0i = 07 = = 1,
Re =  10̂  and Pr = 10“ .̂ Large dots: K-H instability. Small dots: dissipative instability. Dashed 
line: leading-order analyticed solution (5.78).

5.5.1 D iscussion of dissipative growth-rate and dependency on S

First of all we investigate the dependency of the positive growth-rate ^ { cj/ W a ) on the 

parameter ô foi 0  = 10“  ̂ and (f> = a  = tt/4. The two regions of K-H instability are 

present, shown with thick dots in Figure 5.14. The upper interval corresponds to the 

monotonie K-H instability discussed in the cold-plasma limit. The lower interval of K-H 

overstability is narrow and is positioned a t the value of M  predicted by Expression (5.89) 

(dotted line denoted with ‘i’ in Figure 5.14). The small dots represent wave solutions 

which are dissipatively overstable. For a fixed value of M , it is possible for two overstable 

solutions to exist. We call the solution branches with the larger growth-rate the ‘primary
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dissipative branch’ and the other solution branches the ‘secondary dissipative branches’. 

The primary dissipative branches are the dissipative correction to the cold-plasma solution

(5.68), which are of leading order € .̂ The dashed line is the analytically derived growth- 

rate, calculated by substituting Expressions (5.93) and (5.101) into Expression (5.78). The 

analytical result matches the primary dissipative branch well for values of M  larger than

0.75. The diflFerence between the analytical and numerical results, for lower values in M,  
shows th a t in this regime the diflFerence between the cold-plasma solutions and solutions 

for a finite plasma 0  is more pronounced. The primary dissipative branch has its lower 

limit a t M  =  Me as predicted, where the surface wave is of the slow type. The growth-rate 

of the primary dissipative branch does not become large a t M =M c  but does so near the. 

K-H overstability interval. This is because the position where the derivative P*{Y) vanishes, 

shifts up in M  when 0  is finite, as euinpared with the cold-plasma limit. Because Expression 

(5.47) is used to calculate the dissipative growth-rate, the dissipative solution is not valid 

near the K-H overstability, where it becomes of the same order as the ideal solution, and 

hence invalid. But because the K-H overstability is expected, by assumption, to have a 

larger growth-rate than the dissipative instability, we consider only the K-H overstability 

in this interval. The dissipative branches above and below the K-H instability are from fast 

and slow surface waves respectively. The numerical results can be improved by not using 

regular perturbation theory to find the dissipative growth-rate but either by solving the full 

dispersion relation directly, or by searching for the root of the full dispersion relation in a 

small circle in the complex plane, around the ideal root.

The other, secondary dissipative branches are the correction to the asymptotic wave 

branch solutions, which have no contribution a t order € .̂ The secondary dissipative branch 

solutions coincide with the primary ones for (5 =  0, but differ with increasing value of 8. 

The asymptotic slow surface wave branch is non-spurious, for values of M  larger than the 

threshold value (5.73), which is thus the lower limit for the secondary dissipative branch 

(dotted line denoted with a ‘c’ in Figure 5.14). This value of M  is actually below Me 

when 6 =  1. Therefore in this case, the absolute stability of the interface is governed by 

the secondary dissipative branch. The secondary dissipative branch does not reach this 

minimum value, but this could be due to loss of numerical accuracy.

The plot in Figure 5.14 for 6 =  0 shows tha t the dissipative overstability interval has 

a i l  upper limit, below M — 1. This is contrary to what Figure 5.12 predicts for this value
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Figure 5.15: Contourplot of the critical value of M  for the existence of dissipatively overstable
solutions as a function of ^ =  or, for different values of S (denoted by different line styles) and with 
P = 10“ .̂ The unstable region lies to the right and above the critical curves. The shaded region 
denotes the K-H overstability interval. The solid line represents the line of margined stability for S 
=  1 when the second dissipative branch is included and the dashed line shows the line of marginal 
stability when only the primary dissipative branch is included.

of angle 0. But Figure 5.12 also shows tha t the upper limit of the dissipative instability is 

very sensitive to a small decrease in 0  from its value of t t / 4 .

Figure 5.15 shows the domains of dissipative overstability in a M-<f> diagram. This 

figure compares well with Figure 5.12, with the modifications we have mentioned earlier.
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The solid line represents the minimum threshold in M  for all values of S for the existence 

of dissipatively overstable wave solutions. However, this critical curve is determined by 

the secondary dissipative branch, which has a much lower growth-rate compared with the 

primary branch and is therefore of lesser importance. The minimum threshold in M  is more 

realistically described by the dotted line, which \s M  = Me- The minimum threshold value 

in M, for all values of S and 0, is M  =  0.5.

5.5.2 D ependency of dissipative growth-rate on p
Figure 5.16 shows how the dependency on M  of the positive growth-rate ^ (u /kV A )  of 

the surface wave solutions varies with the parameter p. The K-H overstability interval 

is located at M  =  Me +  (dotted line with caption ‘i’ in Figure 5.16), as given by

Expression (5.89). The width of the instability domain becomes narrower and the growth- 

rate decreases, with decreasing values of p. In the plots of /? =  10“  ̂ and 10"^, the width of 

this instability interval falls below the resolution of the plot. The monotonie K-H instability 

interval remains virtueJly unchanged because the lowest-order term in the growth-rate is 

independent of P and corresponds to the cold-plasma instability connected to the solution

(5.68).

The primary dissipative branch solution is situated in the interval (Me, 1) for all values of 

P in Figure 5.16. Because the growth-rate of the primary dissipative branch is calculated, to 

leading order, from the cold-plasma solution, the order of the growth-rate does not depend 

strongly on the parameter p. The dashed line is the analytically derived growth-rate, c 

alculated by substituting Expressions (5.93) and (5.101) into Expression (5.78). It is not 

surprising tha t the analytical result agrees better with the numerical result, for decreasing 

values of p. For the case P =  10“  ̂ the analytical and numerical results are in perfect 

agreement. This shows th a t the calculation of the dissipative growth-rate due to viscosity 

(5.93) has been derived correctly from dispersion relation (5.43).

We see from Expression (5.32), th a t for P < 10“ ,̂ the dissipative growth-rate due to 

viscosity is more im portant than tha t due to thermal conduetion. For p  =  10"^, which 

represents the cold-plasma limit, the dissipative growth-rate is fully determined by viscos

ity. For P > 10"^, the roles are reversed and the dissipative growth-rate due to thermal 

conduction is more im portant than tha t due to viscosity. For P =  10~^, we have shown 

th a t thermal conduction is more im portant than viscosity.

196



p = io - ‘

. - 1 0

-15

0.50 0.60 0.70 O.aO 0.90 1.00 1.10
M

^  = 10'

•  - 1 0

Î

-15

0.50 0.60 0.70 0.80 0.90 1.00 1.10

-1 5

0.50 0.60 0.70 0.80 0.90 1.00 1.10
M

^= 1 0 '^

-1 5

0.50 0.60 0.70 0.80 0.90 1.00 1.10
M M

Figure 5.16: Plots of positive values of as functions of the parameter M on a logarithmic
scale, for four values of the parameter /? = /?i = ^ 2 , and with <f> =  a = tt/ 4 ,  t; = 1, J =  1, Re = 
10̂  and Pr = 10“ .̂ Large dots: K-H instability. Small dots: dissipative instability. Dashed line: 
leeiding-order analytical solution (5.78).

The secondary dissipative branch depends strongly on the parameter (i. The growth- 

rate of these solutions is proportional to a power of /? and is positioned around the K-H 

overstability, in the interval defined by the value of M  a t the points ‘a ’ (5.73) and ‘c’ 

(5.73). In the plots for /? =  10“^, 10“ ^, the secondary dissipative branches do not reach 

the boundaries of this interval. We believe tha t this a numerical error because of loss of
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Figure 5.17: Contourplot of the critical value of M  for the existence of dissipatively overstable
solutions as a function of ^ =  a, for different values of S (denoted by different line styles) and with 
(3 =  10“ .̂ The unstable region lies to the right and above the critical curves. The shaded region 
denotes the K-H overstability interval. The solid line represents the line of marginal stability for S 
=  1 when the second dissipative branch is included and the dashed line shows the line of marginal 
stability when only the primary dissipative branch is included.

accuracy a t such low values of growth-rate.

Figure 5.17 shows the domains of dissipative overstability in an M -0 diagram for (3 =  

10“ .̂ The domain of K-H overstability has become wider and is, as expected, positioned 

a t higher values in M , compared with the case of 0  =  10“ ^. W ith respect to the dissi
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pative instability domains, Figure 5.17 resembles Figure 5.15, with the exception th a t the 

domain, where the second dissipative branch solution is the only contributor to the dissi

pative growth-rate, has shrunk. Also in this case, the value of M  =  Me determines the 

lower threshold for dissipative instability, which is clearly lower than the K-H instability 

threshold.

5.5.3 D ependency of dissipative growth-rate on density ratio

From Table 5.1 is becomes clear th a t an active region is denser, by a t least an order of 

magnitude, compared with a coronal hole (po,i/Po,2 ^  10). A jum p in density has not been 

taken into account in our model. It is expected th a t a density jum p has an influence on 

the stability criteria (Yang & Hollweg, 1991; Ruderman & Fahr, 1993,1995; Gonzalez &
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Figure 5.18: Plots of positive values of 9^(w/â:Va) as functions of the pairameter M on a logarithmic 
scale, for four values of the parameter rj, and with <f> = a = tt/ 4 ,  A  =  A  =  10"^ and 6 = 1 .  Large 
dots; K-H instability. Small dots: dissipative instability.
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G ratton, 1994b). Gonzalez & G ratton (1994b) showed th a t for </> = a  and ft — = /?2,

the global criterion for K-H instability, is given by

where rj is, from looking a t Expression (5.49), equal to (po.i/po.z)” ^̂ -̂ A density ratio of 

10 corresponds to a value of t; «  0.32. Expression (5.113) coincides with the lower limit 

of Expression (5.90) when rj = 1. The K-H threshold is lowered when the density ratio 

is increased. Because we have shown th a t both the K-H and dissipative instabilities are 

connected with the existence of a backward propagating wave, it is reasonable to assume 

tha t the threshold speed for the existence of dissipatively overstable solutions is lowered as 

well, with an increase in density ratio. Figure 5.18 shows the positive values of C>(w/t%4) for 

several values of rj. When 7 / ^ 1 ,  the main K-H instability interval is lowered. The unstable 

wave solutions are no longer monotonically unstable (Gonzalez & G ratton, 1994b). The two 

intervals of K-H overstability do not coincide. One interval remains at its original value in 

M  and the position in M  of the other interval is lowered. The two branches of dissipative 

instability split up as well. The lower limit of the primary dissipative branch remains 

fixed but its upper limit, which is equal to the lower limit of the main K-H instability, 

decreases with decreasing values of rj. Therefore with decreasing t/, the interval of the 

primary dissipative brajich is shortened. A t rj = 0.1 (corresponding to po,i/po ,2 =  100), this 

instability interval has all but disappeared. The secondary dissipative branch also decreases, 

together with one of the K-H overstability intervals.

We conclude th a t although an increasing density ratio lowers the threshold speed for the 

K-H and dissipative instabilities, in practice the threshold speed for the relevant interval 

of dissipative instability does not chajige. The width of the dissipative instability intervals 

decreases. Therefore, the introduction of a density jum p stabilises the interface against 

the dissipative instability. Tirry et al. (1998) calculated the threshold speed for which 

negative energy wave solutions exist for surface waves propagating on a single interface in 

the cold-plasma limit and in the presence of a density jump. Their threshold speed is in 

agreement with the threshold speed for backward propagating surface waves, and hence for 

dissipative instability, as we found in this chapter. It is not clear why the whole domain, 

where backward propagating waves exist, does not become dissipatively unstable when S =

1. More research is clearly needed to resolve this question.
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5.5.4 Conclusions

In this chapter we investigated a model for a coronal hole boundary by considering the 

dissipative stability of a tangential discontinuity in the presence of an equilibrium flow to 

model a  coronal hole boundary. We showed tha t the presence of dissipation can destabilise 

the tangential discontinuity. We demonstrated tha t in the solar corona, thermal conduction 

and viscosity are of equal importance for our model. The strongly magnetised nature of 

the corona makes the thermal and viscous diffusion mechanisms highly anisotropic so tha t 

the momentum flux across magnetic flux surfaces is negligible. Therefore is it possible to 

consistently consider a tangential discontinuity in a dissipative plasma. Gravity is neglected 

and the plasma quantities on each side of the discontinuity are uniform. These assumptions 

limit the length-scale of a disturbance to be much less than the coronal scale-height. A 

dispersion relation for MHD surface waves, in the weakly dissipative regime, is derived.

The cold-plasma limit is often used to model the corona, but in this limit it is not 

possible to consider thermal conduction consistently. Therefore, we investigate the stability 

of surface waves for a small but finite plasma ft. The dispersion relation is solved analytically, 

for a specific choice of the free parameters, in an expansion procedure for small values of the 

parameter €, which is proportional to the square of the ratio of cusp to  Alfvén speed. In the 

cold-plasma limit, only fast surface waves exist, which become unstable for an equilibrium 

flow speed given by the lower limit of Expression (5.70). When the flow is parallel to the 

equilibrium magnetic field, this threshold is equal to twice the Alfvén speed. In a plasma 

with a small but finite plasma ft, slow and fast surface waves exist. Fejer (1964) and Duhau 

& G ratton (1973) noticed that, when increasing the equilibrium flow speed, the transition 

from a slow to a fast surface wave is marked by K-H instability. The growth-rate of the 

solutions in this K-H instability interval is proportional to the plasma ft and therefore 

vanishes in the cold-plasma limit. The threshold speed of this instability interval lies below 

the cold-plasma K-H instability interval and is approximately given by Expression (5.88).

The dissipative terms in the dispersion relation are considered small compared with 

the ideal terms. This implies tha t the influence of viscosity and thermal cunductlun can 

be considered separately. They are incorporated into the expansion procedure by noticing 

th a t the magnitude of the lowest-order viscous and thermal conduction terms are of order 

6̂  in the corona. As a consequence the lowest-order thermal conduction contribution to 

the growth-rate of a surface wave is calculated consistently from the ideal, cold-plasma
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solution. We use a diagram, introduced by Chandrasekhar (1961), to  investigate graphically 

the behaviour of the surface waves with real frequencies in ideal plasmas, and to determine 

the condition for which backward propagating surface waves exist. We investigated the 

instability domains and growth-rates of both types of dissipative instabilities and established 

th a t instability only occurs when a backward propagating wave is present. Dissipation is 

most destabilizing when the difference between the transport coefficients on each side of 

the interface, represented by the parameter 6, is large. The viscous instability depends 

strongly on ft and actually vanishes when the viscosity coefficients are equal on both sides 

of the interface ( 6 = 0 ) .  When viscosity is present in only one of the two media (6 =  1), 

the whole domain where backward propagating waves exist, is unstable. The instability 

due to thermal conduction does not depend strongly on the parameter 6. The minimum 

threshold speed for instability is, for all values of 6, equal to the minimum equilibrium speed 

at which a fast surface wave in the cold-plasma limit is a backward propagating wave, given 

by Expression (5.69), which is below the threshold speed for K-H instability. Also, this 

speed does not depend on ft. Surface waves become unstable due to  viscosity at tha t speed, 

only when 6 = 1 .  We used this fact as one of the reasons to argue th a t thermal conduction 

is more destabilizing th a t viscosity. The difference between the threshold speed for K-H 

and dissipative instability is of order ft and is therefore small in the corona. Therefore, the 

statem ent tha t dissipative instability significantly lowers the threshold speed for instability 

with respect to the Kelvin-Helmholtz instability (Tirry e.t a l, 1998) is not correct for the 

corona. The second K-H instability interval is, though, narrow. The dissipative instability 

destabilizes surface waves in a much larger domain in parameter space for flow speed below 

the cold-plasma K-H threshold speed.

We compared the results of the analytical expansion procedure with the results of solving 

the ideal dispersion relation numerically. The numerical analysis showed two unstable 

solution branches. The branch with the largest growth-rate has a contribution in the cold- 

plasma limit and corresponds to the analytically derived result. We call this solution the 

primary dissipative branch. There is a good agreement between the analytical and numericed 

results. The second branch of dissipatively unstable solutions is the dissipative correction 

to a surface wave solution which is proportional to a power of ft (hence not described 

in the cold-plasma limit). We call this solution the secondary dissipative branch. The 

growth-rates of these solutions are much smaller than those of the solutions of the primary
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branch. Therefore theoe Golutione are not of great importance, with the one exception tha t 

the threohold equilibrium cpeed for inotability of these solutions can be lower than tha t of 

the primary dissipative branch solutions, but never lower than the global threshold of the 

primary solutions in our specific model.

The analytical and numerical results differ for values of the flow speed near to the 

second K-H instability interval. The analytical result is calculated from the cold-plasma 

solution and therefore does not describe this second K-H instability. We did not expect 

any agreement because regular perturbation theory breaks down in this regime. Therefore 

the numerical result is not valid near the second K-H interval. It is necessary to refine the 

calculation of the dissipative correction to the ideal solution for this case.

We consider the magnitude of the dissipative instability growth-rate. We assume that 

the surface wave has a period of 10 s and its wave-length is approximately given hy L ^  

Va P  ~  2x10^ km, where the value of the Alfvén speed in Table 5.1 is used. The value of 

the wave-length is in good agreement with the value of L chosen to estimate the magnitude 

of the dimensionless parameters in Table 5.1. From Figures 5.13 and 5.14, we estimate that 

the instability growth-rate due to dissipation is equal to uJdl^VA ~  IC®. From the value 

of the Alfvén speed given in Table 5.1 and the given wave-length, the time, tj ,  for the 

wave amplitude to increase by a factor e is approximately 16 days. This is very long. If we 

estimate this time for a surface wave with a period of Is, we find a wave-length of 2x 10^ km. 

The values of the Reynolds numbers and Péclet number are smaller on this length-scale, 

than those given in Table 5.1, namely Re =  400 and Pe =  8. The time t j  is equal to 1.1 

hours. In this time the surface wave has travelled a distance of the order of the solar radius. 

We conclude th a t surface waves with wave periods of the order of Is or less are necessary 

to have an effect on a coronal scale. A similar conclusion has been made by e.g. Gordon & 

Hollweg (1983) and Ruderman (1991) for the damping rate of surface waves in the corona. 

Oscillations in this frequency range have extensively been observed (sec Aochwanden et al, 

1999). The wave period in this range is also less than the ion collision time and the validity 

of collisional theory in this regime is therefore questionable. The secondary K-H instability 

has a growth-rate of order u fkV A  5x 10“^. For a surface wave with a period of 10 s and 

1 s, the time £j is approximately equal to 42 and 4 minutes respectively. It is clear tha t the 

K-H instability evolves much faster than the dissipative instability.

The global threshold equilibrium speed for the onset of a dissipative instability iSj from
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Expression (5.69) given as:
cos^

vo,i -  Uo,2 I = cosa
Tf we consider the equilibrium flow parallel to the equilibrium magnetic field, surface waves 

become unstable only if the flow speed is super-Alfvénic. The threshold speed is lowered 

when the direction of the equilibrium flow is oblique with respect to the direction of the 

equilibrium magnetic field. We need \ <f> — a  \ > 8 4  degrees, for the threshold speed to be 

subsonic. Therefore, we need the magnetic field to be quasi-perpendicular to the equilibrium 

flow. This is unlikely to be the case in a coronal hole, which has open magnetic field-lines 

directed radially from the sun.

The threshold speed is also expected to be lowered if there is a jum p in density between 

the plasmas on both sides of the interface, because the minimum speed for which backward 

propagating waves exist is lowered. For a coronal hole boundary, we expect density in the 

coronal hole to be one order in magnitude less dense than an active region. We find that 

although the threshold speed for dissipative instability (and K-H instability) is lowered to 

0.2 the relevant dissipative instability interW  remains fixed and its width is decreased, 

Therefore we conclude tha t a density jump stabilises the interface against the dissipative 

instability. This case shows tha t it is necessary to calculate the growth-rate of the dissipative 

instability explicitly, to make realistic statements on the stability of the interface.

We conclude from investigating the instability growth-rate and the threshold flow speed 

for instability, tha t it is unlikely tha t the coronal hole boundary can become dissipatively 

unstable (Joarder et a l, 1997). Even if high enough flow speeds could be reached, it is the 

K-H instability which destabilizes the coronal hole boundary on a much faster time-scale 

than the dissipative instability.
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Chapter 6

Conclusions

In this thesis we considered two topics: (i) the weakly nonlinear evolution of two oppositely 

directed waves (bounded (standing) waves and two pulses), where we used the concept of 

the ponderomotive force, and (ii) the dissipative instability of the tangential discontinuity.

A mechanical analogue of bounded, nonlinear Alfvén waves

We investigated, in the weakly nonlinear regime, the motion of frictionless beads along an 

oscillating, stretched string, of constant tension, and the motion of a fluid in an oscillat

ing elastic tube, as analogues for the behaviour of bounded, nonlinear Alfvén waves, the 

magnetic tension of the tension force of a In these models, the tension force is the restoring 

force. In the analogue of the string, we identified the ponderomotive force as the longi

tudinal component of the tension force, which is proportional to  the spatial gradient and 

the acceleration of the string. It is a basic nonlinear force, which does not depend on the 

tension of the string. For the case of Alfvén waves, we showed tha t the ponderomotive 

force is of this form. The leading-order term of the ponderomotive force has the form of a 

magnetic wave pressure force.

We considered a string oscillating in one of its normal modes (bounded wave). We 

described the motion of discrete particles (beads) along the string by the eqiia.tion of an 

anharmonic oscillator. The beads oscillate around the positions of the anti-nodes of the 

string’s wave-field. When we considered a continuous spread of beads, a t a finite time, the 

beads concentrated a t the anti-nodes and the linear density of the beads became infinite, 

on a  time-scale proportional to  a~^. This occurs because the ‘compressibility’ of the beads
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has not been taken into account.

We considered the mechanical analogue of a ‘tube’ of infinitely small width, filled with a 

‘fluid’ and derived the governing equations for the tube’s transverse motions and the fluid’s 

dynamics. Again we considered the tube to be oscillating in one its normal modes. The 

second-order ponderomotive force of the tube, excites bounded sound waves in the fluid. 

The linear density of the fluid enhances a t the position of the anti-nodes of the tube’s 

wave-field. The maximum density is proportional to Therefore, waves with large

amplitudes, or when the kinetic pressure of the fluid is much less than the tension of the 

tube-fluid system (/? <C 1) produce large density enhancements. When =  0, the linear 

density of the fluid grows quadraticaJly in time. We calculated the cubically nonlinear 

moderation of the tube’s oscillation by the sound wave. We see the generation of the third 

spatial harmonic. Fbr 1, the moderation is strong. For =  0, we showed th a t the 

amplitude moderation of the original wave mode is, to leading order, proportional to 

and the frequency-shift is proportional to  These results match identically with the 

case of bounded Alfvén waves (Rankin et a i, 1994).

We conclude th a t the models we have investigated, even though we considered a constant 

tension, are good mechanical analogues for the weakly nonlinear dynamics of bounded 

Alfvén waves, especially when P <^1, which is the equivalent of plasmas with a low plasma 

P, for which large perturbations of density are possible. The results found are in good 

agreement with the results of Rankin et a i  (1994) and those of Chapter 3.

The nonlinear evolution of fast magneto-acoustic waves in a two-dimensional 
cavity

We investigated the weakly nonlinear evolution of bounded, fast magneto-acoustic waves 

in a two-dimensional cavity and in the cold-plasma limit. We compared analytical results 

to numerical simulations, using a fully nonlinear Lagrangian code. In the cold-plasma 

limit, slow magneto-acoustic waves are absent. Because the fast magneto-acoustic wave is 

driven by pressure and tension forces, the ponderomotive force of fast magneto-acoustic 

waves is more complicated than in the case of Alfvén waves. The leading-order terms of 

the ponderomotive force of fast magneto-acoustic waves have the form of a product of a 

wave quantity and a spatial gradient of a wave quantity. The second-order ponderomotive 

force has two effects: quadratically nonlinear moderation of the fast waves and excitation of
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plasma flows along the equilibrium magnetic field. We showed that, because of the selection 

rules imposed by the boundary conditions, the quadratically nonlinear moderation is non

resonant, This implies that, a t this order, there is no generation of a second harmonic and 

there is not the possibility of three-wave interaction. The component of the second-order 

ponderomotive force parallel to the equilibrium magnetic field excites, secularly, a plasma 

flow towards the positions of the anti-nodes of the fast wave velocity field, where the density 

grows quadratically in time. We found tha t this behaviour is in accordance with tha t noted 

by Allan et al. (1991). Furthermore we calculated the cubically nonlinear moderation of 

the fast magneto-acoustic waves and find tha t the original wave mode has an amplitude 

moderation proportional to a ^^ ,  and a frequency-shift proportional to aH'^. We also see 

the generation of third spatial harmonics The frequency-shift differs from the case of the 

moderation of bounded Alfvén wavea oidy by a geometric factor (Rankin et al. 1994). We 

described a multiple-scales approach to calculate the frequency-shift in a more natural way. 

We recognise tha t the expansion procedure fails on a time-scale proportional to a~^, at 

which the component of the velocity parallel to the equilibrium magnetic field forms, at 

a finite time, a stationary discontinuity. We estimated an upper limit for this time, using 

the methods of characteristics. At the velocity discontinuity, the density becomes, locally, 

infinite. This is an unphysical situation, which is a result of the failure of the assumption of 

a cold plasma. We estimated from the cold-plasma solutions th a t the kinetic pressure force 

becomes, locally, im portant on a time-scale proportional to The maximum density

perturbation is proportional to  d^/p. We conclude tha t it is necessary to consider a plasma 

with a finite plasma p. The condition for the weakly nonlinear assumption to remain valid 

is given by the condition a < 2(2y0)^/^, which has previously been noted by Rankin et al. 

(1994). For large wave amplitudes, the numerical simulation showed the formation of a 

shock travelling in the direction transverse to the magnetic field. We modelled the initial 

evolution as the superposition of the first-order and second-order fast wave modes.

As it stands, a vital and physical realistic extension to this chapter is to take into 

account the compressibility of the plasma, i.e. a finite finite plasma /?, to remove the 

un physical manifestation of infinite densities. This complicates the analysis because the 

fast and slow magneto-acoustic waves are coupled. Also, the assumption of an isolated 

medium can be adjusted to make the model more physical by considering an external 

medium. The boundaries in the transverse direction to the magnetic field are replaced by
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interfaces (Murawski, 1994). This enables the investigation of the nonlinear response of higly 

structured coronal features to large amplitude transients. The recent work of Nakariakov 

et al. (1999), Ofman et al. (1999) suggest that, the investigation of the dissipation of slow 

magneto-acoustic waves which are excited by the ponderomotive force of an Alfvén wave, 

in a plasma with a low plasma /), is worthwhile.

The nonlinear evolution of an Alfvén pulse

We considered the weakly nonlinear interaction of two linearly polarized Alfvén pulses 

in both cold plasmas and in plasmas with a finite plasma /?. We showed tha t there is an 

excellent agreement between the analytical results and the results of a numerical simulation, 

using a fully nonlinear Lagrangian code.

We investigated the nonlinear evolution of an initially excited, Gaussian-shaped pulse 

in the transverse velocity. Two Alfvén pulses are created which propagate in opposite 

directions. We showed tha t the second-order ponderomotive force associated with the two 

pulses has three contributions: the first two contributions are the ponderomotive forces 

of each Alfvén pulse separately, which has the form of a magnetic wave pressure force, 

and the third contribution contains a combination of the magnetic perturbations of both 

pulses. We called the latter term the cross-ponderomotive force, which decreases rapidly 

to zero as the two pulses separate. The cross-ponderomotive force generates a plasma 

flow towards the original position of the pulses. In a cold plasma there is no force to 

counteract this acceleration. Therefore the plasma continues to flow, at a constant speed, 

towards the central position. We showed th a t at a finite time, which is proportional to a~^, 

the nonlinear inertia of the plasma produces a stationary velocity discontinuity, where the 

density had become infinite. We applied the method of characteristics, both analytically 

and numerically, to model this. We have a un physical situation arising similar to those 

in Chapters 2 and 3. There is no force to  balance the inertia of the plasma. It is clear 

th a t the kinetic pressure force cannot be neglected for all times. We therefore investigated 

the nonlinea,r evolution of two Alfvén pulses in a plasma with a finite plasma /?. Then 

the central perturbation splits up into two slow pulses (for P < 1), of amplitude a^, which 

propagate in opposite direction. We found tha t the ratio between the pressure force and 

the nonlinear inertial force is proportional to 0.1a“ '^^. We considered two cases: (i) The 

nonlinear inertia of the plasma is not im portant during the time the slow pulses have not
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fully split up. The slow pulses are not substantially moderated nonlinearly during this 

time and are therefore well-described by the second-order solution. The maximum density 

perturbation is proportional to (ii) The nonlinear inertia of the plasma is im portant

during the time the slow pulses have not fully split up. The behaviour of the slow pulses 

during this time is similar to the cold-plasma case, until the time tha t the pressure force 

becomes of the same order as the nonlinear inertia. The maximum density perturbation 

is proportional to d^P~^. We also showed tha t the nonlinear evolution of the separate, 

travelling pulses is governed by quasi-linear differential equations. The evolution of the 

Alfvén waves is given by the scalar Cohen-Kulsrud equation. We showed th a t on a time- 

scale proportional to o?{l — P)~^, a shock is formed on the preceding side of the pulse. The 

evolution of the slow pulses is governed by the quasi-linear differential equation for sound 

waves and we showed tha t a shock is formed on the p r e c e d in g  s i d e  of the p u ls e ,  on a time- 

scale proportional to a^. The Alfvén and slow shocks convert the wave energy effectively 

into heat (e.g. Cohen & Kulsrud, 1974).

In this chapter we looked at an initial pulse in the transverse velocity component v^. The 

case of two oppositely travelling Alfvén pulses crossing each other is qualitatively the same. 

An Alfvén pulse can, of course, also be excited in the transverse displacement component 

or in the transverse magnetic field component B^. It can be seen th a t the former case is 

very similar to  the case we considered, because the second-order ponderomotive force is the 

same as Expression (4.11), but with the shape of the pulse now a spatial derivative of the 

pulse shape, mass accumulation a t x /A .t= 0  is still observed. The latter case, though, is 

different, because the second-order ponderomotive force is different from Expression (4.11) 

by a change of sign for the cross-ponderomotive force. The quadratically nonlinear solution 

to this problem in the cold-plasma limit, is Expression (4.17) with opposite signs for the 

last term . Consequently, mass is now pushed out from the region around x /A x  =  0. Also 

Expression (4.36) only differs by sign. Therefore Expression (4.42) becomes

- 1  1  _  1  '  / « . . X

A surface discontinuity appears at the positions x /A x  =  ± \/3 /2 . For the case of a finite 

plasma P, the quadratically nonlinear solution to this problem differs from Expression (4.66)
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because the velocity term Vx,2c now has the opposite sign:

-  _ _ îL _  _ g-(x-r)»l
vx ■ 2(1 -  m   ̂ J

+  # ( 1  -  /3^) L
( x  + y / p r Ÿ  ( X - y / p T Ÿ

-  A + {T ,X ) e —-̂  ̂ -  A .{ T ,X ) e ~  . (6.2)

This problem corresponds to the perfect reflection of an Alfvén pulse a t a  boundary. This 

can be seen as the nonlinear interaction between two pulses in the transverse velocity which 

travel in opposite directions and have opposite signs.

The model we presented is, of course, not only applicable to Gaussian-shaped pulses, as 

functions of the form 1/(1 4- s^) or sech^s produce qualitatively the same results.

The results we have shown in this chapter represent basic characteristics of nonlinear 

Alfvén wave interactions. They are im portant for the interpretation of more sophisticated 

numerical simulations of initial-value nonlinear MHD problems, e.g. Nakariakov et al. 

(1997, 1998); Oliver et al. (1998). This work can be extended by considering more spatial 

dimensions (to include the nonlinear excitation of fast magneto-acoustic waves), inhomo

geneities in the direction of propagation [e.g. an atmosphere), transverse structuring (e.^. 

slab geometry) with the effects of dispersion. A possible application under consideration is 

the interaction of the planet Jupiter with its moon lo by inductively generated travelling 

Alfvén disturbances along the Jovian magnetic field from lo to the Jupiter ionosphere.

The dissipative instability of the tangential discontinuity

We considered the dissipative instability of a tangential discontinuity, in the presence of flow, 

as a model of a coronal hole boundary. We found a dissipative instability for flow speeds 

below the threshold speed of Kelvin-Helmholtz instability in a cold plasma. We related the 

onset of instability with the existence of backward propagating waves. We showed th a t in 

the corona, viscosity and thermal conduction, for our model, are of equal importance. We 

assumed weak dissipation. We derived a general dispersion relation for surface waves, which 

has earlier been derived by Ruderman et al. (1996). We extended their work by considering 

a plasma with a finite plasma /?, so tha t thermal conduction is included in the analysis. 

The dissipative growth-rate is calculated using regular perturbation theory. The effect of 

vicosity and thermal conduction can be calculated separately from each other.
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We investigated a specific model for a plasma with a low but finite plasma /?, which 

assumed no jum p in density. The roots of the dispersion relation are calculated, from the 

cold-plasma limit, analytically in an expansion procedure. In this way, the leading-order 

effect of thermal conduction is included. We discussed the Kelvin-Helmholtz instability 

criteria. In the cold-plasma limit, the Kelvin-Helmholtz instability occurs at a threshold 

flow speed, uq =  2Va . In a plasma with a low but finite plasma /?, there is the appearance of 

a small, second Kelvin-Helmholtz instability interval with a threshold speed, vq = Va + K , 

which is below the first Kelvin-Helmholtz instability interval. This second interval separates 

the slow and fast surface wave solutions. We investigated the appearance of this instability 

interval both graphically and mathematically.

We calculated the dissipative growth-rate due to viscosity and thermal conduction. We 

showed LliaL the minimum flow speed for dissipative instability is the Alfvén speed and 

th a t dissipation is most destabilising when dissipation is only present in one of the two 

media. For th a t case, the domain of instability coincides with the domain of backward 

propagating waves. The threshold speed for the dissipative instability due to viscosity 

increases as the difference between the viscosity coefficients decreases. When the viscosity 

coefficients are equal, we found tha t there is no dissipative instability due to viscosity. The 

threshold speed due to  thermal conduction is, for all values of the difference in thermal 

conduction coeflhcients, equal to the threshold flow speed for the appearance of backward 

propagating waves. The domain of instability due to thermal conduction encompasses the 

domain of instability due to viscosity. We therefore concluded th a t thermal conduction is 

more destabilising than viscosity. We discussed the dependency of the dissipative growth- 

rate on the plasma P  and a jum p in density. We showed tha t for all values of the plasma p  

smaller than unity, the threshold flow speed for dissipative instability is below the Kelvin- 

Helmholtz threshold flow speed. In the corona {P ~  10“ ^), the difference is expected to be 

small, though. We also concluded tha t a density jum p stabilises the interface, although the 

threshold flow speed for dissipative instability is lowered.

We discussed the relevance of the dissipative instability to coronal holes. We estimated 

th a t waves of periods of a second or less, may grow significantly unstable in the corona. 

Waves with periods larger than a second grow unstable too slowly. We also concluded 

th a t the equilibrium magnetic field needs to be quasi-perpendicular to the flow in order 

for the the threshold flow speed to be below the expected flow speed of the solar wind in
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a coronal hole. This is not expected to occur in a coronal hole. We therefore concluded 

that the dissipative instability (and Kelvin-Helmholtz) instability may not be im portant for 

coronal hole boundaries. There is the possibility tha t the dissipative and K-H instability 

are im portant in the solar wind (Joarder et al., 1997) and the heliopause. This is, though, 

for future consideration.

We explained the need for improving the calculation of the dissipative growth-rate, be

cause regular perturbation theory fails near the lower Kelvin-Helmholtz instability domain. 

The work of this chapter can be extended and improved in many ways . We have only 

considered a specific case of the dispersion relation. The effect of different magnetic fields 

on each side of the interface and the existence of a density jum p , for example, have not 

been explored in full. We also did not investigate the dissipation of surface waves. This 

model could also be extended to incorporate a smooth density transition between the two 

media, which introduces the possibility of resonant absorption. For this, it is necessary to 

include the shear viscosity coefficient r)i (Mok, 1987; Ofman et a i, 1994). Also, Nakariakov 

et a i (1999) claim to observe tha t shear viscosity is more im portant than the classical 

value th a t Braginskii (1965) gives. This suggests tha t shear viscosity has to be included in 

viscous models.

concluding remarks

In this thesis, we investigated the properties of the ponderomotive force of magnetohydiody- 

namical waves and dissipative effects for simple models, which are im portant for interpreting 

more sophisticated nonlinear numerical MHD simulations and to help, for example, explain 

the wealth of recent, high-quality, solar observations of wave and transient behaviour from 

the SOHO and TRACE space crafts.
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