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Summary

Resonance lonisation Spectroscopy (RIS) is a relatively new analytical technique
which is gaining increasing significance in the field of quantitative trace analysis. This
work is principally concerned with the particular application of Resonance Ionisation
Spectroscopy to surface and depth analysis of semiconductor material.

For any new technique to succeed amidst a plethora of competing, proven
technologies, it must offer some added advantage. The introductory chapter assesses
some of the common electron, ion and laser based techniques already in existence,
with which RIS is in direct competition, stressing fundamental problems in use which
limit their degree of success. As a preamble to Chapter 2, the process of Resonance
Ionisation Spectroscopy is also introduced at this stage.

Chapter 2 deals with the physical principles behind RIS and its mass analysis
derivative, RIMS, introducing the concept of atomically selective ionisation schemes
used to discriminate between elements. A rate equation model, restricted to a three
level system, allows determination of the necessary experimental conditions for
efficient implementation of the process.

In its most common form, with regards to its application to solid sample
analysis, RIS is applied in a post-ionisation mode, in which case ion sputtering or
laser ablation are employed in the sample vaporisation process. Of the two methods,
lon sputtering is by far the more versatile and better understood. Chapter 3 introduces
the physical concepts of ion sputtering and erosion and includes the necessary theory
for modelling of the experimental conditions. With regard to depth profiling in
particular, the factors contributing to the broadening of known concentration profiles
are described in detail.

A prerequisite for such analysis, is the ability to detect and recognise the species
being analysed. To this end, a major portion of the project was devoted to the design
and construction of a time-of-flight mass spectrometer, responsibility for which was
placed solely upon the author. Chapter 4 deals specifically with the instrumentation
aspect of the project, detailing the operational principles of a time-of-flight mass
spectrometer, the various components of the analysis system constructed, the vacuum

and laser systems, the ion optical assembly and the sputter ion gun to name but a few.



Chapter 5 is the first relating to actual experiments, and provides the basis for an
estimate of the operational usefulness of the instrument. Both pulsed secondary ion
(SIMS) and resonant ion (RIMS) analyses were carried out on Aluminium and
Gallium by the author. The wavelength spectra allow an investigation of the effects of
experimental parameters on the resonant process. Chapter 6 describes attempts at
depth profiling of aluminium concentration through multilayered structures of GaAs
and AlGaAs.

During the design stage, familiarity with the problems associated with the
secondary ion background prevalent in these experiments, led the author to devise a
novel approach to experimental procedure and ion optical design. Chapter 7 discusses
the solution in detail, and produces experimental data and computer simulation as
confirmation of the usefulness of the method.

Recent investigations by the author have led to the development of what has
been termed Resonant Laser Ablation (RLA). Chapter 8 introduces this new concept
which is derived from the combined mechanisms of laser ablation and resonant
ionisation to offer enhancements in sensitivity and selectivity. The technique has
generated a great deal of interest due to the possibilities it offers in the field of surface
analysis. Experiments, carried out initially by the author and at a later stage in
collaboration with Dr. Wang Li of the Department of Physics and Astronomy, on
semiconductor and metal samples indicate that RLA may prove to be an interesting
alternative technique to existing forms of laser spectrometry. Consequently RLA has
become a subject for further investigations within the group.

Finally, Chapter 9 discusses briefly the project as a whole and describes some
interesting future developments which should enhance the position of RIS/RIMS in

the fields of spectrometry and surface analysis.
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Introduction

Chapter 1

Introduction

In recent years, many advances have been made in the technologies involved in crystal
growth, in particular those techniques used in the manufacture of ultra-thin layered
structures for use in new generations of optoelectronic devices. Typically these
devices are constructed with extremely thin multiple layers which exhibit particular
physical properties. They also demand a high degree of surface uniformity and low
impurity levels.

The Quantum Well (QW) Heterostructure is an example of such devices being of
particular use in the design of semiconductor lasers and waveguides constructed from
I11-V semiconductor materials [18][39][103]. Its principle of operation relies on what
is termed the Quantum Size Effect (QSE), which requires that the depth dimension of
the layers be comparable with, and typically much smaller than, the de Broglie
wavelength for an electron (~500 A).

The process of Molecular Beam Epitaxy (MBE) has come to the fore in the
manufacture of these Quantum Well devices. MBE utilises beams of thermal atoms
incident on a substrate to effect crystal growth. The atom fluxes can be varied
independently, resulting in structures possessing abrupt concentration steps or
precisely engineered concentration gradients either of the bulk materials or of dopants.
Substrate rotation and temperature control results in surface coverage uniformity.
Impurity concentrations are dependent on the purity of the atomic beams and a the
quality of the vacuum during growth.

The operational characteristics of these devices are determined by the small
dimension and quality of the structures. Improved performance therefore demands
greater accuracy and smaller tolerances in the manufacturing process. On such a small
scale it becomes difficult to monitor accurately the growth, and therefore analysis must

be carried out on the final product to ensure the desired standards are attained.
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Introduction

The determination of an elemental concentration as a function of depth is
commonly referred to as Depth Profiling. This is a feature of surface or thin-film
analysis, where the exposed surface is analysed layer by layer after a process of
erosion. The method of analysis itself introduces a smearing out effect on an abrupt
concentration transition. The figure of merit attributed to a particular analytical process
is known as its depth resolution, and is defined as the depth across which the
measured concentration drops from 84% to 16% of its maximum value at an abrupt
junction [35]. As the available resolution improves, the measured profile will resemble
more accurately the true profile. For structural analysis of typical QW
heterostructures, the depth resolution must be tens to hundreds of angstroms.

In order that the measured concentration at any exposed layer is representative of
the true concentration at that depth, the information depth of the surface analysis
technique must be confined to the surface layers alone. Information depth is defined as
the depth which contributes (1-e'!) or 63% of the signal and is equivalent to the mean

free path of the information particle in the sample medium [118].
Methods for Surface Analysis.

Since there are many surface analysis techniques currently employed in depth
profiling, it would seem reasonable at this stage to describe several of the most

successful.

Firstly, there are the electron spectrometries, of which the most important
are Auger Electron Spectroscopy (AES) and X-ray Photo-electron Spectroscopy
(XPS) [118][9].

In AES (Figure 1.1), electron bombardment (typically 0.5 - 10 keV) of an atom
causes the ejection of an inner electron. An outer electron then de-excites to the
vacancy causing a second high lying electron to be ejected. This ejected "Auger”
electron is characteristic of the emitting atom as the transferred energy E_ corresponds

to a discrete transition within the atom, and is given by the expression:

E,=E (2) - (E, (2D +E(Z+ A))- 0o, (1.1)

where Ep, Eq,and E, are the electronic energy levels of the atom, ¢ 1s the work

Page 2
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Introduction

function of the sample surface and A is the de-screening correction (i.e. the change in
the effective charge of the nucleus due to the doubly-ionised state of the atom). The
energies are measured with respect to the Fermi energy of the solid. All elements
above He in the periodic table produce Auger electrons in the range 0 - 2 keV.

XPS (Figure 1.2) relies on X-ray induced ejection of a core electron from the

atom, again at a discrete energy given by:

Eczhv—Ep—q)s (1.2)

where Ep is the binding energy of the electron and v the frequency of the X-rays.

In both processes, the intensity of the electron signal is proportional to the
atomic concentration and hence they are both quantitative.

The information depth for AES and XPS is determined by the mean free path of
the electrons escaping the surface, and is typically in the nanometre range or less.

The major advantage of electron spectrometries is that the analysis does not
contribute to contamination of the ultra-high-vacuum (UHYV) system, as is the case
with the more destructive ion spectrometries which rely on the liberation of sample
material through ion-solid interactions. Manipulation of the primary and secondary
electrons is easily accomplished by electrostatic and magnetic lenses and deflectors.
Detection can also be highly efficient.

For depth profiling by, for example, AES, the sample is continuously eroded by
a low energy, unfocused ion beam while the electron beam impinges on the centre of
the ion spot [66][68].

Another electron technique, different in principle, is the Scanning Transmission
Electron Microscope (STEM) [73]. As its name suggests, information concerning the
sample composition is gathered on the opposite face of the sample to the primary beam
(Figure 1.3). Transmission intensity is limited by the mean free path of the electrons,
restricting the use of the process to extremely thin samples which require careful
preparation. Depth analysis must be carried out edge-on to the sample in imaging
mode with resolution very much dependent on the spatial extent ot the primary

electron beam (~1nm).

As well as these electron spectrometries, there are numerous ion

spectrometries. Of these, possibly the most surface selective ot all analytical
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Introduction

techniques is Low Energy Ion Scattering spectrometry (LEIS), also known as Ion
Scattering Spectroscopy (ISS) [118][9]1(117][25].

The principle of LEIS involves a beam of low energy ions (0.2 - 3 keV), usually
of an inert gas variety, incident on a solid surface at shallow incidence (Figure 1.4). A
fraction of these ions are then scattered elastically in collisions with atoms on the
surface. The identity of the scattering atoms is then revealed in the energy spectrum of
the scattered ions [118][9]{117]. The energy E,; of these scattered ions can be given
by the expression:

E 10 2 . 2 i

E ,=—"—5" [Ml cos @ + (M} - M sin > @) ]

(M, +M)) (1.3)

where E, is the initial energy of the projectile, and M, and M, the masses of the

projectile and target atoms respectively. @ is the scattering angle given by:

(DZK—(\Plﬁ-\PO) (1'4)

where ¥, and¥ | are the incident beam angle and the emission angle with respect to
the surface normal. For a scattering angle of 90, as is frequently used, Equation (1.3)

reduces to:

E11=E10(M2_M1)(M2+M1)_ (1.5)

The extreme surface selectivity arises from the short mean free path of the ions
in the sample (~10"% nm). However, the overall sensitivity is limited by the high
probability of the primaries being neutralised in inelastic collisions with surface atoms.

Another much used ion technique is High Energy Ion Scattering (HEIS) more
commonly known as Rutherford Back Scattering (RBS) [118]{9][25].

High energy, low Z primary ions in the range 1 to 5 MeV are used to obtain
RBS spectra. The projectile ions back scattered in binary collisions with target atoms
contain information on the mass and position of the target atom in their tinal energy

and angle of ejection (Figure 1.5).

Page 4



AHDO

A+ R)-L=0
a|bue buusneog

Anowoad piuawniadxa SIgT +°1 21031

a|buy
uoissiwg

1no

I Suoj
Alewlid
ABiauzg
MO

a|buy
aouapIou]



High
Energy
Primary
lons

Scattering
From
Surface
Particles

Scattering
From
Sub-surface
Particles

Figure 1.5 HEIS/RBS experimental geometry



Introduction

For primary ions incident normally, the energy of the backscattered particles can
be derived from Equation (1.3) as:

EIO

2
1/2
s Lo ) v e )

1

(1.6)

and hence the mass of the target can be calculated, with surface atoms heavier than the
matrix giving higher scattering energies.

The backscattered ion loses energy in traversing to and from the target atom, and
hence the energy spectrum also yields information on the depth, below the surface, of
the scattering centre.

As depth and mass information appear simultaneously in the energy spectrum,
this creates problems in the characterisation of samples of complex composition due to
overlapping spect}:i. Therefore, RBS is only effectively applied to samples containing
few elements.

HEIS is also often successfully applied to channelling studies. The channelling
of projectile particles between the planes of atoms yields details of the crystalline
quality or degree of amorphisation of the sample, and also allows an accurate

determination of the locations of impurity atoms in the lattice.

Possibly the most important of the ion spectrometries is Secondary lon Mass
Spectrometry (SIMS), which has only really come into promin nce in the last few
decades but has rapidly established itself as an invaluable technique for ultra-trace,
surface and depth analysis [118][25][23][116][117]}[7]{8].

The action of a beam of ions of typically a few keV incident on a surface causes
the ejection of secondary particles, either atomic or molecular in origin, a fraction of
which are in a charged state. The analysis of these charged particles is the basis of
SIMS (Figure 1.6).

The technique has achieved high sensitivities, better than parts per million
(PPM), and can be made extremely surface selective by a wise choice of primary ion
beam parameters. However, a major disadvantage is its susceptibility to matrix
effects, i.e. the variation in the ion yield as a function of the sample composition,
which reduces its effectiveness in quantitative analysis of samples of varying

structural composition. Also, irrespective of the matrix, the ion fraction is never
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Introduction

greater than about 10%. This is by far an upper limit with typical values several orders
of magnitude less and is a strongly varying function of the experimental parameters,
namely primary beam energy, primary ion type, and sample constituents.

A variation on SIMS, namely Secondary Neutral Mass Spectrometry (SNMS),
involves analysis of the secondary neutral particles, which are, as mentioned, much
more numerous [118]{117][25]. A method of post-ionisation must therefore be
employed to make effective use of the available material. This is usually accomplished
by electron impact or laser interaction (Figure 1.7). Alternatively the sputtering
process can be carried out in an rf generated plasma, post-ionisation again being by
electron impact within the plasma [48]. Detection efficiency is not necessarily
improved due to low ionisation efficiency, at most 1% [51], or reduced spectrometer
acceptance for neutral particles, however matrix effects are significantly reduced.
Quantitative SNMS analysis has also been shown to be less prone to effects caused by
surface and residual gas contamination than is SIMS [107].

A further variation on the SIMS theme utilises a neutral primary beam (Fast
Atom Bombardment FAB) and is often referred to as FAB-SIMS [118]. This allows
for the use of higher extraction potentials thereby improving detection efficiency and
mass resolution. Charging effects in insulating and semi-insulating samples which are
compensated for in SIMS by the use of an auxiliary electron beam incident on the
sample during analysis [122][88], are less of a problem [76].

Fundamental to SIMS analysis is the choice of primary ion. To avoid chemical
reaction of the sample with primary implants, rare-gas ions are generally used. For
improved sensitivity, electro-negative oxygen ions are employed as they enhance the
positive ion yield [14] or alternatively, oxygen may be flowed across the sample
surface during analysis to the same effect [16]. Similardy for the production of negative
ions, Caesium primaries are often used [62]. In depth analysis, the determining factor
in choosing a particular ion, for optimum depth resolution, may be its relative mass
with respect to that of the target. In surface imaging mode, where a small spot size is
required for high spatial resolution, space charge effects within the primary beam must
also be considered.

In trace analysis the main limitations to detection sensitivity arise due to mass
interference from isotopes of different elements, clusters, hydrocarbons, oxides etc.,
which may exist as surface contaminants, as residual gas molecules, or alternatively

may result from the interaction of the elements in the sample with the primary ion
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Introduction

beam. Such interference effects can be resolved by the use of more costly high mass

resolution spectrometers.

More recentiy, alternative analytical techniques, relying on the use of high
power lasers in the ablation/desorption and/or post-ionisation processes have been
successfully added to the long list of currently available and widely used techniques.

Laser Micro-Probe (LMP,"LIMA") analysis [118][55][561(25](10] utilises a
tightly focused laser to vapo rise and ionise solid samples, yielding material suitable
for examination by accepted spectrometric means. Such devices generally operate in
either a transmission mode (Figure 1.8(a)), in the case of very thin samples or coated
sample grids, where the ablating laser perforates the sample, or in a surface reflection
mode for thicker samples (Figure 1.8(b)). The latter geometry is particularly suited to
surface imaging where the laser can be focused down to a spot ~ um in diameter.
The secondary ions are analysed using a time of flight mass analyser.

A further use of lasers is in the post-ionisation of ablated neutral material. Such
material may be the result of ion sputtering (SNMS)(Figure 1.9), or the action of a
primary ablating laser, and is of much use in the reduction of the matrix effects
normally associated with ablation mechanisms.

Laser post-ionisation involves the absorption by an atom or molecule of multiple
photons (Multi-Photon [onisation (MPI)(Figure 1.10))[4][25][65][64], to excite and
eventually ionise the particle. This generally requires a high photon flux to improve
the ionisation efficiency.

One major advantage of using a laser as the probe-beam in preference to an ion
beam, is that the laser does not interact with the electric fields normally present in the
sample region, and consequently, much higher extraction potentials may be used
which contribute to the overall transmission efficiency and mass resolution of the
system. Furthermore lasers are not space charge limited and therefore the focus quality
of the beam is diffraction limited and is not affected by the laser intensity.

Problems arise in the non-uniformity of the laser evaporation, presenting
limitations in depth analysis.

The analysis of the ablated ions under laser microprobe assay 1. also prone to
matrix effects in the ablation mechanism as are ion beams, and the variance of the
ionisation potentials of the elements.

Detection sensitivity is also affected by mass interference of similar origin to
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Introduction

those found in SIMS as the ionisation is generally non-selective, and may be severely

restricted by surface contamination due to the ease of thermal desorption of surface
particles.

This leads on to probably the most recent developmen t in laser post-ionisation,
namely Resonant lonisation Spectroscopy (RIS), which utilises the tunable qualities
of modern dye lasers to match real transitions within atoms and thereby achieve
lonisation with high probability and atomic selectivity. Details of the mechanisms
involved will be discussed in the following chapter, suffice it to say that RIS offers
possibly the greatest scope for improvements in ultra-trace analysis of any of the

aforementioned or other techniques.

All of the above techniques have their own particular advantages and
disadvantages and it would therefore seem the logical step to combine techniques in
order to combine the best qualities of the individual methods, to yield more
information and a more accurate representation of the sample.

Multiple instruments are now widely in use operating with various combinations
of electron and ion spectrometries [54].

An example of such an instrument may incorporate either AES or XPS in
conjunction with SIMS.

Electron techniques, being less prone to matrix effects supply the quantitative
information while SIMS supplies the major compositional information as well as the
sensitivity.

Similarly, RBS is used in conjunction with SIMS. From RBS spectra an
absolute depth scale can be derived, provided details concerning the ion-target
interactions are known, i.e. interaction cross-sections and stopping powers. Again
due to the relatively poor sensitivities attainable with RBS, SIMS is used to provide
the missing sensitivity factor.

More recently, a combined SIMS/laser desorption instrument has been described
(28].

The nature of this project concerns the application of Resonance lonisation Mass
Spectrometry (RIMS), to surface and 'in depth' analysis (depth profiling), in

particular with respect to possible structural investigation of multilayer structures
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grown by MBE.

These initial experiments will involve analysis of only bulk material
constituents, namely Ga and Al in GaAs/AlGaAs layers, in an attempt to recognise
procedural difficulties which may be encountered and to determine the limitations of

the apparatus used.
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Resonance lonisation Spectroscopy

Chapter 2.

Resonance Ionisation Spectroscopy (RIS).

Introduction

The technique of RIS has been in widespread use now for little more than a decade,
developed in the early seventies by Letokhov and co-workers in the USSR Academy
of Sciences, and in the USA by Hurst and co-workers at Oak Ridge, as a consequence
of improvements in laser technology, in particular the availability of powerful tunable
sources.

The interest in RIS stems from its ability to selectively ionise a particular atom of
interest with a high probability while effectively leaving the all others present in a
neutral state. For this reason, it offers immense possibilities in the field of trace
analysis.

In the early years of its development, much interest lay in its possibilities for
application to isotope separation[3][13][115], in particular those of Uranium for use in
nuclear reactors . However, its use has expanded into many other fields where trace
analytical and spectroscopic investigations of the highest sensitivity are vital. Uses for
RIS have been found in areas as diverse as high energy physics [57], medicine [99],
and the electronics industry [19], to name but a few.

At present the first generation of commercial systems are beginning to appear on
the market with future improvements in reliability and ease of use, dependent on

further developments in laser technology and computer control.
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Resonance lonisation Spectroscopy

Physical Basis.

In principle, RIS is very straightforward.

A typical atom has a structure of discrete energy states or levels, from the lowest
energy ground state to the ionisation limit or continuum. Normally, the populations in
these states are determined by a Boltzmann distribution, and therefore at room
temperature, assuming a non-split ground state, the population in the ground state is
effectively 100%. If a photon equal in energy to the difference between two states is
incident on the atom, a transition may occur from the lower to the higher state. Further
transition may then be made to higher lying states by subsequent photon interaction
until sufficient energy is supplied to promote an electron into the ionisation
continuum, thereby creating a positive ion and an unbound electron (Figure 2.1(a)).

Since every element has its own unique energy level scheme, a choice of photon
energies, particular to the element of interest, results in the creation of what are termed
'‘Resonant’ ions of that type. Furthermore the probability of ionising an atom of
another element via non-resonant transitions is many orders of magnitude smaller.
Resonant Ionisation is therefore extremely elementally selective, and in addition, can
be made 100% efficient if sufficient photon flux is available.

However, not all transitions occur with the same probability, and in fact many
are not normally allowed. The allowable transitions are determined by selection rules
which arise from angular momentum conservation considerations within the atom
under the influence of electric dipole radiation.

Due to the intrinsic spin of the photon, under absorption, the orbital angular
momentum of the excited state electron must change by 1h. For a many electron atom,
the electric dipole selection rules in atoms with LS coupling, for single photon

absorption are [123]:

AL=0%1
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Resonance Ionisation Spectroscopy
J=2j,=L+S=21+ s

where | and s are the angular momentum quantum numbers defining the electron

configuration.

Also, in an electric dipole transition the parity of the atomic wavefunction,
defined by (-1)L, must change.

As well as single photon transitions, excitation may occur between bound states
under the action of two or more consecutive photons through what are known as
virtual states (Figure 2.1(b)). This method allows transitions which break the dipole
selection rules, but requireshigher photon fluxes due to the short lifetimes of these

states. For the case of two photon interactions the selection rules are similarly defined
as [61]:

AL=0,%2
AS=0
AJ=0,21,%£2

in which case parity is conserved.

Five main schemes have been suggested by Hurst et al. [42][43] (Figure 2.2)
to enable resonant ionisation of all the elements, except He and Ne which have very
high ionisation potentials. The application of these schemes to the elements is
illustrated in the periodic table of Figure 2.3. However, these need not be adhered to
rigorously as there are many more possibilities for most elements which may be more
suitable to a particular experimental arrangement or samples of complex matrix which
may contain elements with similar electronic structures. Thonnard et. al. [19] have
illustrated how 39 of the elements can be resonantly ionised by the same laser
arrangement, therefore allowing rapid switching between the elements under
investigation, under computer control if necessary.

The simplest scheme requires a single photon to excite the electron into an upper

level more than halfway to the continuum. A second photon of the same energy is then
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Application of the Resonance lonisation schemes

to the periodic table
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Resonance lonisation Spectroscopy

sufficient to cause ionisation.

A variation on this, for atoms of slightly higher ionisation potential , involves
the use of a frequency doubled photon to effect the transition to the upper state
followed by a photon of the original frequency for the 1onisation step. This scheme
was used in the analysis of Gallium and Aluminium in the experiments to be outlined
later.

The remaining schemes utilise various combinations of photons of different
energy, including the fundamental frequencies or frequency doubled components.

In order to achieve saturation of a resonant two photon process, typical photon
fluxes of around 1026 photons cm? s°! are required. Modern pulsed lasers can easily

meet this requirement.
Resonant Ionisation Mass Spectrometry.(RIMS)

RIMS involves a coupling of the RIS process to the well established techniques
of post-ionisation mass analysis [102].

Assuming all the isotopes of an element are simultaneously ionised by the
resonant laser photons, the isotopic ratios can be determined by the spectrometer,
assuming the mass resolution is sufficiently high, with improved accuracy due to a
reduction in isobaric background effects.

Quadrupole mass spectrometers and sector instruments have been used with RIS
although they are limited by their low transmission efficiencies (~10-1-104) [51].
Time of flight mass spectrometers, either with or without the improvements of
electrostatic and magnetic sectors, can however be ideally applied to RIS due to the

pulsed nature of their operation.
Rate Equations

The use of population rate equafions in the modelling of resonant ionisation,
provides a simple and effective method of determining the conditions necessary for
saturation of the ionisation process, whereby every atom of interest within the laser
volume is ionised, and is generally applicable under conditions where the laser
linewidth exceeds that of the atomnic states.

The simplest resonant ionisation scheme can be viewed as a three level system
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(Figure 2.4), the first and third levels being the ground state of the atom and the
ionisation limit respectively. This being the case, the rate equations for the three levels

are as follows:

N, ®ON _+IN

a =-0, ot , 0, ON, (2.1)
dN,

Tzoad)NO-FNl—[iNl—csstl)Nl—csich1 2.2)
W s oN

d %0 (2.3)

where Ny, N;, N;, are the relative populations  of the three states at time t, G, is the
stimulated absorption cross-section, o is the stimulated emission cross-section, and
o, is the ionisation cross-section from the excited state. I" is the spontaneous decay rate
(equal to the reciprocal of the excited state lifetime ), B is the rate of non-radiative
decay to a state not contributing to the photoionisation process, and @ is the photon
flux (the number of photons per unit area per unit time ).

Adding (2.1) and (2.2) gives:

dN,  dN,
=-—1-N,0.®-BN,

dt dt (2.4)

Differentiating (2.2) with respect to t and substituting (2.4) yields:

2

d°N, dN,
—+Kk—— +AN =0
dt dt (2.5)
where
xk=T+B+(@©,+0,+0)P (2.6)
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and

2
A=0c,02(f+0cd) 2.7)

Equation (2.5) can then be solved to give the population of the excited state as:

N o, 0

TRETRL (2.8)
where:

T T (2.9)
and

b= 5+ sV -an’ (2.10)

For a narrow linewidth laser, tuned on resonance, the cross-sections for
stimulated absorption and emission are very much larger than for ionisation (i.e 6, ~
o, » 0, ). With the flux condition that the rate of excitation is large compared to the

spontaneous decay rate (i.e. 6,0 » [+f ) then K, » Wb, and equation (2.8) becomes:

N o, O _ ..
N——L[e u']

L (2.11)

with W, now approximately equal to 2(150a.
Substituting Equation (2.11) into (2.3) and integrating wrt time over the pulse

length of the laser T (assuming a square pulse ) we get:

oc®N, T _,.
N =— e ‘dt
: 2 '[) (2.12)
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which yields:

N =Nl1-¢""] (2.13)

From a binomial expansion of (2.9) and the condition that x ~ 2dg, it can be
shown that t, = 6,®/2.

Finally, if the condition holds that 6,®T » 1 (the fluence condition), then we
have the result that N, = N, (i.e. all atoms in the ground state at time t = 0 are ionised
by the end of the laser pulse.). This is what is known as Saturation Ionisation.

Typical values for the above variables are 0, ~0, ~ 101%cm'%; 6, ~ 10 7cm %

'~ 108s!; B ~ 108s"! making an overall requirement of ® » 102, Therefore, for A ~

500 nm and a laser pulse length of 10 ns, saturation occurs for a fluence > 4 mJ per
mm?Z,

The above conditions can be met by most commercially available dye lasers with
the requirement of moderate focussing of the beam.

A more detailed discussion of the rate equation model can be found in the

references which deal with a more complex four level system [91][92]

Due to possible difficulties arising in the saturation of the ionisation step,
multistep excitation was proposed which involved excitation through a series of
resonant steps to a high lying excited state very close to the ionisation limit of the
atom. Jonisation is then achieved by an electric field pulse[60]. Similarly, ionisation
from such energetic states may be enhanced via collisions with the atoms of a buffer
gas, as in investigations of resonant effects in proportional counters [58][40]. In fact
the first successful experiments on single atom detection were carried out in such
proportional counter devices[41].

Collisional mechanisms within the buffer gas have the undesir able effect of
broadening the resonant transitions (Appendix C), thereby reducing the spectral
resolution attainable with such arrangements. Also the high operating pressure within
the proportional chamber is not compatible with most types of mass spectrometer. For
these reasons it has been more advantageous to adopt atomic beams as the source of
material and either apply direct photo-ionisation, or employ field ionisation |5]. Being

vacuum compatible atomic beams also allow for their use in conjunction with mass
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analysers prior to detection.

For analysis of solid samples, the process requires further sophistication with
the need for controlled sample vapo _risation. This is generally achieved using either a
primary pulsed laser to ablate material from the surface or by the action of a beam of
primary ions. The plume of vapour thus generated can then be intercepted by the
resonant lasers [27][52]{79]{99](121][51], with the subsequently generated ions
analysed and detected in a mass spectrometer. These aspects will be discussed in more

detail in subsequent Chapters.
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Chapter 3

The Theory of Ion Sputtering
and its Application to Depth Profiling.

Introduction.

As already mentioned in Chapter 1, the need for reliable and accurate techniques for
the characterisation of modern superlattice structures continues to increase, with
advances in growth processes surpassing the abilities of presently "state of the art”
analytical methods. In most cases, a balance has to be made between the requirements
for high depth resolution and sensitivity. An exception to this rule is SIMS which
displays PPM sensitivity while maintaining a depth resolution of some nm. SIMS
does however have its own inherent problems.

In applying the popular surface analysis techniques to depth profiling, the
common requirement is the continuous exposure of the sub-surface layers. This must
be achieved at a constant rate with high spatial uniformity. The usual method
employed is that of ion-erosion, with the exception of RBS which yields the depth
information directly in the energy spectrum of the ions backscattered in collisions with

deeper lying planes of atoms.

The following sections describe the major mechanisms involved in depth
profiling, namely the process of ion erosion (sputtering), and the factors determining
the ultimate depth resolution obtainable under a particular experimental arrangement.
The great deal of material available on these subjects is beyond the scope of this work,

however it is worthwhile to present the salient aspects, required for day to day depth

analysis, relating to the physical and technical limitations arising.
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Sputtering.

The ejection of particles from a solid by bombardment of the surface with
energetic primary ions, is known as Sputtering. The physical mechanism responsible
for this process is generally considered to be collisional, where incident primary ions
colliding with target atoms on the surface, transfer a fraction of their energy and
momentum. Further interactions occur until the primary particle comes to rest within
the material or is backscattered to the surface. The target recoil particles set in motion
also exhibit their own collisional pattern.

Such patterns, involving essentially binary interactions (i.e. interactions
involving only two particles), are commonly refer&:d to as collisional cascades (Figure
3.1). If, as a consequence of these cascades, sufficient energy is imparted to atoms on
the surface, so as to overcome the surface binding potential of the solid, sputtering of
target atoms is observed. For primary ions in the keV energy range, disordering of the
sample due to these effects may occur over a depth of several hundreds of angstroms
while sputtered particles in general only originate from the first few atomic layers, or
tens of angstroms below the surface.

Using this idea of collision cascades, Sigmund developed a sputtering theory,
explaining sputter yields (i.e. number of sputtered particles per incident ion ) as well
as the energy and angular distributions of secondary particles.

According to the theory of Sigmund [93][100][94][95][96], the number of
recoil particles (i.e. from within the sample) arriving at the surface in the energy range

E, E+dE in solid angle d€, at an angle y to the surface normal is:

d3N 3 as n(Ep) cos
dQdE ~ 27 C, E’ 3.1)

where S (Ep) is the nuclear stopping cross-section for primary particles of energy Ep,
o is a factor dependent on the relative masses of projectile and target, and C is a
constant of the scattering cross-section.

For energies in the keV range, Co = 1.8 x 1016 and [126]

o)
~0-15+0- ~r
* M, (3.2)
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where M, and M, are the masses of the primary and secondary particles.

Assuming a planar potential barrier at the surface, integration of Equation (3.1)

over all angles and energies > U, gives:

3 aS.(E)

2 U
an°C, s (3.3)

Y(E,) =

where Y is the sputter yield, U is the surface binding potential of the solid, usually
taken as the sublimation energy for most elements [127], and in the case of
semiconductors as the energy required to break half the number of bonds in the bulk
[2], and is typically a few electron volts. Inserting values for the various constants,

Equation (3.3) becomes:

~0-042[A7 as [ev.A’]
U,[CV] (3.4)

where the nuclear stopping cross-section is given by:

M
S(E)=4nZ2Z e2a|:——’—}sn(£)
2 M +M, (3.5)

Z, and Z, being the atomic numbers of the primary and secondary species, and

-1/2

2/3 2/3
a=0-8853a,(2,"°+23") 3.6)
is the Lindhard screening radius [9] for the Thomas-Fermi interaction potential of
atoms and ions. The term a, here, is the Bohr radius = 0.52915 A.

In order to reduce the number of parameters the dimensionless reduced energy

has been introduced and is defined by the expression:

T M +M, ZZpg’ (3.7)

€
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This is given for cgs units and by inserting the appropriate values can be re-
expressed in terms of Ein =V by:

325 M, E(keV)

€ =
2/3 2/3.1/2
(1\41'|'M2)212,2(Zl +Zz ) (3.8)
This leads to Equation (3.5) being rewritten as
YAV M
S (E)=84- 77 Sk S L_ .5 (e) [ev.A7]
(Z?/3+222/3)”2 M, +M, (3.9)

where s _(€) is the reduced stopping cross-section which has been expressed [120] by:

© +In(1+¢)
S€)= """ =
e+0.14e>* (3.10)

As an example, consider a 2keV beam of primary argon ions incident normally
on a solid gallium surface. M, is taken as 40 amu, and M, as the average mass of the
two gallium isotopes as 69.7 amu. The atomic numbers of the projectile and target are
18 and 31 respectively.

Substituting into Equation (3.8) gives the reduced energy as € =0.0181.

Using this value in Equation (3.10) yields s_(g) =0.204.

Equation (3.9) then gives S_(E) =859.22 [eV.A?]

Finally, substituting all values into Equation (3.4) gives the sputter yield for
argon on gallium as 5.04 sputtered particles per incident primary ion.
where U (Ga) = 2.7 eV and o 1s calculated from Equation (3.2) to be 0.377.

Similarly for GaAs the various parameters can be calculated.
€ =0.0177
s (€) = 0.202
S (E) = 852.59
a = 0.385
where the avarage atomic number and mass were taken as 32 and 72.32 respectively.

Substituting into Equation (3.4) then yields 4.18 particles sputtered per incident ion.
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Figure 3.2 shows how the sputter yield varies with the mass and energy of the

primary particle, calculated from the Sigmund theory.

Nature of Sputtered Particles.

Of primary importance to sputter induced ion spectrometries, is the charge state
of the particles liberated, whether as ions for SIMS analysis, or neutrals for methods
of SNMS.

It is an accepted fact that the ion fraction generated is much smaller than the
neutral fraction [51], with a severe dependence (up to a factor of 100), on the sample
composition, thus creating obvious problems in the quantitative analysis of samples
varying in matrix, without the introduction of multiple internal and/or external
standards for comparison.

In order to make an accurate determination of the true composition from the
secondary ion information, it becomes necessary to derive a physical model for the
secondary ion formation.

A variety of such models have been proposed, although a general model
applicable under all situations and combinations of primary and target material, does
not exist as yet.

The most widely used model assumes the development of a plasma layer in the
sample under ion bombardment, in which all particles are in a local thermodynamic
equilibrium (LTE). The model is restricted to the presence of oxygen within the
plasma [116] This however is often the case in SIMS analysis where oxygen is used
as the primary beam or is introduced to enhance the positive ion production due to the
electronegativity of its nature [1]{52].

Under these conditions the degree of ionisation can be derived from the Saha-

Eggert equation [9][1][14]:

3/2
n'n,  2Z°(T) (2% mekT) exp (_ E;_AE)

n°  Z%7) \  n’ KT (3.11)

where n®, n*, n, are the number densities of the neutral particles, positive ions and

electrons respectively, Z%(T), Z*(T) are the internal partition functions of the neutrals
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and positive ions [7], E, is the first ionisation potential of the atom, T the plasma
c
temperature, k Boltzmann's constant, h Plar}{('s constant, m, the electron mass and

AE the depression of the ionisation energy due to charge and temperature effects in the
plasma and is given by the Debye correction [112]:

1/2

AE = 3(8nnc)
=C\kT

(3.12)

where e is the electronic charge.

For multi-elememt systems, due to the unknown quantities T and n,, at least two
internal standards are still required in order for the true concentrations to be calculated.
It can be shown [116] that the temperature T is not identified as the macroscopic
temperature of the target, but is in effect related to the average kinetic energy available
in the collision cascade .

Software packages such as CARISMA [1] have been developed specifically for
this purpose using iterative methods to calculate the unknowns T and n, from the
internal standards and hence calculate the relative populations of all other elements

present from the measured ion yields.
Incidence Angle Dependence.

The dependence of the incident angle of the primary beam on the sputter yield,
for polycrystalline materials is given by [93][80][69]:

YO
Y0y ~ (cos ®) (3.13)

where Y(0) is the sputter yield at normal incidence, 0 is the incident angle relative to
the surface normal and f is a constant deﬁned by the mass ratio ( for M,/M, <3, f=
5/3 ). At oblique angles this relation breaks down as the reflection coefficient of the
incident particles increases until a critical angle where the reflection is 1, in which case
all incident particles are scattered from the surface atomic layer, none having sufficient
energy perpendicular to the surface to overcome the potential barrier (Figure 3.3).

Maxima in the sputter yield usually occur at between 60° and 70° to the normal [98).
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This however, is not necessarily the case for a monocrystalline target, where
ions may be channelled by parallel crystal planes and penetrate farther into the crystal.
At such incident angles, the sputter yield will be reduced.

Energy Distribution of Sputtered Particles.

Equation (3.1) can be integrated over a 21 solid angle to give the energy

distribution of the sputtered particles as:

dN _ 3 @5.E,) g
dE 2n? Co (E +U,)3 (3.14)

which has a maximum at E = U2, a linear increase at E « U_and a 1/E? dependence
at E » U_. Figure 3.4 shows a series of curves corresponding to the sputtered energy

distribution of various elements.
Angular Distribution of Sputtered Particles.

For polycrystalline materials, if one assumes that after a few collisions within
the target the recoil atoms are moving essentially randomly through the medium, their
distribution being therefore isotropic, then the angular distribution of the ejected
material is effectively isotropic. The normal component of the secondary particle
current then approximates a cosine distribution {80][106][98]. This holds for normal
incidence. However, at oblique primary beam incidence, the preferential emission
angle is shifted away from the normal in the direction of specular reflection of the
primary ions [80], due to the formation of knock-on atoms with a large component of
momentum parallel to the surface (Figure 3.5). Emission of these knock-on particles
is then dependent on their component of momentum normal to the surface, determined

by the primary ion energy, and the surface binding energy of the material [80].
Erosion Rate.

A prerequisite for depth analysis is the constant, continuous erosion of the

sample at a rate dependent on the primary beam and the sample characteristics. This
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erosion (sputter) rate is given by [9][35]:

M(amu). j(RA /em ). Y

z=3-755 x 107", : -
p(g/ cm?) (3.15)

in um per hour.

Here j is the effective current density of the primary ion beam, M is the average
mass. p the density, and Y the total sputter yield of the sample.

For the case of one major matrix component, the sputter rate is a constant, and

the sputtered depth 1s simply the product of the sputter rate and the total time.

The target number density (atoms per cm?) is given by

0 M (3.16)

where N, is Avogadro's constant . This can be substituted into equation (3.15) to
simplify the expression if the information concerning the lattice construction is

known.

As an example, GaAs has a Cubic Zinc Sulfide (Diamond) Structure with a
lattice parameter a of approximately 5.67 A. In each conventional cell there are 4
atoms of Ga and 4 of As. The number density can then be easily calculated as 8x10%
/a3(A) = 4.39x10%? cm.

Equation (3.15) can be written as

. NLjY

z=3.755 x 107, —
0 (3.17)

and substituting the values for ny and N, yields
z=5-15x 107 .j.Y (3.18)

Therefore, for a current density of 0.01 pA/cm? and a total sputter yield of 5 the
sputter rate can be calculated to be ~2.58 x 104 pm/hour.

This relation (Equation (3.17)) holds for a uniform surface current density
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which can be better approximated by rastering of the ion beam. In this case, the
current density, and hence the sputter rate, is reduced by the ratio of the spot size to
the rastered area.

Erosion rate is usually easily controllable, and is variable over a wide range,
with ion gun parameters. Generally there are considered to be two types of SIMS
defined according to the ratio of the erosion time, ty, of a monolayer of the sample to
the recording time of a mass spectrum, t,. The practically non-destructive 'static'
SIMS mode arises for ty;/t,»1, while 'dynamic’ SIMS, more suited to depth analysis
arises for ty/tpo<1 [33].

Factors Affecting Depth Profiling.

The main experimental aspects responsible for accurate determination of depth
concentration profiles are the depth resolution and the dynamic range. These are
affected to varying degrees by instrumental factors and ion solid interactions within

the target.

Depth Resolution.

Depth Resolution Az is a measure of the quality of a depth profile. For a step-
like concentration transition, the measured signal will be broadened by various
experimental factors. The shape of the measured profile can be closely approximated
by the function [35][9]:

1z) =1,[% - Serf(2)] (3.19)

where the current drops from a maximum level I to a minimum (Figure 3.6). The
derivative of Equation (3.19) is a Gaussian error function. From the measured
profile, the value for the depth resolution is defined in several ways;  or example, the
depth Az across which the current drops from 95% to 5% of I, , or more commonly,
the depth across 84% to 16% of the maximum, which corresponds to twice the

standard deviation 26 of the Gaussian distribution.
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The total measured depth resolution Az, is a function of all the contributions to
the broadening from instrumental and physical parameters, and has been expressed
[34][35] as:

1/2

Az=(iA zf)
j=1

(3.20)

where the Az; correspond to the contributions from such sources as atomic mixing,
surface roughness, edge effects, the most important of which will be discussed in

following sections.
Recoil Mixing.

There are two types of recoil mixing which take place under ion bombardment
of a solid. Primary Recoil Mixing involves direct ion-target impact resulting in target
atoms acquiring high momentum in the forward direction. These are generally small in
number and non-isotropic. Although such mixing has some influence on the measured
profile, including a possible shift in the distribution, the major mixing contribution
arises from Cascade mixing i.e. profile broadening due to the development of collision
cascades.

Andersen [2] has theoretically shown that a concentration d-function is
broadened by random collisions to a Gaussian function. Sigmund [97] then derived a
general theory which predicts the effects of cascade and recoil mixing on the
broadening and shifting of profiles. The theory goes on to show how the Full Width
at Half Maximum (FWHM) of this function can be expressed by the dependence:

AZ“[%] \ (3.21)

where E and Y are defined as before.
For an abrupt concentration step this broadening can be assumed to be
comparable with the depth resolution, hence the effects of experimental parameters can

be concluded from the expression.
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As Az is proportional to E/Z, the use of low primary energy (typically 3 to 5
keV) enhances the resolution. The sputter yield is dependent on the incident angle
(Equation (3.13)) and hence at the angle corresponding to the maximum sputter yield,
the effect on profile broadening is minimised. Y is also proportional to the constant a
which is related to the mass ratio of target and projectile (Equation (3.2)). At energies
~keV, heavy projectiles reduce the effect of cascade mixing while improving the
sputter yield.

Monte Carlo simulations of atomic mixing effects [46] compared with
experimental corroboration [45] confirm these predictions of increased broadening due
to higher energy primaries and steeper incidence.

High energy primary ions also have a tendency to generate structural defects
within the crystal which enhance the diffusion rate {29], again leading to a broadening

of the profile.

Surface Roughness

Deterioration of the depth resolution can also result from the initial surface
roughness of the sample. For surface features smaller than the spot size of the primary
ion beam, sputtered material may originate from different exposed layers within the
beam spot. Also, sputtering may occur at different rates due to a variation in the angle
of incidence at different points on the surface (Figure 3.7). This can then lead to an
enhancement of the roughness, implying a worsening of the measured broadening
with depth. Inhomogeneities in the sample, whether already present or ion
bombardment induced, also lead to the development of surface roughness and cone
formation (Figure 3.8).

Obviously some care has to be taken in the preparation of samples to ensure the
minimum of surface contamination and lack of large particles on the surface which
may cause a shadowing of the surface to the primary ions.

To an extent the effect of surface roughness can be reduced by the use of
multiple ion beams at different orientations or sample rotation during sputtering.
Alternatively the introduction of oxygen during the sputtering process can lead to the
formation of quasi-amorphous oxides which sputter more unifc}\mly over the surface
due to a reduction in channelling of the projectiles, resulting in a suppression of cone

formation and incident ion orientation dependence [{105]. Similar observations have
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been made with nitrogen primary ions where cone formation was again suppressed by
an alteration in the chemical nature of the surface due to the presence of the nitrogen
atoms [32]. Optimum resolution can therefore result from analysis of smooth
amorphous targets. Interestingly, semiconductors tend to amorphise under ion
bomdardment [105][36], reducing the likelihood of developing surface roughness.

The effects on measured resolution as a function of depth has been described in
terms of a Sequential Layer Sputtering (SLS) [9] model which explains
fundamentally, the development of surface roughness on the monolayer scale. This
model assumes all other factors contributing to the development of surface roughening
and depth resolution can be neglected

If one assumes that sputtered material originates from only the surface
monolayer of atoms, then due to the random nature of the sputtering process, a
fraction of the second layer will be exposed after primary beam incidence. At such
points on the surface, the second layer then effectively becomes the surface
monolayer. Under the same random process, a fraction of this second layer will be
sputtered to reveal a new surface and so on (Figure 3.9).

The fraction of the exposed layer is a function of time and is known as the Free
Fractional Surface. The distribution of the free fractional surface as a function of depth
can be expressed in a good approximation by a Gaussian function if n, the number of

layers involved, is relatively large [33]:

a /2 |: (Zi—i)]
Oz (1) = ( o z) CXP|™ " Zaz (3.23)

where ©(z,(1)) is the free fractional surface of the ith atomic layer, a is the monolayer
thickness, and z the average sputtered depth [33].

Since the standard deviation of this function 1s

o=(az) " (3.24)

the dependence of the depth resolution as a function of sputtered depth can now be

derived from the resolution definition Az = 20 as
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Az =2(az) (3.25)

or the relative depth resolution

1/2
T =2(3) (3.26)

Other assumptions made are that the sputter rate is constant throughout the
sample and that all other sputtering effects such as ion induced effects at high primary

energy [68], can be neglected.

Comparison with experimental results [33][34][38][37] have indicated the
validity of the above model.

The above effects tend to be cumulative, and therefore at very large depths
below the surface, the degree of mixing may be such that an alternative method of

depth analysis, which does not rely on sputter erosion, may be more beneficial.
Dynamic Range

The dynamic range of a profile is defined as the maximum ratio of the measured

concentration for a particular element I /1 being the continuous

min* Imin
background concentration (Figure 3.10).[9](67]

As with depth resolution, there are many factors affecting the dynamic range in
profiling. Being mostly instumental in nature their effect can be minimised by the

correct choice of experimental parameters and instrumental design.
Crater-Edge Effects.

With a static primary beam incident for long periods of time, the focussed spot
may tend to drift slightly from its nominal position due to thermal or charging effects
within the ion gun assembly. As a result, material outwith the desired analysis area
contributes to the background of ions. This effect is of particular significance in the
profiling of sharp concentration gradients resulting in a loss of resolution as well as

dynamic range (Figure 3.11)[36][67].
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Depth Profiling

Similar problems also arise due to the non-uniformity of the primary beam
current. The radial current distribution of the primary beam is usually assumed to be
Gaussian in form and the sputtered crater effectively reflects this in its shape. The
implication of this is that material sputtered by the tails of the distribution, originate
from layers closer to the surface (Figure 3.7).

Both of these effects can‘ be reduced by increasing the sputtered crater via
rastering of the primary beam over an area several times that of the focused beam spot.
Analysis can then be performed on material originating from the flat central portion of
the crater, by a restricted acceptance angle to the spectrometer, or electronic gating.
Alternatively, it has been demonstrated, [104], that the measured profile may be
analytically corrected for such edge-effects by using a standard interface to define the
primary ion beam parameters.

Another serious crater-edge effect is the contribution due to the unfocussed
neutral component of the primary beam [67], formed due to inefficient differential
pumping of the ion gun, and alsodue to charge exchange processes within the gun
assembly. This problem can usually be solved by placing deflection plates at the exit
aperture of the ion gun and deflecting the ion beam onto the target, the neutral beam
being undeviated (Figure 3.12).

Redeposition.

A different source of anomalous background is due to redeposition [98][67][35]
onto the surface of previously sputtered material. These may be low energy neutrals,
unaffected by the extraction field, which remain in the sample vicinity and are
eventually re-adsorbed. Another so-called "memory" effect arises when material
deposited locally to the sample and from ion optics is resputtered by high energy

secondary particles and deposited onto the sample (Figure 3.13).
Residual Gas.

A major source of contamination is due to the adsorption rate of molecules from
the ambient gas within the analysis chamber, onto the sample surface. This source of

contamination may be neglected if the sputter rate and the residual pressure satisfy the
relation [33][116][36]:
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is[nA /em?] /p, [torr] 2 10° (3.27)

However, the increase in sputter rate may be detrimental to the depth resolution, hence
UHYV (<10-9 torr) conditions are preferable in order to retain the erosion rate at a
desir able level and the effects of surface adsorption to a minimum.

Other contamination may arise from impurities in the primary beam, arising
from contamination of the source region or the source material, being deposited onto
and into the solid. For time of flight operation in particular, problems may arise when
using a source element comprised of numerous isotopes, which in pulsed operation
would result in multiple primary pulses, thus causing a broadening of the temporal
distribution of secondary particles and a loss in mass resolution. Experimentally these
problems can be dealt with by thorough outgassing of the source and incorporating

mass filtering into the ion gun assembly.
Time of Flight Operation

In SIMS depth profiling, ion etching is performed continuously with ion
currents accumulated over a defined counting time for each element as the mass range
of the analyser is scanned. Each scan then corresponds to a point on the depth scale.
The primary beam is normally rastered to improve sputtering uniformity, and gated
electronically to ensure the detected secondary ions originate from the crater centre.

Depth analysis via AES is carried out by directing the electron beam at the centre
of the crater during ion erosion. The peaks in the Auger energy spectrum can then be
monitored as a function of time.

Because TOF analyses all masses simultaneously on each analysis cycle, under
dc operation the detected signal will simply be a dc level which yields no mass
information, hence a different procedure must be adopted for depth profiling, which
involves pulsed ion production.

For TOF SIMS, this involves a.pulsing (or blanking) of the primary ion beam
with the ions impinging on the centre of a crater which has been etched by the gun
operating in dc mode.

If laser post-ionisation is involved, a pulsed laser ensures time of flight
separation of the ionised species. In this case, the gun may operate in either mode with

the SIMS ions contributing to the ion background (unless removed by some separate
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means). In continuous mode the laser is fired to coincide with the rastering beam
passing over the central portion of the crater, in order to reduce crater-edge effects.
However, with respect to a line of sight detector, the continuous incidence of
secondary ions can lead to serious contamination of the device, and hence a reduction
in performance and useful lifetime.

This problem can be alleviated by pulsing the primary beam, during data
acquisition. Optimum temporal and spatial overlap of the laser pulse with the
secondary particles ensures maximum sensitivity. Due to this switching of gun
modes, extra care must be taken, particularly with very thin layers, to ensure the
etched depth between data points is less then the smallest structure to be resolved.

If the ion pulse length is very short, the damage to the crater floor is minimised,

and dynamic range can be improved by accumulation of data over a number of pulses.

Page 33



Depth Profiling

Comparison of Performance in Depth Analysis.

In depth analysis, the performance of any technique relying on ion erosion is
determined by the factors described above. Such is the case with SIMS, AES and
methods involving post-ionisation such as RIMS.

The following comparison will be confined to SIMS and AES, both widely
adopted depth profiling techniques relying on sputter erosion, but different in the
respect of the information carrying particle, and their relative performances with
respect to sensitivity and quantification.

If it were the case that the information derived from the various techniques was
identical then the same could be said of their relative performances. However,
optimum performance of the individual processes depends on necessary conditions,
rather than the most desirable.

In comparison with SIMS, the useful information in AES is not derived from
the sputtered material, therefore a reduction in the sputter rate should not influence the
overall sensitivity. This may be achieved either by a reduction in the primary source
intensity or by lowering the primary ion energy which, more importantly, results in a
drop in the degree of atomic mixing. Such variation in experimental conditions may
contribute to an improvement in the overall depth resolution, although the fundamental
limiting factor to AES is the information depth of the Auger electrons.

The degree of information derived from SIMS analysis depends on the total
primary ion flux, hence a reduction in the ion energy, without a variation in other
parameters, such as the source gas pressure and ionisation efficiency, reduces the
information available. Also being prone to surface contamination, the sputter rate must
be maintained at a suitable level.

Typical primary ion energies used in SIMS (~5 keV), result in ion ranges within
the target of the order of 100 A which would have the effect, in the case of AES
analysis, of a contribution to the degradation in depth resolution more significant than
the contribution due to the information depth of the Auger electrons. High depth
resolution AES therefore employs ion energies < 1 keV for layer erosion in order that
the contribution from the ion-solid interaction is of minor importance. As already
mentioned, SIMS operated at such low energy would most likely experience an

increased component of surface contamination.
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A further effect to be considered when using beams of such low energy, is the
relative effect on the ion trajectories of the extraction potentials present. Obviously the
preferred high voltages for high ion extraction efficiency will be unsuitable, again
reducing the overall sensitivity in SIMS. Extraction of electrons on the other hand,
being of much lower mass can still be maintained with lower potentials on the
electrodes.

In general, the attainable depth resolution is decided by the required sensitivity.
Both SIMS and AES are capable of a resolution down to the nanometre range, while
SIMS itself, under the most ideal experimental conditions (extremely low residual gas

pressure and primary beam energy), and a reduction in the dynamic range may exhibit

a slight improvement.

In applying methods of post-ionisation to depth profiling, the optimum
resolution is limited by the same fundamental physical and instrumental artefacts
encountered in SIMS. However, if the method of ionisation of the neutral material is
highly efficient, there:should be a resulting increase in the dynamic range over that
obtainable via SIMS. Ful-filling this requirement is RIS with the added benefits of

atomic selectivity, and without the matrix problems of SIMS.
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Chapter 4.

Instrumentation.

Introduction

Much of the early work in applying RIS to spectroscopy and trace analysis, and
indeed many of the present investigations, centred on the analysis of gas phase
samples. Experimental arrangements involved the use of thermal ovens for the
generation of atomic beams intercepted by the lasers. Other experiments have utilised
the high vapour pressures of some materials, e.g. Caesium and Rubidium [58], in
proportional counter studies.

For analysis of solid samples with particular application to structural
determination, generally more complex apparatus is required due to the necessity for
sample vapourisation, and the presence of surface contamination. Also, the
requirements for stability and reproducibility of experimental conditions over

prolonged analysis times impose further restrictions on the equipment used.

The following sections, describe in detail the major components of the apparatus
used, many of which had to be designed and built by the author to meet the particular
requirements of the experiments performed. Other elements, such as the laser system

are commercially available and required little in the way of development.

Mass Spectrometer

The decision to use a time of flight (TOF) mass spectrometer was a consequence
of the complementary modes of operation of TOF and of the pulsed lasers normally
used in RIS, with the added advantage of the simplicity and cheapness of
construction, with its performance not reliant on low tolerance manufacturing, but

rather a careful choice of operational parameters [119], and the high ion transmission

Page 36



Instrumentation

efficiencies attainable. TOF also allows a complete mass spectrum per pulse as
opposed to rf or magnetic based systems which require tuning of the parameters to a
particular mass.

The principle of the Time Of Flight is essentially quite simple. Ions gencrated at
the sample surface are imparted with approximately equal energies by an accelerating
electric field, which ejects them into a field free region where the ions are separated in
time according to their mass (m) and charge (q), and subsequently detected by an ion
detector. The time of flight t of a particular ion of mass m can be determined from a

simple energy conservation consideration and is given by the expression:

(4.1)

where V is the accelerating potential and d the distance travelled by the ions.

The main disadvantage of TOF lies in its limited mass resolution, i.e. its ability
to separate different masses, which in the case of a simple linear flight path, of length
at most a few metres, is at best ~50 to 100.

Mass resolution m/Am = t/(2At) is defined as the mass at which the spread of
the temporal distribution of particles arriving at the detector is equal to the difference in
flight time of consecutive masses. Often, the resolution is defined relative to a
particular mass as simply the ratio of the flight time to the peak width. Alternatively,
the absolute resolution may be calculated for the system from the measured temporal
separation of known masses. However, the specified resolution is dependent on the
choice of measured width.

In the case of mass peaks of similar intensity a reasonable choice of width
would be that of Full Width at Half Maximum (FWHM), in which case the resolution
could be expressed as (see AppendixA):

n2

T - ) w

R=m

where m, and m, are the known masses and n is the number of measured widths

separating the two.

However, a system with a mass resolution defined in such a manner may be

Page 37



Instrumentation

ineffective when attempting to resolve a low intensity mass peak obscured by the tails
in the distributions of those of neighbouring mass. For this reason the resolution is
commonly defined relative to the measured width at 10% maximum.

The expression for the absolute resolution may be retained with the value n
replaced by that corresponding to the revised width definition.

In the spectrometer sample region, the generated ions have finitz initial spatial,
temporal and energy distributions, which are the major factors contributing to the
limitation of the ultimate mass resolution.

The spatial contribution arises from the variation in time of flight (corresponding
to a variation in path length) for ions produced at different points in the sample region.

When applied to laser post-ionisation of material ablated from a surface, the
initial spatial distribution is defined by the volume of overlap between the sputtered
particles and the interacting laser, together with the angular acceptance of ions by the
extract electrodes. Under such circumstances, the temporal distribution is not a serious
problem since for short laser pulses of the order of a few nanosecond s in duration,
the relatively slow particles are effectively frozen within the interaction volume, and
therefore formation of all ions is effectively simultaneous.

Particles sputtered from a surface are generally considered to follow a cosine
distribution in their propagation from the sample surface. The variation in the velocity
component, normal to the surface and along the spectrometer axis determines the
energy resolution of the system. Further broadening of the energy spread may result
from collisional and electrostatic effects within the ablated plume.

In order to minimise the aforementioned effects, suitable experimental
parameters must be adopted.

Once again, with respect to laser post-ionisation, the simplest method of
reducing the effect of the initial spatial distribution is to reduce the beam diameter of
the ionising laser by suitable focusing. Unfortunately, this tends to reduce the number
of ions available for analysis, and hence a suitable balance must be reached between
improved mass resolving power and maximum sensitivity. Alternatively, the angular
acceptance of the ion optical assembly may be reduced with the disadvantage of lower
spectrometer transmission.

The energy resolution is limited by the initial energy spread of the atoms, prior
to ionisation, relative to the accelerating potential. The normal solution is therefore to

increase the accelerating voltage such that the initial energy distribution is negligible
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compared to the average kinetic energy of the ions. This also serves to improve the
transmission efficiency of the spectrometer. Unfortunately, the existence of such high
fields in the interaction region has an undesir\ able effect on processes involving ion
ablation, namely deflection of the primary beam. This leads to a need to use primary
ions of a much greater energy which may have a detrimental effect on the analysis.

In conclusion, the various pros and cons of spectrometer operation must be

weighed up in order to determine the optimum parameters applicable to a particular

experiment.

The spectrometer used comprised a total flight path of approximately 1.2 m from
sample to detector. The accelerating potential was variable over a large range, although
typically between 200 and 1000 volts, and was applied directly to the sample stub. Ion
extraction and collimation was accomplished by a series of electrodes positioned close
to the sample surface. The ion detector was a Thorn EMI 9642/3 18 dynode electron
multiplier biased ~ -3 kV for positive ion detection, and was mounted on axis with the

ion optics.
Vacuum System

In order to restrict mass background effects, from such origins as secondary ion
emission of surface adsorbed residual gas molecules in the chamber, whether at the
sample surface or at the detector, analysis must be carried out under Ultra High
Vacuum (UHV) conditions. To this end, a vacuum system was designed and built 'in-
house' capable of producing conditions below 10 % mbar.

The analysis chamber was of standard tubular construction with the necessary
ports for laser entry and time of flight as well as sample loading, perpendicular to the
cylinder axis (Figure 4.1). The top flange comprised a port for the sample manipulator
and the necessary electrical feedthroughs for the accelerating potential and the ion
optical assembly. The lower flange comprised the main pumping port and the angled
ion gun port. A secondary chamber was added at a later stage to house the additional
equipment required for improved UHV operation (Figure 4.2). Due to the limited
number of available ports, viewing of the interior was restricted to the laser windows.

To maintain the integrity of the vacuum for long periods of time, an airlock was

incorporated to facilitate rapid sample introduction and removal. This entry chamber
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Figure 4.3 The photographs show the laboratory arrangement of the

spectrometer, complete with electronics.
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was of a similar construction the analysis chamber and was connected via a 'viton'
sealed, manually operated gate valve. Samples were loaded through a viton sealed
door.

To improve the ease of use of the system, particularly during the sample loading
and transfer procedures, and to prevent any problems occurring due to
undesir able changes in backing pressure, the various pumps could be isolated
effectively from the each other and the chambers by solenoid operated vacuum valves
controlled from a central switch panel.

All UHYV surfaces were of high quality stainless steel. All flanges were of the
standard UHV compatible 'Conflat' type. The main chambers were also routinely
baked to ~ 150° C externally to enhance the removal of water and molecules of high
sticking coefficient, by evaporation from the interior walls. (Figure 4.3 shows two
photographs of the apparatus)

Pumping was affected by an oil diffusion pump (Edwards Diffstak 63/150M
135 litres per second), mounted below the main analysis chamber. This was preceded
by a liquid nitrogen cold trap to restrict the backflow of oil vapour from the pump and
to enhance the removal of moisture via condensation on the cold internal surfaces. In
order that the liquid nitrogen level was maintained at all times above 50 percent
maximum, an automatic transfer system was required (Figure 4.4). Nitrogen gas was
used to pressurise the liquid nitrogen reservoir to 5 psi above atmosphere. This was
sufficient to force liquid flow through a narrow thermally insulated feed line to the
trap. Gas flow to the reservoir was governed by a solenoid valve, controlled by a
programmable electronic timer.

Due to the restricting apertures of the ion optical assembly, the flight tube was
differentially pumped by a turbomolecular pump (Balzers TPU 050 50 litres per
second). For improved UHYV conditions, a supplementary titanium sublimation pump
(CVT) was included in the main chamber extension. The entry lock was evacuated by
a second turbo pump, yielding pressures of typically 10-7 to 10-¢ mbar. In all cases,
backing was provided by rotary pumps.

Pressure in the analysis chamber was monitored by a Leybold Ionivac IM 210
ion gauge, with a pressure range of 102 to 10-1° mbar. For the entry lock, a pirani
gauge and a penning gauge were adequate (both Edwards).

Sample transfer was achieved using a sliding probe inserted in a differentially

pumped double ‘o' ring seal (VSW). The seal was evacuated by an independent rotary
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pump. During transfer the seal was capable of supporting a pressure differential of the
order of 10-® mbar to atmosphere.

The stainless steel sample stubs were held in identical spring loaded forks
(Figure 4.5) on the transfer probe and on a sample manipulator (VSW) offering tri-
axial positioning plus rotation. The sample fork was electrically insulated from the
manipulator to allow use of the stub as the accelerating electrode.

The detector assembly was of a ring type construction and was mounted on the
end flange of the flight tube for ease of removal and detector replacement. The
multiplier itself was held between the rings on leaf springs to reduce the risk of shock
damage to the detector or its glass casing. All electrical conections were made to the
same end flange.

Laser entry and exit " . (< permitted via 35mm diameter planar quartz glass

windows perpendicular to the spectrometer axis.
Ion Optics.

The ion extraction system was designed to be simple in construction with the
minimum of optical elements to limit the number of instrumental variables. At the
same time there was desire for versatility in the design if the need arose for additional
and/or more sophisticated elements to be incorporated, or the possibility of transfer to
an alternative analysis chamber. For these reasons a modular approach was adopted.

The basis of the optical mount is simply a pair of stainless steel rings of variable
separation which were machined to fit snugly within the flight tube. These rings then
support all the optical elements of a similar ring construction. Suitable electrical
insulation is provided by ceramic spacers (Figure 4.6).

The assembly comprises two concentric conical electrodes for field shaping and
extraction with a further ring electrode to improve collimation. The secondary ions are
then steered onto the detector window by a set of XY deflector plates (Figure 4.7).

Under a static extraction field, there is no distinction made between ions created
by different means unless their production is temporally and spatially separable. As an
example, under the action of an ablating primary ion beam, secondary ions are
liberated by the sputtering mechanism and/or may also be generated by post-ionisation
of the sputtered neutral particles at a different position and at a later time.

For a pulsed primary ion beam, the ablated material propagates outward from

Page 41



Sample
Stub

Figure 4.5 Scale diagrams of the sample stub and the sample forks. The forks
are translated perpendicular to each other and are each accomodated
in a slot in the stub.

Manipulator

Sample
Fork A
Transfer
Probe
Sample 0
Fork
E U




1a12tomdads ssew y3ipy Jo awn 10§ AJGUISSSE 10RNXD UOL 9 3N |

SOILLdO NOI

JrENN

SNAT NOILLOVYLXA

uﬂ _ \\
" — \“ "

SONIY ONILLNNOW

SALVTd NOLLDA'T




Figure 4.7 Two views of the ion extract assembly: note the incorporation of

extra holes to permit improved pumping efficiency.
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the surface in a wavefront with a time spread defined by the pulse duration and the
kinetic energy distribution of the secondary particles. The ion component is
immediately influenced by the local fields and accelerated from the proximity of the
sample. The remaining neutral component may then be post-ionised at later time.

The ability to resolve the individual ionic components at the detector imposes
several major requirements on the ion gun performance, the experimental geometry
and the timing sequence of various pulsed mechanisms.

Since the secondary particle density is highest at the sample it is desir able to
perform the post-ionisation (e.g. by laser) as close to the sample surface as is
permitted without interacting with the sample lattice itself. Also for maximum
sensitivity, the ionising pulse should overlap the peak in the secondary particle pulse
density. If the pulse length is sufficiently short, the faster secondary ions (under the
influence of an external field) and the neutral component will be separated in space and
subsequently resolved at the detector. If this condition cannot be satisfied it may be
necessary to sacrifice sensitivity for the sake of resolution by delaying the ionising
pulse to coincide with the edge of the particle pulse.

However, if the primary ion pulse length is long in comparison to the transit
time of the particles across the interaction region, the degree of overlap of the ion and
neutral components will always be significant, resulting in a secondary ion
superposition on the laser induced signal.

The primary ion gun used throughout these experiments was incapable of
producing ion pulses of duration less than about 3 ps. This is considerably longer
than the transit times of the particles between the sample and the first electrode which
are typically 0.2 ps for the neutral particles and perhaps a factor of ten shorter for the
ions.

Methods of secondary ion removal involve the use of high voltage fast pulsed
deflection systems, to divert the path of the secondary ions from the acceptance
window of the extraction system prior to post-ionisation of the remaining neutrals, or
incorporate energy filtering into the mass spectrometer arrangement [52]. This only
adds complexity to the procedure due to the necessary inclusion of additional
electronics for pulse generation and timing.

It would therefore be of benefit if an alternative method of secondary ion

suppression could be devised which operated under static field conditions and was
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reliant only on the physical shape of the electrodes and the electrostatic geometry.
Such an approach has indeed been devised, and has been adopted with some success.

This will be discussed in a subsequent chapter.
Sample Vapo risation.

In order for resonant ionisation to be performed, the sample must be in the
vapour phase. For solid samples this is usually achieved by ion bombardment (ion
sputtering) or by the action of an ablating laser. The main method employed during the
course of these experiments was that of ion sputtering. The physical principles of both
ion and laser sputtering will be explained in detail at a later stage.

Sputtering was performed throughout by a focused beam of Krypton ions. The
ion gun (Kratos Macrobeam)(Figure 4.8) was capable of ion productionupto 5 eV
in beam currents of at most 20 pA. The geometry of the vacuum system is such that
the ion gun axis is at an angle of approximately 679 to the spectrometer axis, and
therefore the sample normal. However, under typical extract field conditions, this is
not the case with regard to the primary ion beam. The spot size was approximately
Imm at normal incidence, and is therefore essentially elliptical in normal use. A raster
facility was available for sample surface etching which operates by superimposing
triangular waveforms on the ion gun X-Y positioning plates. The gun also required to
be differentially pumped in order to reduce the flow of non-ionised gas into the
analysis chamber, in this case by a turbomolecular pump (Balzers TPU 050).

The ion source is of the Extractor Source type, which is basically a modification
of the hot-cathode ionisation gauge. In normal continuous operation, the atoms of the
source gas are bombarded by a continuous stream of electrons. These originate at a
circular filament which surrounds the cylindrical grid into which the source gas flows
(Figure 4.9). The electrons are accelerated by a relatively positive potential on the
source grid. They are then sufficiently energetic to strip weakly bound outer electrons
from the atoms comprising the source gas, within the plane of the cathode. Multiple
passes of the electrons through the source grid are possible due to the repelling action
of the source repeller or can which is at the same potential as the cathode. The positve
ions thus created, are then extracted from the source region by an extraction electrode,
collimated and focused by a double 'Einzel' lens and collimating aperture within the

gun column. Using this type of source, the ion current produced can be continuously
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Figure 4.9 Magnified view of the ion source within the gun assembly. Ion.
created at the filament are accelerated towards the grid by a positive
potential. Ionisation is achieved vi. electron impact.



Instrumentation

varied over many orders of magnitude by suitable variation in the source gas pressure
and/or the cathode emission current.

Although the gun was designed for continuous operation, it was adapted to offer
the alternative of a limited pulsed mode for time of flight operation. If the source grid
potential is held negative with respect to the filament, the flow of electrons is halted. If
then a large positive potential is applied to the grid, this potential barrier is removed
for the period of the pulse resulting in the creation of ions in a narrowly defined
temporal distribution. The electronics (Figure 4.10) produce a positive pulse ~300
volts and 300 ns wide. Ion pulses created by this method were a few microseconds in
duration due to the spatial extent of the ion source and collisional and electrostatic
effects in the column. The advantage of running in this mode is that the contribution to
the background pressure and ion detection from secondary neutrals and ions is
noticeably reduced as well as consumption of the sample surface layers. Operating in
this mode, however, resulted in significantly lower beam currents (a factor of ten or
more)(Figure 4.11) for particular gun parameters.

The ion beam profile was investigated with the use of a test target consisting of a
pair of parallel nickel wires fixed 2mm apart, electrically insulated from the
surrounding areas and mounted on a single axis translation stage within the vacuun
system (Figure 4.12). The ion gun was then normally incident, onto the target at a
distance of 2.5cm, inducing a current flow in the wires which was subsequently
measured by a digital nano-ammeter (Keithley 106). With the ion beam static (i.e. no
raster), the target was translated perpendicular to the ion stream. Due to the small
dimension of the wires (~0.1 mm) relative to the specified beam diameter, at any time
only a small fraction of the total number of ions within the beam were incident on the
target wires and hence the variation in measured current with the target translation,
was a representation of the true radial distribution of ions within the beam, with a
resolution defined by the wire dimension.

As can be seen (Figure 4.13) the wires are clearly resolved. The current
distribution is close to symmetric with the expected separation of 2mm which is an
indication of the accuracy of this experimental procedure.

The manufacturers specification is for a Gaussian beam profile. However, the
measured profile is broader in the wings than a typical Gaussian distribution. This
dispersion may be a consequence of energy loss in the wings from collisions with the

edges of the ion gun exit aperture. Such an energy loss results in the ions becoming
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Figure 4.11 comparison of ion beam currents available in pulsed
and continuous modes
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Instrumentation

more prone to deviation from their regular path due to electrostatic repulsion of these

ions with others within the beam (space charge effects)

Laser ablation as a mechanism for sample vapo_risation was also possible,
although this approach was limited by the system geometry, which allowed little more
than glancing incidence of the laser onto the sample, without a rotation of the stub.
Such sample movement also affects the extraction field and the acceptance of the

optics. An experiment utilsing laser ablation will be described in Chapter 8.

Glasgow RIMS Instrument.

For the sake of completeness it is necessary to include some of details of the
‘Glasgow RIMS Instrument’, designed and built in conjunction with Cambridge Mass
Spectrometers. It is mentioned here as the instrument was briefly used as a
comparative tool in the laser ablation an:iysis performed on a GaAs sample, which
will be described in Chapter 5. Further details concerning the instrument, not
presented below, can be obtained in the reference literature[101][71][102].

As with the instrument detailed above, this instrument also employs a time-of-
flight spectrometer, although of a more sophisticated nature. An 'ion reflector’ is
incorporated at the end of the 1.5 metre flight tube, which, as its name suggest,
reflects the 'packet’ of ions through approximately 1809, back along the flight tube to
the detector. This has the effect of compressing the ion 'packet' by compensating for
their initial spread in kinetic energy after generati‘;)n at the sample. As a result of the
reflection, the total flight path is effectively dou}l\ed to 3 metres. To assist with the
overall transmission efficiency of the spectrometer, a guide wire, biased a few volts
negatively, is incorporated along the entire flight path, to the detector which is a
double channel plate device (Figure 4.14).

The spherical analysis chamber was designed to allow for ﬂexibi;{y in use,
comprising various radially mounted ports of various sizes in order to incorporate
most forms of standard analytical instruments, as well as the versatile sample
manipulator, and a sample entry lock. As with the previous instrument, laser
admission is via quartz glass ports perpendicular to the spectrometer axis. A further
laser port was incorporated to allow incidence at 459 to the sample, for purposes of

ablation.
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Instrumentation

The laser system comprises a Spectron Nd:YAG, with facilities for frequency
doubling, trebling and quadrup ling, pumping two tunable Spectron dye laser sytems,
although this work required only the use of the quadrup led Nd:YAG output at 266

nm.
Data Acquisition.

During the course of experiments, two different data acquisition systems were
used. For depth profiling and wavelength dependent measurements in which cases
only one mass at any one time was being investigated, a peak sensing Analogue to
Digital Converter (ADC) was sufficient, while for time of flight spectra, where there is
a large time spread of detected ions, more sophisticated electronics had to be
employed.

The electronic arrangement shown, (Figure 4.16), produces a gate of variable
width and delay, initiated by a trigger pulse at time zero for the mass spectrometer (i.e
photo-diode laser trigger or ion gun pulser trigger). This gate then acted as a strobe for
the analogue to digital conversion of the amplified detector output at the desired mass
specified by the position of the gate.

The peak sensing ADC was an Ortec AD 811 with 11 bit resolution and an input
range of 0 to 2 volts.

Acquisition was controlled by an LSI 11 computer with monitoring of events on
a computer display and simultaneous storage to floppy disk. Data was then transferred

to an IBM mainframe for analysis.

Time-of-Flight spectra were recorded via a LeCroy 2261 transient recorder. The
2261 stores events in a charge coupled array of 640 elements, or bins, each of width
10ns. Therefore on each analysis cycle (laser pulse), a time-of-flight window of 6.4
us could be recorded. The charge in each bin is then digitised via an 11 bit ADC and
transfe%d to an IBM PC/AT for storage and analysis. Mass data could be accumulated
over a number of shots, specifiable by the operator.

Triggering of the 2261 was performed by a pulse from the same electronics as
described above with the addition of a digital delay generator (SRS DG535) used to

specify the start time for storage relative to the time zero (i.e mass window analysed).

Page 46



Instrumentation

System Triggering.

In order that the pulse to pulse temporal stability of the laser is optimised, the
triggering of the excimer laser must be accomplished by two fast voltage pulses. The
first initiates the charging to high voltage, the second ~25 ms later then fires the
electrical discharge. If the ion gun is also running in pulsed mode, it must be triggered
prior to the firing of the laser. Finally, a trigger must be supplied to the data aquisition
system corresponding to time zero for the TOF.

All riggering was initiated by an external voltage pulser, Ortec 485, via various
delay generators (Figure 4.15). The laser trigger-pulse separation was variable for
optimum charging time and stability, controlled by GG200 gate generators A and C.
Also, the delay between firing of the ion gun and the laser is also continuously
variable for maximum temporal overlap of the secondary particles with the incoming
laser photons using another GG200 gate generator B.

Fig‘.‘l6 illustrates the electronic arrangement required by the data aquisition
system. The timing sequence is as follows:

The computer signifies its readiness to accept data by delivering a pulse via the
output register. This signal is then used to create a waiting state by producing a gate of
effectively infinite width, which is semt;he input of a dual input coincidence unit.

The trigger from the spectrometer, corresponding to the laser firing or the ion
gun trigger pulse, is fed into the same coincident channel.

The resulting coincident pulse is then used to initiate the production of a further
gate, this time of variable width and delay corresponding to the arrival time of the
mass of interest which becomes the ADC strobe.

The coincident signal also resets the electronics in anticipation of a further ready
signal from the computer.

In most cases the ion signal was fed directly into a Lecroy VV100BTB pre-
amplifier. When necessary, further amplification was performed by LRS 133b and
134 fast amplifiers. The amplified signal was then inverted in an Ortec 433A
sum/invert.

Laser System.

Of major importance to the technique of RIS is the ability to ionise atoms of the
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EXTERNAL TRIGGERING ARRANGEMENT
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Figure 4.15 Triggering electronics arrangement for the laser, ion gun and data
acquisition, controlled from an external pulsing source.
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Instrumentation

selected element with 100% efficiency. To achieve this, very high photon fluxes are
required, variable over as large a range of wavelengths as is possible.

These requirements are met with modern pulsed dye lasers which offer
tunability over a range from about 300 to 1500 nm. With the addition of frequency
doubling, the lower range may be further extended. Dye lasers are capable of
producing up to 10's of millijoules in pulses of less than 10ns. This is of course
dependent on the pump source characteristics and the lasing efficiency of the dye
used.

In the experiments to be described, the pump source for the single dye laser
(Lumonics EPD 330), was an Xenon Chloride Excimer Laser (Lumonics TE-860-3).
Frequency doubling was also available on the output from the dye. Beam

manipulation was performed with quartz glass optics for improved UV transmission.

Excimer Laser.

Excimer (Excited Dimer) Lasers are inert gas halide molecular lasers which rely
on the unbound nature of the ground state of the molecule, dissociation occuning in
less than a picosecond. Therefore , population inversion can easily be attained via the
formation of a relatively long lifetime bound state of the molecule [81]. Excited
molecules are usually formed in an electric dicharge. For the XeCl molecule, lasing
action occurs at 308 nm.

The laser used was capable of output energies of up to 80 mJ in a 7-8 ns pulse,

in a divergent beam suitable for dye laser pumping.

Dye Laser.

Dye lasers are broadly tunable systems which rely on the fluorescent properties
of organic dyes. Their mode of operation relies on optical pumping from the lower
singlet states to higher singlet states of the dye molecules. Relaxation of the upper
state followed by radiative decay to the lower state then occurs over a broad
wavelength band.

In the Lumonics system, the dye, dissolved in a suitable solvent, is circulated
through two intracavity cells, an oscillator and an amplifier, where it is pumped,

ransversely, by the excimer beam focused into the cells by cylindrical lenses. Tuning

Page 48



Instrumentation

of the beam is then accomplished by a grazing incidence reflection grating at one end
of the oscillator cavity (Figure 4.17). This reduces the lasing action to a narrow band
of the gain profile of the dye. The grating angle was servo driven under the control of
a Lumonics EPD-60 compuscan system. This allowed precise wavelength scans over

varying ranges at varying scan rates. To further reduce the linewidth, a beam expander

can be introduced into the oscillator cavity.

Frequency Doubling.

In many of the ionisation schemes devised for the elements, the transition
energies required for excitation are beyond the range of available dyes. In such
circumstances it becomes necessary to adopt second harmonic generation of higher
wavelength lasers if one does not wish to resort to the use of multiphoton excitation
with its lower transition probability. (See Appendix B.)

The doubling crystal used throughout was Potassium Dihydrogen Phosphate
(KDP) which allows frequency doubling over the range 260 to 330 nm with
efficiencies of better than 10%.

An important aspect of doubling dye laser output is the need to preserve
doubling efficiency when scanning the dye laser over large wavelength ranges. It is
necessary to maintain the angle of incidence of the fundamental laser relative to the
crystal at all times. To achieve this, the crystal was mounted on an Inrad 5-12 auto
tracking system (Figure 4.18). The automatic mechanism operates by filtering a small
portion of the doubled light onto two photo-diodes which feedback signals to the
servo controller to adjust the orientation of the crystal and the primary laser for a

maximum signal.
Laser Power Measurement.

For measurement of the absolute energy in each laser pulse, a model ED-200
Gentec Pyroelectric Joulemeter was employed. Once an absolute scale had been
established, the Gentec was replaced with the more sensitive, more responsive
Molectron J3-05, requiring only a fraction of the total pulse energy to form an accurate
relative scale. In each case the joulemeter integrates each pulse resulting in a peak

voltage signal proportional to the total pulse energy (calibration : 0.87 volts /mJ).
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Instrumentation

Optical Attenuator.

In experiments to be detailed in following chapters, it was necessary to have a
means of continuously varying the total laser power incident on the interaction region.
This was achi- ved by utilising a manually operated variable attenuator.

The device consisted of a system of four quartz glass plates arranged in two
pairs on rotatable mountings (Figure 4.19). During manual operation these plates are
rotated relative to each other in order to vary, in a controlled manner, the angle of

incidence of the laser beam on the surfaces, and thereby the degree of attenuation of
the beam.
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RIS of Ga and Al in TOF-MS.

Chapter 5

Resonant Ionisation of Gallium and Aluminium
in a TOF Mass Spectrometer.

Introduction.

This chapter is primarily concerned with a study of the resonantly enhanced ion
formation of Gallium and Aluminium in the time-of-flight mass spectrometer. These
group III elements are commonly employed in the production of III-V semiconductor
material, and it was therefore deemed worthwhile that preliminary testing of the

system, should involve these elements with regard to future profiling experiments.
Experimental Arrangement.

For a detailed description of all the apparatus used, namely the mass
spectrometer, the laser system and the data acquisition, the reader is referred to
Chapter 4.

The sample involved in the Gallium study was a 1 cm? section of MBE grown
GaAs (100) semiconductor substrate, fixed to the stainless steel sample stub with
conductive epoxy, while for Aluminium, the sample was a section of 99.99%
Aluminium foil of thickness 0.025 mm, with direct metal to metal contact with the
stub. In both cases, the sample surface was oriented with its surface normal ¢’ :linear
with the spectrometer axis. The laser was focused using a 50 cm focal length quartz

lens.
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Results and Discussion.

Gallium SIMS

The first series of experiments carried out involved the system operating in a
time-of-flight SIMS mode with the primary ion gun pulsed by the method described in
Chapter 4, and incident on the GaAs sample. The primary ion source material was
research grade krypton gas. A typical TOF mass spectrum obtained from this sample
is shown in Figure 5.1.

Due to the comparatively long pulse length of the primary ions, the mass
resolution is severely restricted, to such an extent that the spectrometer is unable to
resolve the secondary arsenic ion component as well as the two isotopes of gallium.

To give an indication of the mass range observed, the masses corresponding to
the predominant peaks were calculated relative to that of peak 6 which was attributed
to a combination of the unresolved Ga and As secondary ions with an average mass of
72.32 amu ( Table 5.1 ). The possible origins of observed background peaks in SIMS
may be attributed to surface contamination from oxygen adsorbed onto the sample
during its exposure to air, forming oxides in the sputtering process, residual gas
molecules adsorbed within the vacuum chamber which are a source for various
combinations of compound molecules and fragments on sputtering, as well as
molecular Ga and As species. There is also the possibility of a peak occurring from
backscattering of the primary krypton ions. Also, as a titanium sublimation pump was
used during the pump down period, it is possible that a surface layer of T1 was formed
on the sample which may be responsible for the observed peak number four (Titanium
having a predominant isotope at mass 47.95 amu).

In an attempt to reduce the contribution of the contaminants to the overall amount
of sputtered material, the sample could be sputter cleaned by operating the ion gun in
continuous beam mode, offering a much higher sputtering rate (see Chapter 4 for
comparison of pulsed and DC currents), and rastering the beam spot over the sample
surface.

On returning to pulsed operation after five minutes of sputter cleaning, the
reduction in surface contaminants is evident (Figure 5.2), as well as a significant
enhancement of the Ga/As peak, which is to be expected due to the increased exposure

of GaAs as the surface layer presented to the primary ion beam. However, it was
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Figure 5.1 SIMS-TOF spectrum from a GaAs substrate obtained from
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Figure 5.2 SIMS-TOF spectrum from the same GaAs substrate after a S minute
period of sputter cleaning of the surface.



Table 5.1  Calculated masses for the peaks in the spectrum shown in Figure

5.1.
Peak No, Caiculated Mass (amu)

1 0.7

2 15.2
3 28.2
4 44.9
5 60

6 72.3
7 89.7
8 98.4
9 157.5
10 236.2

11 540.7



RIS of Ga and Al in TOF-MS.

noted that the background peaks increased markedly with time, at a visible rate (Figure
5.3), due to what can only be further surface adsorption from the residual gas. This
results from the reduction in the effective sputter rate when swiching to pulsed
operation, compared with the continuous primary current incidence, and a failure to
fulfill the requirement of Equation 3.27.

Sputter cleaning was repeated, this time for a prolonged period of thirty minutes,
and as can be seen in Figure 5.4, the reduction in the background peaks is more
evident. However, once again, there is an immediate redevelopment of these peaks,
which eventually attains the degree established in the previous case (Figure 5.3) only 5
minutes after the removal of the DC ion beam, implying the eventual attainment of an
equilibrium condition between sputter removal and surface adsorption (Figure 5.5).

The typical base pressures achieved during the course of these preliminary
experiments ranged from 1 to 5 x 10-7 mbar with partial pressures of krypton gas
ranging from 2 to 8 x 10-® mbar during ion gun operation. The reason for the
apparently poor vacuum conditions attainable, even after prolonged pump down
periods, was attributed to a small leak. At a later stage this problem was realised and
rectified with a subsequent improvement in the quality of vacuum of, eventually, better
than two orders of magnitude.

As can be seen from the next series of spectra ( Figure 5.6 is the spectrum
before cleaning, Figure 5.7 the result of 10 minutes exposure to the DC ion beam, and
Figure 5.8 35 minutes later), even a reduction in the residual gas pressure by a factor
of four, results in a reduction in the rate of re-adsorption. The relative intensities of the
peaks eventually attain steady values, Figure 5.8, differing from those they possessed
prior to cleaning, Figure 5.6, implication of apparent equilibrium between the
adsorption and sputter removal rates for the pulsed system, which compares
favourably with that observed at the higher pressure (cf. Figure 5.5), although in this
case the time required to achieve such levels is significantly longer.

With an improvement of an order of magnitude in the vacuum quality, the rate of
re-adsortion is significantly reduced to an extent that over the same observational
period as for the previous spectra, the background peaks fail to gain the same degree

of intensity as under poorer vacuum conditions.

A further surface study of this sample, this time under the influence of an

ablating laser at 266 nm (quadrup_Jed Nd: YAG, < 1m]J, moderately focused to a spot
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RIS of Ga and Al in TOF-MS.

of ~1 mm diameter), reveals in addition to the bulk constituents, the presence of
promin .nt peaks corresponding to Na and K, Figure 5.9 (a)&(b), as well as numerous
molecular species, most notably As,, As; and As, (refer to Table 5.2), only the latter
of which has a relative intensity less than monatomic As, in agreement with
observations of Danielzik [15]. These spectra result from a single laser event.

After cleaning the surface with a higher intensity (~10 mJ) of laser radiation for
several hundred laser shots, the spectrum had changed markedly with significant
reductions in the molecular Ga species, and most noticeably the oxides of Ga by an
order of magnitude, Figure 5.10 (a)&(b). As expected from a cleaner surface the
relative intensities of the Ga peaks increase, while the intensities of the the various As
molecules remain essentially unchanged, indicating the potential problems which exist
in accurate quantification of secondary ions formed in this manner. Such quantitative
problems were highlighted in experiments on GaAs, by laser ablation at 266 nm, by
Sheuler and Odom [90], who found that in order to liberate appreciable numbers of As
ions from the sample, excessively high power densities were required, due partly to
the higher ionisation potential of As (9.81 eV) relative to Ga (6 eV), which resulted in
severe damage to the sample, effectively eliminated its prospects for quantitative thin
film analysis.

It was at first suspected that the occur:e\:nce of Na and K in the laser ablation mass
spectrum indicated the presence of those same elements in the SIMS spectrum, which
would correspond to two of the lower mass secondary ion peaks observed. This
would imply that, due to an inability to match any of the calculated masses reasonably
to Na and K, the assumptions made regarding the calculation of the masses, namely
the contributing elements to peak 6, Gallium and Arsenic, led to unreasonably high
mass values. However the relative intensities of Na and K in laser ablation did not
compare to the peaks formed in ion sputtering, and were affected to a lesser degree,
relative to the SIMS analysis, on cleaning of the surface. Also, the other promir: nt
background SIMS peaks redeveloped rapidly after cleaning, via adsorption from the
background gas, which suggested that the elements Na and K were not responsible,
and instead, are most probably due to organics and oxides.

These observations also serve to highlight some of the important differences
which may arise between ion sputtering and laser ablation, namely that photon
bombardment is much more efficient in the removal of surface adsorbed species from

the sample, occurring in probably the first few incident pulses, and appears to be less
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Table 5.2.

Peak No. Calculated Mass (amu) Most Probable Mass (amu) Probable Species

1

WD

~N O W

10
11
12
13
14
15
16
17

22.95
39.03
40.99
69.00
71.01
74.98
138.04
140.11
142.09
144.09
145.71
150.02
153.98
155.96
158.00
225.18
300.27

23
39
41
69
71
75
138
140
142
144
146
150
154
156
158
225
300

23Na

39K

41K

69Ga

7lGa

75As

269Ga
69Ga71Ga

2'1Ga
69Ga75As
71Ga75AS

273As

2%%Ga+1%0 (Ga,0)
69Ga71Ga+16O

271Ga+1%0

375As

475As
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Dye lasing profile for R6G

70 9

60

50 A

reading (mV)

40 -

joulemeter

30 A

20 -

10 +———
540 560

T ™ -

T T Y T v T
580 600 620 640

wavelength (nm)

Figure 5.12 Graph of joulemeter signal versus wavelength for the dye laser
output. Dye used was Rhodamine 6G.



RIS of Ga and Al in TOF-MS.

prone to re-absorption, possibly as a result of elevated surface temperatures. In the
case of the more surface selective collisional ion sputtering, liberated material is more
likely to originate from the first few monolayers of the sample, with which adsorbed
species are generally associated.

With further improvement to the vacuum quality, down to the 10 mbar range,
the rate of re-ads-ption had diminished to a degree that after sputter cleaning, pulsed
ion gun operation was possible over prolonged analysis periods without significant re-

development of the surface contaminant levels.

Gallium RIMS.

The analysis now proceeds to the next stage, involving the introduction of the
resonant laser excitation step.

The excitation scheme adopted for Gallium was that of a single photon excitation
from the 4p 2P, ground state to the 4d 2D5, excited state (separation 34781.67cm-!
[74]), via the absorption of a photon of wavelength 287.508 nm. Both the 4p ground
state and the 4d excited state are in fact doublets with relative level splittings of 826.24
and 6.25 cm! respectively, Figure 5.11. However, excitation to the 4ds;, from the
4p,p, is forbidden (See Chapter 2), and must be achieved from the 4ps, upper ground
state. The excitation wavelengths from the upper ground state of Ga to the split,
excited 4p state are 294.503 and 294.45 nm.

The source of the excitation wavelength was the frequency doubled component
of ared laser at ~575 nm, generated in a KDP crystal. The dye used was Rhodamine
6G (or Rhodamine 590) (Exciton) in a solution of ethanol. Ionisation from the excited
state can be achieved via the absorption of a photon from the red laser at twice the
exciting wavelength. This arrangement is perhaps not the most desirable, as the
resonant wavelength at ~575 nm does not correspond to the peak/plateau of the tuning
curve of the dye as can be observed from Figure 5.12, and hence the full power
available cannot be efficiently applied on resonance. Also, wavelength dependent
measurements become less accurate due to the variation in lasing efficiency and hence
in available laser power at both wavelengths, the red fundamental and its frequency
doubled component. However, on the positive side, the lasing efficiency of the dye is
remarkably good (up to 20%) in comparison with alternative dyes for this wavelength,

and was not particularly prone to variations in the concentration of the solution.
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RIS of Ga and Al in TOF-MS.

Figure 5.13 shows the first resonantly induced ion signal for Ga observed with
this apparatus, superimposed on the pulsed secondary ion signal. At this stage the
laser was unfocused, with an asymmetric beam profile approximately Smm across,
and was directed close to and parallel to the sample surface. The accelerating potential
was relatively low at +200 volts, and was applied directly to the sample stub. As a
result, the two Gallium isotopes were unresolved due to the wide initial spatial
distribution and the relatively large energy spread of the resonant ions with respect to

their average kinetic energy.

With the aid of moderate focusing of the laser and adjustment of the extract
electrode potentials, the effect of the spatial distribution on the mass resolving power
was reduced considerably, thereby allowing a degree of resolution of the two
isotopes.

The effect of the initial energy spread of the resonant ions was alleviated to an
extent by increasing the accelerating potential and thereby reducing the relative energy
spread of the 1ons. Increasing the potential also serves to improve the ion extraction
efficiency by increasing the axial velocity (i.e. along the spectrometer axis) of the ions
relative of their radial velocity, thereby reducing the dispersion of the particles, and
hence bringing more ions within the acceptance angle of the ion optics and the
influence of their associated fields. However, in situations such as this experiment
which utilise a primary beam of charged particles incident at quite severe angles to the
normal, there is a limit to the extraction field strength which can be applied, governed
by the deflecting effect of the sample electrode surface, which in the case of low
energy primaries may produce a significant surface reflected ion component, as well as
a reduction in the current density on the sample, which will ultimately result in a drop
in the total secondary particle yield and a loss in both spatial and mass resolving
power. In the present case a sample potential of +600 volts was adopted which was
found to be the minimum voltage which would allow reasonable resolving of the Ga
isotopes.

With the laser rather more tightly focussed (~1mm across), in order to give a
maximum in ion intensity and optimum resolution of the Ga isotopes, and with SIMS
ions sufficiently suppressed (by the method described in Chapter 4, and demonstrated
in Chapter 7), a single event mass spectrum, Figure 5.14, was obtained with the
isotopes well resolved. This signal was then transferred to the transient recorder based

acquisition system (Chapter 4), for subsequent data accumulation and storage, over a
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Figure 5.14 Ga resonant ion TOF spectrum with improved mass resolution.



RIS of Ga and Al in TOF-MS.

user designated number of events. Figure 5.15 shows the mass spectrum obtained
after one thousand laser shots. Due to a build up of noise in the signal line, an inbuilt
software discriminator was implemented, which unfortunately had the effect of
removing the lower portion of the Ga resonant signal, and consequently, the isotopic
ratios are not accurately represented in this case.

With SIMS suppression again in effect, a wavelength dependent analysis of the
intensities of both Ga isotopes was performed in the region of the Ga resonance.
Figure 5.16 shows the peak intensity versus wavelength dependence for single event
spectra with isotopic ratio comparing well with the known natural abundance ratio,
and the FWHM of the peaks ( ~0.125 nm ) also in reasonable correspondence. This
implies the laser bandwidth was great enough to cover the hyperfine structure of the
isotope shifts.

A similar wavelength dependent analysis was performed with the aid of the
transient recorder. Figure 5.17 shows a series of spectra, displaying the resonant
behaviour of Ga, each for one hundred events. From this same data, a peak height
versus wavelength graph was plotted (Figure 5.18) for the 9Ga peak, displaying a

FWHM in reasonable agreement with that for the single event.

Aluminium SIMS.

The subject for analysis was now switched to Aluminium. Once again the initial
work involved simply a pulsed SIMS time-of-flight study of the sample surface
yielding a mass spectrum of the form of Figure 5.19. As was the case with the
previous sample, several promin.nt peaks are clearly in evidence, while others are
barely discernible.

From the observed intensity of the third peak and an approximate calculation of
its mass from the flight time (Equation 4.1), it could reasonablyieattributed to
Aluminium secondary ions and was therefore assigned a mass of 27 amu. The relative
masses of the other peaks could then be calculated from their flight times relative to
that of Aluminium. Table 5.3 gives the masses of the various SIMS peaks calculated
in this manner.

In comparing the masses in Table 5.3 with those from Table 5.1 for GaAs, we
see a fair correspondence between peaks 1, 2, 4 and 5 for both tables as well as
between peak 7 in Table 5.3 with peak 9 in Table 5.1.
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Peak Height versus wavelength for Ga isotopes.
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Figure 5.16 Graph of peak height, as measured on an oscilloscope trace, versus
wavelength around resonance for both Ga isotopes.
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Figure 5.17 The following series of mass spectra show the variation in total ion
intensity as a function of wavelength for the Ga isotopes. The spect .
were recorded by the transient recorder for 100 laser shots.
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RIS of Ga and Al in TOF-MS.

After sputter cleaning, the major background peaks had diminished considerably
to reveal a triplet of previously obscured masses, Figure 5.20, of roughly equal
intensities. These were subsequently calculated to be 39.2, 41.5 and 43.2 amu. Note
that the flight times in this case differ due to a change in the accelerating potential.

A possible candidate for mass 39.2 is 39K which has already been observed as a
surface contaminant on GaAs, and is by far the most abundant isotope of K at ~93%.
Similar elemental candidates for the other two peaks cannot be found, which would
tend to imply that these two masses, if not all three, result from organic or oxide
contaminants as are the more predominant peaks.

After further cleaning, and with a base pressure now in the 10-9 mbar regime,
the extraneous peaks had all but disappeared, and showed no significant signs of

redevelopment under pulsed operation during the course of further experimentation.

Aluminium RIMS.

As with Ga, the resonant excitation of Aluminium proceeds through the
absorption of a single UV photon from a p to a d state, in this case from the 3p 2P
ground state to the 3d 2D excited state, Figure 5.21. Once again, both states have split
levels corresponding to the J = 1/2 and 3/2 levels with separation 112.04 cm-! for the
p state, and J = 3/2 and 5/2 for the d state with a separation of only 1.34 cm-1[74].
From the 3p,,, state, excitation is only available to the 3d;,, at a wavelength of
308.305 nm, while from the upper gound state, 3p;,, excitation is possible to both
the 3dy/, and 3ds;, with resonant wavelengths of 309.373 and 309.36 nm
respectively.

The required UV photons are generated in the same KDP crystal as used for Ga,
although in this case, the source laser originated from Rhodamine 610 (Exciton) dye,
in ethanol solvent. The energy available from the red photons at twice the excitation
wavelength is sufficient to promote an electron into the continuum. In this case the
transition wavelengths sit comfortably within the plateau region of the dye.

Figure 5.22 shows the spectra obtained on passing the 'on resonance' laser
close to the sample surface. The mass peaks observed correspond to the sputtered
secondary ions and the resonantly ionised neutrals. The resonant transition involved in
this case was that from the 3p,; to the 3d state. The delay between the primary ion

pulse and the firing of the laser was varied for maximum intensity of the resonant
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Table 5.3  Calculated masses for the peaks in the SIMS-TOF spectrum shown
in Figure 5. 19 f m Aluminium foil.

Peak N Calculated Mass (amu)
1 0.8

14.6

27

45.2

60.8

73.3

~N N W A W N

157.1
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RIS of Ga and Al in TOF-MS.

peak.

With the ion gun maintained in the pulsed mode, the ADC gate delay was
adjusted to coincide with the resonant peak arriving at the input. Under computer
control, the wavelength of the red laser was scanned over 6 nm, corresponding to 3
nm in the doubled UV, in a range extending over the resonant transitions from both
the 3py/; and 3p3/,; ground states. This is shown in Figure 5.23, where there is a
substantial enhancement at the resonant wavelengths. The permanent background level
again corresponds to the portion of the secon .y ion pulse, which is laser independent,
below the resonant signal.

Of particular note is the relative intensity of the peaks which implies a similar
ionisation probability from both ground states in Aluminium. In thermal equilibrium,
the population of atomic energy states is given by the Boltzmann distribution, and
therefore, the relative population of two states N, and N; with respective statistical

weights g, and g, is:

1 ! (5.1)

where AE is the separation in energy between the two states, T is the temperature, and
kg is Boltzmann's constant. For a two level system where all atoms are in the lower
state N1=Ng at T=0, it can be shown that the fractional population in the upper state at
a temperature T can be expressed by:

N, = N

2 ) g, AE/kBT]
[ e

(5.2)

For the Aluminium 3p ground state, the energy separation is 112.04 cm-! and
statistical weights equal to the level degeneracies 2J+1 are 1 and 2 respectively for the
3p1j2 and 3p;p, which suggests a population in the J = 3/2 state of as high as 53.9 %,
at room temperature of 300 K. With the additional consideration of a possible
transition from the J = 3/2 to both 3d excited states in single photon excitation, a
transition probability from the upper ground state comparable with that from the lower

state is not unreasonable, assuming of course the absorption cross-sections from the
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Figure 5.23 Aluminium ion yield as a function of laser wavelength showing the
enhancements corresponding to resonant excitation from the split
ground state. The ADC was gated to detect Al only. (Note the
vertical scale is in arbitrary units)



RIS of Ga and Al in TOF-MS.

two states are similarly comparable.

The measured transition widths are typically 0.06 nm for the excitation
wavelength compared with a specified linewidth for the laser of ~0.03 nm.

For a reflection grating (of the Littrow type, as used in the dye laser), the
resolving power is directly proportional to the number of lines illum . nated, hence in a
typical laser cavity, the laser linewidth is determined by the beam diameter within the
oscillator. In order, therefore, to reduce the dye laser linewidth, an 'inline’ prism beam
expander was introduced into the cavity, directly in front of the grating, which serves
to increase the vertical dimension of the beam by approximately a factor of ten, and
reduce the divergence to ensure a more parallel beam, incident on the grating.

The effect of incorporating the beam expander is clearly evident in the
wavelength depe;dences of Figure 5.24, displaying a decrease of typically a factor of
three in the measured transitions. Also, as the theory presented above suggested, a
higher transition probability from the upper ground state is indeed obtainable.

The implication of an observable difference in transition width between both
situations (i.e with and without beam expander), is that there must be a significant
contribution to the width of the transition in Figure 5.23 from the laser linewidth.

A typical decrease in the transition linewidth with the beam expander in place is,
as already mentioned a factor of 3, which is less than the expected (specified) factor of
ten, implying in this case, that a degree of broadening at least comparable with the
laser linewidth, is occurring due to some other mechanism.

In the interaction of radiation with atoms in the gaseous phase, two types of
transition broadening effects occur, namely homogeneous and inhomogeneous
broadening.

Homogeneous broadening occurs in situations where each atom involved in the
interaction is indistinguishable from every other (and hence no particular frequency
can be associated with a particular atom), and is characterised by a Lorentzian
lineshape. Two major sources of homogeneous broadening are collisional and power
(saturation) broadening (see Appendix C). Power broadening in its simplest terms can
be described by enhancement in the induced transition rates as the radiation intensity
increases. This effectively reduces the lifetime of the states, thereby increasing the
linewidth (by the uncertaint y principle). Since the transition probability to an excited
state is inversely related to the lifetime of the state, saturation effects can also result in

a reduction in the ionisation probability, to the detriment of the analysis procedure.
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Figure 5.24 Wavelength spectrum f : Al ion yield shdwing the the effect on the
interaction linewidth of reducing the laser linewidth.



RIS of Ga and Al in TOF-MS.

In situations where the different atoms absorb at different frequencies, described
by some parameter distribution, the broadening is termed inhomogeneous, and in this
case, is generally characterised by a Gaussian line profile.

A prime example of such broadening is Doppler broadening (see Appendix C),
in which case, the absorption frequency is dependent on the velocity of the individual
atoms. In the case of ion sputtering, the temperature of the gas is typically low,
evidence of which can be derived from the relative intensities of the measured
transitions (Figure 5.23). Assuming, therefore, a temperature comparable with room
temperature, ~300 K, the contribution to the transition widths from the distribution in
velocities of the atomic components from Equation (C.10), is ~7 x 10-13 m (7 x 104
nm). which is small in comparison to the widths observed, thereby inferring that
Doppler broadening is not a dominant factor here. Even if the effective temperature on
sputtering is much higher than assumed here, perhaps an order of magnitude, the
contribution to the broadening is only increased by a factor of about 3 relative to that at

room temperature, still too small to be responsible.

The following discussion is concerned with further resonant ionisation analysis
performed on the Aluminium sample, with the ion gun operating throughout in

continuous mode.

The first series of wavelength spectra, Figure 5.25, illustrate the evolution of the
resonant absorption lineshapes, as the energy of the incident primary ions is increased
from 1.5 to 3 KeV. This has the effect of increasing the ion current in the manner
implied by the graph of Figure 5.26, and thereby the number density of sputtered
particles within the interaction volume of the post-ionising laser. This in turn enhances
the resonant ion production. The effect can be observed in the initial, essentially linear
portions of the curves of Figures 5.27 and 5.28 for peak height and peak area as a
function of ion energy (current). At higher primary currents (~2.25 -eV) however,
the detected ion signal at line centre reaches a maximum value and remains essentially
constant over the remainder of the range. Similarly, the variation in the total peak area,
at around the same ion energy, displays a considerable reduction in the rate of
increase, towards a constant level at higher energies. The implication here is that the

ion detection efficiency of the spectrometer has reached an apparent saturation
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Figure 5.25 The following series of spectra show the relative effects on the Al

ion yield and interaction linewidths of increasing the primary sputter
ion energy.
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laser tuned to the first resonance transition shown in Figure 5.25.
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RIS of Ga and Al in TOF-MS.

condition, due to space charge effects in either the ion detector or in the region of ion
formation. Since the electron multiplier potential was adjusted for a signal maximum,
corresponding to the maximum in primary ion energy, at a minimum voltage, space
charge limitations within the dynode assembly due to its geometry and internal fields,
over the charge density range encountered, should be minimised, and consequently,
the hikely situation occm;_'mg is one of saturation of the ion throughput of the ion extract
optics, for positive charge, due to the repulsive effect of the associated field of the
laser formed positive ion plasma, and alteration of the electrode potentials resulting
from surface charging. Charging problems have indeed been observed as dips in the
output potentials of the current limited power supplies.

With respect to the broadening of the transitions, one might expect this effect to
result from collisional processes within the particle cloud, as the particle density
increases (see Appendix C), however the required particle density (calculated from
Equation (C.12)),which corresponds to the broadening observed in this instance is
extremely high, typically very much greater than the number density of particles at
atmospheric pressure ~3x1025 particles per unit volume. For an erosion rate of ~1.5 x
10 mm s-1, from Equation 3.17, and the concentration of Al atoms, 6 x 10-19 mm-3
[53], the number of particles sputtered per second is the product of the two quantities,
and is ~9 x 1013 (assumptions made include a spot size of 1mm?2, a current of 3pA,
and a sputter yield of 5), which corresponds to a contribution to the number density of
particles in the vicinity of the ion spot and the laser beam of ~9 x 1022 per unit
volume, significantly less than at one atmosphere pressure.

Thus, in the case considered, the measured broadening is attributed to an
increase in the relative height of the wings of the profile with respect to the saturated
height at line centre, and not to a broadening of the interaction linewidth.

The slower rise in Figure 5.28 (for the area v current) after the peak height is
saturated can be attributed to this gradual wing broadening.

All wavelength spectra were obtained under the maximum in laser intensity
which was approximately 3mJ per pulse. The laser beam was focused using the 50 cm
focal length lens at a distance of 45 cm from the spectrometer axis. Due to the
divergence of the laser ~1 mrad, the beam was focused most effectively at a distance
of approximately 65 cm from the lens, and at the sample the spot size area was
between 1.5 and 2 mm?. This implies a total maximum power density in the laser

volume at the sample of ~2.5 x 101! W/m?, of which ~10% is at the UV wavelength.
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RIS of Ga and Al in TOF-MS.

A precise relation between the broadening and the ion energy (current), cannot

be accurately determined, as the measured half height widths do not correspond to the

true widths at half maxima in ion production.

The next series of figures, 5.29 show the effect on the Aluminium resonant
transitions resulting from a variation in the total intensity of the post-ionising laser. As
in the previous case, the peak height of the transitions appears to achieve a saturation
level due to what is believed to be space charge limitations in the ion extract region.
The most notable change is in the peak widths, which display a marked broadening
with increasing laser intensity, implying a degree of power broadening present.
Inserting the previously calculated value of ~2.5x1010 W/m? for I, the intensity or
power density of the laser at the resonant transition wavelength of 308.3 nm, in
Equation (C.44) in Appendix C, a value of ~44 for the saturation parameter is obtained
assuming the laser halfwidth is 0.025 nm, the minimum measured width in this case,
which implies a broadening by a factor of approximately 6.7. This is rather an
overestimate, but indicates that there is sufficient laser power available to be
responsible for the broadening as opposed to other mechanisms.

Since the resonant excitation scheme adopted relies on the absorption of two
photons, at different wavelengths, and different absorption probabilities, a relation
between the measured intensity for the combined laser and the ion signal provides little
in the way of useful information concerning the transition rates and the ionisation
efficiency, unless the ion signal is found to be linearly related to the intensity, which
would imply a saturation of the resonant excitation step, or the ionisation step can be
shown to be completely saturated.

Graphs of the peak intensity and peak area as a function of the total laser power
are shown in Figure 5.30 and 5.31 respectively. A graph of the measured FWHM for
the first transition versus the laser intensity is shown in Figure 5.32.

In this case, the peak area dependence on laser power does not appear to exhibit
the same saturation behaviour, at least over the range available. This can be attributed
to the effect of power broadening of the resonant excitation lineshape in addition to the
to the apparent broadening resulting from space charge saturation. Over the range of
power available, the overall effect of the variation in laser intensity was to broaden the
transitions by a factor of ~2, while in the case of the ion energy dependence, the
apparent broadening was a factor of ~1.4.

Power broadening is also apparent in the ion energy dependent experiment,
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RIS of Ga and Al in TOF-MS.

where the width at the lowest ion energy of 1.5 eV at maximum laser intensity is
greater than the width measured at the lowest laser intensity level for the higher ion
energy of 3 . ¢V by a factor 1.5, even though the peak heights in both cases are
comparabie, and far from the saturation level.

An interesting feature of this series of measurements is the apparent splitting of
the absorption lines under conditions of simultaneously high laser intensity and high
primary ion energy (current). The possibility of this splitting being attributed to a form
of field effect, such as the Stark effect, resulting from the intense electric field
associated with the laser, was discounted when no measurable shift in the position of,
or increase in separation of, the two main ground state transition wavelengths was
observed. In fact a more likely explanation is that the dip in the lineshape results again
from space charge, in this case from a reduction in the transmission efficiency of the
spectrometer around the line centre. This effect arises when the density of resonantly
formed ions at these centre line wavelengths far exceeds the saturation value to an
extent that space charge reduces the positive ion throughput of the optics rather than

just saturate it.
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Chapter 6

Application of RIMS to Depth Profiling
in ITII-V Semiconductors.

Introduction.

The preliminary experiments, detailed in the previous chapter, have clearly
demonstrated the effectiveness of resonant ionisation with regard to enhancement of
the detection efficiency for Aluminium and Gallium. This chapter will deal with the

specific application of RIMS to depth characterisation of semiconductor material.
Experimental Arrangement.

There were two samples involved in this study, both comprised of epitaxially
grown layers of GaAs and AlGaAs, on a GaAs substrate.

The first sample, hereafter referred to as sample A, comprised a single layer of
Al,Ga,  As (x = 0.3), of thickness 1.3 um. The samples were square sections,
cleaved from the wafer, of side lcm and 3 mm.

The other, sample B, was more complex in structure comprising two layers of
AlGaAs sandwiching a layer of GaAs. The surface AlGaAs (x = 0.4) layer was of
thickness 100 nm, the GaAs sandwich layer of thickness 300 nm, and the second
AlGaAs layer (x = 0.5), also 300 nm thick. At a depth of a further 500 nm, was a
multi-layer structure of alternate GaAs and AlGaAs (x = 0.5).

In order to reduce the effects of thermal instabilities within the laser cavity and
similarly within the frequency doubling crystal, the laser was allowed a 'warm up'
period in order to stabilise its output characteristics. Stable operation also required the
laser be in operation, at a pulse repitition rate of 5 pulses per second, for the duration
of the analysis.

Due to the limited computer disk storage space, the total acquisition time

required to be restricted otherwise continuous acquisition for a period of hours would
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result very quickly in overflow of capacity . This was achieved by incorporating a
switch inline from the trigger pulse to the ADC strobe which allowed a degree of
manual control of the data acquisition rate.

The residual gas pressure within the system was typically 4 x 10" mbar. For
ion gun operation, the chamber was filled with Krypton gas to a partial pressure of 4 x
10-7 mbar.

The implication of the enhanced detection efficiency available using RIMS, is
the possibility of reducing the primary ion current, via a possible reduction in the
primary ion energy, thereby providing a 'softer' approach to depth analysis than has
otherwise been possible without the inevitable losses in sensitivity arising from lower
primary and therefore secondary ion current. For this reason, a decision was made to
conduct the experiment at as low a primary energy as would allow a reasonably
detectable signal intensity, but not sufficiently low so as to result in any substantial
deviation of the ion beam by electrostatic deflection by the positively biased sample
stub. An appropriate choice, in this instance was an energy of 2 kV, sufficient to

produce a current of several A at the sample.

The procedure adopted for performing profile analysis involved the ion gun
operating throughout the experiment in continuous beam mode. The beam spot was
raster scanned over the sample for a defined period of time in order to remove a
uniform layer of material. The raster waveform was then removed from the beam
steering plates resulting in the beam being held stationary at the centre of the crater,
with the laser aligned for maximum overlap close to the surface. During this period the
acquisition system was triggered, recording a value for the resonant ion peak
intensity. In order to minimise the damage to the the crater centre resulting from the
higher effective current density of the stationary beam spot, the acquisition time must
remain small by comparison with the period for erosion. Typically the erosion time
was a few minutes in comparison with an acquisition time of a few seconds, the ion
intensity being an average over a number of laser shots.

Control of the primary beam raster facility was performed manually via the

controls supplied.
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Results and Discussion.

For Sample A, Figure 6.1 shows the variation of the resonant Aluminium signal
acquired over the duration of the experiment, a total of 420 minutes, for an incident
ion energy of 2 KeV and a current, as measured at the stub, of 1.5 pA.

The profile has two distinct portions, a slow negative gradient corresponding to
the AlGaAs layer, followed by the more rapid reduction in intensity at the boundary
between the AlGaAs and the substrate.

The reason for the gradual slope of what should be a constant aluminium
concentration through the layer is more evident if one investigates the variation in laser
intensity over the same period of time. As Figure 6.2 shows, the laser intensity
decreases steadily over the duration of the experiment by an overall factor of 2. The
total energy in the laser pulse at the commencement of the experiment was ~1.6 mJ,
insufficient for saturation. Normalisation of the ion signal by the laser intensity is not
normally applicable in this situation, Aluminium requiring different photon energies
for the two absorption steps. However, if it is assumed that the resonant excitation
step is saturated, the ion signal can be linearly normalised with respect to the
simultaneous laser intensity to obtain a profile of the form of Figure 6.3. The levelling
of the initial portion of the profile would imply, that over at least this portion of the
profile, that the assumption regarding the resonant step is valid, and there is a degree
of proportionality between the ionisation rate and the laser power.

As the sample had already undergone a degree of sputter erosion prior to the
profile analysis, in order to optimise the spectrometer transmission of the resonant
ions and to tune the laser wavelength on resonance, the initial surface layer is not
defined and therefore, it is not posssible to determine the resolution at the boundary

with respect to the known thickness of the original AlGaAs layer.

The experiment was repeated on a second section of the same material. This time
the square section was of side 3 mm, and was mounted, along with a similarly
proportioned section of aluminium foil.

The purpose of including the foil was to act as a source on sputtering, of Al
atoms in order to allow accurate tuning of the laser onto the resonant absorption line,
positioning of the laser for maximum spatial overlap, and maximising of extraction

efficiency of the spectrometer, without unnecessary damage and erosion of the study
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sample prior to commencement of the depth analysis. Once these procedures had been
carried out, the semiconductor sample could be translated into position, with little or
no need for further adjustment of the experimental parameters.

Figure 6.4 shows the depth profile obtained. The two most notable features of
the profile in this case are the apparent regions of higher Aluminium concentration at
the surface and near the GaAs/AlGaAs boundary. The enhancement at the surface can
be explained by aluminium, sputtered from the aluminium foil at an earlier stage,
being redeposited as a layer onto the sample stub and onto the semiconductor sample.
This surface Aluminium deposit is then eroded away to leave the constant Aluminium
concentration associated with the AlGaAs layer.

At the boundary layer, a possible explanation for the enhancement is, that due to
the lighter mass of aluminium compared to the other bulk constituents, the aluminium
recoil particles have a greater range within the material and hence tend to accumulate
with depth particularly at a boundary between two materials where there may be a
discontinuity in density and/or erosion rate. Alternatively, the effect may be, as are so

many in depth analysis, of a procedural or instrumental nature.

Sample B was mounted in a similar fashion with an identical section of Al foil.
Both samples were square of side 3 mm. The experimental parameters were also
similar to the above conditions, namely a primary energy of 2 kV, a sample bias of
+300 V, though in this case a partial pressure of 6.8 x 10-7 mbar. As with the
previous case, the current measured at the sample stub was 3 £ 0.1 gA. The total
analysis time in this instance was ~950 minutes. A period of 2 minutes was allowed
for depth erosion between acquisition times.

Figure 6.5 shows the depth profile obtained after a period of 180 minutes. In
comparison with Figure 6.6 the main features of the concentration profile are evident.
Comparison of the peak concentrations of the AlGaAs layers indicates a ratio of 4/5 in
reasonable agreement with the expected value from their fractional Al concentrations.

Also visible, though poorly resolved, is the multiple layer structure.

With the ion gun operating at the relatively low energy of 2 kV adopted here, it
is unlikely that atomic mixing effects are the limiting factors to the depth resolving
power of these experiments, since the range of atomic mixing, at this relatively low

energy, extends over only a few tens of Angstroms. Also, other methods of depth
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analysis relying on sputter erosion typically employ energies in excess of a few
thousand volts and display far better resolving ability than here. It is therefore more
likely that the resolution limit is imposed by other, instrumental, effects. These can
result from crater geometry, secondary sputtering from electrodes and the background
partial pressure of Aluminium in the analysis region. However, the most likely cause,
is the non-uniformity of the sputtering of the sample due to the extreme obliquity of
the incident primary beam which results in material originating {-~m various depths
through the sample. This effect can be assisted by the spatial acceptance of the
secondary ion optics being comparable with or larger than the dimensions of the spot.

As has already been indicated (Chapter 3), the conditions for maximum sputter
yield include a primary beam incidence of around 60 to 70 degrees relative to the
sample normal. Beyond this angle, the sputter rate falls off much more rapidly. In the
experiments outlined above, one major problem may be that the minimum incident
angle, as defined by the system geometry, is ~670 which is already near the peak in
sputter yield, though more likely beyond it. Under normal operating conditions where
there are voltages present, in particular the sample bias, the ion beam may be
sufficiently deviated for the primary incidence to be significantly greater than optimum
thereby resulting in a reduction in sputter yield. Also, due to the rapid fall off in yield,
small variations in the angle during beam rastering, may result in more significant
variations in yield.

Atomic mixing tends to be a constant of the analysis parameters, i.e. mass and
energy of the primaries. In situations where the sputter depth is very much greater
than the range of particles within the material (~10's of nanometres), atomic mixing
would be expected to make a constant contribution to the broadening of a profile rather
than a depth dependent contribution as observed in these analyses.

Another contribution to the observed broadening may be made by the neutral
component of the ion beam. Since the ion gun electrode assembly consists of a linear
column, the ion and neutral components cannot be separated as in more sophisticated
devices which incorporate non-line-of-sight source -to sample arrangements. The
neutral component is also unfocused and hence contributes additional non-uniformity
of erosion and thereby a depth dependent resolution function.

The cause of the significantly different sputter times and therefore sputter rates
during the experiments on both samples can be explained by the different areas

covered by the rastering beam and hence the differing effective current densities
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during erosion.

From Equation 3.4 the sputter yield Y for GaAs due to 2kV primary ion normal
incidence is ~16.5/U,, where Uy is the sublimation energy for GaAs and has a value
of 3.3 eV, leading to a value for Y of 5 particies per incident ion. For the multilayer
sample, the boundary between the GaAs sandwich layer and the second AlGaAs layer
occurs at a depth of 400 nm. The time for sputtering to this depth was approximately
30 minutes, implying an erosion rate, in this instance, of 0.8 pm/hour. Inserting this
value into Equation 3.15, along with the calculated value for the sputter yield returns a
value of 31 pA/cm? for the current density J, which corresponds to the incident ion
current of 3jLA on an area ~ 10 mm?. The raster voltage applied to the deflecting plates
was 50% maximum.

With respect to sample A, the 50% Al level in the AlGaAs/GaAs boundary
occurs at a time of ~670 minutes. This corresponds to an erosion rate of ~0.12
pm/hour for the transition occuring at a depth of 1.3 pm.

Again, making the relevant substitutions into Equation 3.15, the area influenced
by the primary beam is ~60 mm?, for a slightly lower sputter yield for AlGaAs of 4.5,
calculable from Equation 3.4 and assuming equivalent surface binding potential as for
GaAs. In this case the raster voltage was at a maximum which would imply an
increase in off axis beam deflection by a factor of 2 and hence in area covered by the
beam by a factor of 4 in comparison with the factor of 6 reduction in current density
calculated above. This discrepancy is not unreasonable considering the actual
experiments were performed at oblique incidence and therefore more pronounced
variations in the sputter yield may be responsible.

Further non-uniformity of the erosion process arises from the static condition of
the beam during acquisition periods which effectively augments the ion dose in the
central portion of the crater. The solution here would be to pulse the beam during this
period, as suggested by Parks et al [83], unfortunately, the ion gun does not lend
itself to the rapid switching of modes, i.e. between pulsed and continuous, the major
problem being one of high voltage transients, which have undesir_able effects on the
more delicate components of the ion source, and as transient feedback along the
voltage supply lines have had occasion to damage or destroy electronic components
within the control unit. Also, the time required for the gun source parameters, most
notably the filament current, to stabilise after switching modes is not conducive to the

rapidity and flexibility of operation desired.
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As well as proportionately reducing the sputter erosion rate, the increasing of the
raster area should have the effect of improving the depth resolution by improving the
uniformity of the sampled portion of the crater. This can be observed on comparing
the depth resolution obtained during analysis of sample B with that for sample A. For
sample A the resolution of the boundary (defined in Chapter 3) is ~270 nm while for
sample B, the resolution at a depth of 700 nm corresponding to the boundary between
the second AlGaAs layer and the 500 nm GaAs layer, has already deteriorated to ~400
nm. Furthermore, the embedded multi-layer structure of alternate GaAs/AlGaAs,
appears only as a minor peak in the falling edge of the Al concentration of the 300 nm
AlGaAs embedded layer, at the expected depth of 1200 nm, measured relative to the
well resolved boundary at 400 nm.

Conclusion.

The main purpose of the experiments outlined above has been to assess the
possibility for the specialised application of Resonance Ionisation Mass Spectrometry
to depth analysis of III-V semiconductors, and from the results acquired, it could be
said that the work has been moderately successful in that reasonable correlation
between concentrations of Aluminium in known structural formations of layered
GaAs/AlGaAs and the measured Aluminium profile has been possible.

The major problem encountered has been the effect of utilising relatively
unsophisticated hardware, in what is essentially an instrumentally dependent process.
This has led to serious limitations to both the depth resolution and the dynamic range

of the analysis.

Recent experiments which have involved the use of far more sophisticated
hardware, have provided standards of RIMS profile analysis already comparable with
the much implemented, related technique of SIMS. Such experiments have however
been few in number, and there still remain aspects of this application of RIMS which
can be improved upon before it can be considered as a companion to, or replacement

for existing processes.

The applicability of RIS to high resolution depth profiling has been
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demonstrated by Parks et al [84][85][86], Young et al [125] and Downey and Hozack
[19][20](21].

The technique, at this early stage in development of the application, has been
shown to be capable of a depth resolution of some 4 - 5 nm in semiconductor multi-
layer sructures [36], with the possibility of enhancements via further reductions in the
primary beam energy and improvements in experimental procedures. Figure 6.7
shows a RIMS depth profile of a GaAs/AlGaAs multi-layer sample [86] displaying in
this case a resolution ~15 nm. Figure 6.8 shows the profile of a Be 'delta’ (i.e.
narrow) doped layer displaying a FWHM of appproximately Snm [21] at a buried
depth of ~100 nm.

A comparison of RIMS with SIMS under identical experimental conditions of
primary ion and current has been carried out, with a reduction in the matrix effects
associated with SIMS observed, together with improved signal to noise via a
reduction in the number of background ions created in the selective ionisation process
[20]. Figure 6.9 shows the profiles obtained by both methods of a Be doped
GaAs/AlGaAs multilayer sample. Due to the variation in the sputter yield through the
various layers the Be signal is normalised with respect to the sputtered As intensity.
As can be seen, there are severe matrix effects associated with the SIMS profile, while

that via RIMS more closely represents the simulated implantation profile [20].

Two different procedures have been adopted for RIMS profiling, firstly that of
Parks et al., a layer removal by a DC ion beam rastered over the surface, followed by
pulsed time-of-flight analysis by RIMS of material sputtered from the crater centre. In
comparison, the experiments of Downey involved a constantly DC, rastering ion gun,
as with SIMS, with triggering of the laser gated to coincide with the ion beam passing
across the crater centre and the effective focus of the extract lens The detector and
acquisition system is similarly gated electronically.

Both methods have their advantages and disadvantges in the degree of electronic
sophistication required for control, however, the method of Parks is not prone to the
continuum of secondary ions present during erosion aﬁd analysis, which have a finite

probability of being detected, and thereby contributing to a loss in performance.
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Chapter 7

Secondary Ion (SIMS) Suppression
During Resonant Ion Detection.

Introduction.

This chapter will describe a proposed method to deal with the permanent secondary
ion background present during ion sputtering, which interferes with detection of
resonant ions. The method relies on static field conditions and the electrode geometry,

and not on the use of time discriminating voltage pulsing.
Physical Basis.

In order that positive ions are extracted efficiently from the interaction region to
the spectrometer, a positive bias is normally applied to the sample as a repulsive
accelerating potential. If the polarity of the sample bias is reversed or the potential
reduced, such that its potential becomes negative with respect to the first electrode,
both primary and secondary ions are preferentially attracted to the sample surface. The
remaining neutral particles are, however, still free to expand into the volume as
normal. So far, this prevents any ions, apart from the perhaps the most energetic,
from being extracted and detected, however any ion, including those formed in a laser
volume, will be similarly affected, and hence an independent method must be found
for extraction of this particular ionic component.

As the first and second conical electrodes are closely spaced (refer to Chapter 4
for details), application of a large negative potential to the second electrode may resuit
in significant leakage of the field due to the second, through the aperture of the first. A
sufficiently strong field may then be present to exert énough influence on a locally
produced ion, to extract it from the interaction volume. In fact, through careful choice
of the relative potentials on the electrodes and the sample, the field leakage may
penetrate a significant fraction of the sample electrode separation. This effect is

enhanced by the physical geometry of the electrodes which shape the equipotentials to
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form a better defined field focus.

Effectively, what is formed is a field reversal within the interaction volume.
Depending on the position of the ions relative to this reversal, or saddle, point in the
field, they may be accelerated either towards the sample or to the mass spectrometer.

As a result, if laser post-ionisation is performed in a well defined volume
beyond the reversal point, the ions will be efficiently extracted with the minimum of
secondary ion background.

In order to model the effects of various experimental parameters on the
performance of the ion optics a computer simulation was performed. The software
package used was SIMION (SIMulated ION) 3.1 running on a Compaq 386/25 PC,
which allowed both equipotentials and ion trajectories to be calculated for this
rotattonally symmetric situation. The program was originally developed by D.C.
McGilvery at Latrobe University, Department of Physics and Chemistry, Bundoora
Victoria, Australia in 1977, and this revised version was developed at Idaho National
Engineering Laboratory by D. A. Dahl and J.E. Delmore in 1987.

A simulation of the equipotentials formed by the electrodes in the particular
situation described above and implemented below, is shown in Figure 7.1, together
with the calculated trajectories of positively charged ions originating at various points
in the interaction region (Figure 7.2), and with a range of initial directions relative to
the spectrometer axis. Since the peak in the kinetic energy distribution of sputtered
particles is typically a few electron volts, and the distribution falls away as 1/E?
(Chapter 3), few particles will be emitted with an energy exceeding a few tens of
electron volts. The ion energies used in this case were all 100eV for singly charged
ions of mass 70 amu. As can be seen, the relatively high (~+500 V) potential on the
first electrode with respect to the sample, is extremely effective in restricting the
motion of these sputtered secondary ions, while ions created, in this case by resonant
post-ionisation, at a position beyond the reversal point in the field, experience the
leakage field generated by the second, highly negative potential, and are propelled into
the time-of-flight region.

Implementation.

The experiment was carried out during the GaAs investigation, and all

equipment and experimental geometry was as detailed in that earlier study.
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Figure 7.1 SIMION simulation of equipotentials for
inversion optics.
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During the course of the investigation, four experimental parame ters were
varied. These were the laser beam position with respect to the sample surface and the
aperture of the extract electrodes, the potentials applied to the two conical electrodes,
and the delay between the firing of the laser pulse relative to the primary ion pulse. At
all imes, the potential on the sample stub was at a constant +600 volts.

Initially, with the focused laser passing close to (~1mm) the sample surface the
electrode potentials were adjusted to optimise the resonant peak intensities and the
mass resolution (conical electrode potentials were +600 and -2100 Volts respectively).
Under these conditions, a TOF spectrum of the form of Figure 7.3 was obtained.

The laser was then translated across the interaction region (i.e the 12 mm gap
separating the sample and the aperture of the first electrode), intersecting and
perpendicular to the spectrometer axis, to a position approximately 3mm from the
aperture of the first electrode, while simultaneously, the laser firing delay was altered
to maintain maximum temporal overlap of the sputtered atom and photon pulses. The
potential on the first electrode could then be adjusted for maximum extraction
efficiency for the resonant ions. At this stage, with a relative first electrode to sample
potential difference of +400 volts, there is a substantial reduction in the level of SIMS
ions extracted in comparison with the relatively unaffected resonant peak intensities,
Figure 7.4.

On positioning the laser to approximately 2 mm from the electrode, and
adjusting all other parameters to maximise the resonant intensity, a spectrum as shown
in Figure 7.5 is acquired. The secondary ion background has now all but disappeared,
while the intensity and the resolution of the Gallium resonant peaks remains essentially

unaltered.

Consequently, it has been demonstrated that, in the situation where the primary
ion pulse duration is longer than the average transit time of the secondary particles
across the region of laser interaction, it is possible to detect and monitor the resonant
laser induced ion signal, without interference from the secondary ions directly
liberated during sputtering. This is possible under static extraction field conditions, in
a simple linear time-of-flight mass spectrometer, without significant degradation of
performance. Furthermore, the technique is not restricted to pulsed operation and
therefore applicable to situations utilising continuous wave lasers and/or continuous

sputter removal of material.
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Resonant Laser Ablation

Chapter 8
Resonant Laser Ablation

(RLA)

Introduction.

The use of high powered lasers in the ablation of target samples for analytical
applications has been of considerable interest since the technology became readily
available. Typically, analysis is performed on the ions liberated directly in the laser-
surface interaction as in LIMA, already mentioned in chapter 1, or alternatively, on the
ablated neutrals via laser post-ionisation [90][6]. Due to the greater number of neutrals
produced, typically 102 to 10°, relative to the number of ions [90]{21]{70], post-
ionisation is of greater interest to trace analysis.

The disadvantages of post-ionisation lie in the increased complexity of the
equipment required, namely the need for separate post-ionising lasers in addition to
the surface probe beam of either a laser or primary ions, and in the requirement for
high geometrical and temporal overlap of a short laser pulse with the expanding
ablation plume, itself likely to be generated by pulsed means.

It has been suggested [110], that the ion yield and the elemental selectivity in
ablation may be significantly increased if the ablating laser is tuned to match resonant
transitions of the element of interest in the target, thus eliminating the need for a
separate post-ionising laser. Enhanced signals have indeed been observed in the
analysis of Cd, Cu and Mo in a transmission LAMMA 500 instrument [110].

The samples used in the Cd and Cu studies were metal-doped polymers (e.g.
araldite, albumin) with varying metal atom concentrations, whereas for the analysis of
Mo, a steel alloy standard was used. All resonant transitions were in the UV region at
228.8 nm for Cd, 324.75 and 327.39 nm for Cu, and 311.21 and 313.26 nm for Mo.
Ionisation proceeded via absorption of a second photon of the same wavelengh for
each element except in the case of Cu which required additional energy from

collisional mechanisms to achieve ionisation from high lying states. Photon fluences
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used were in the range 10% - 1011 W cm-2. Enhancements were typically five-fold over
the non-resonant signals, although a fifty fold improvement was observed for Cu in a
particular epoxy resin, indicating the exist:.nce of severe matrix effects. Also, the
widths of the resonances observed were particularly broad (0.4-0.7 nm.).

Similar observations of resonant enhancement have been made in separate laser
ablation studies of Sodium and Copper [82]. The samples were polished sections of
Nagy ;WO; and Cu. Experiments were carried out under vacuum conditions (10 torr)
and also Helium buffer gas. In order to correct for any possible matrix effects and the
pulse to pulse variation of the laser intensity, measurements were made to monitor the
acoustic shock wave produced by the laser induced plasma expanding in the He buffer
gas. It has been demonstrated [12], that in the range of 50 torr of He, the measured
acoustic signal is linearly related to the amount of material vapo rised.

For the case of Na, the laser was tuned to the D line at 589 nm at which an
enhancement factor of over 70 was observed. For ionisation to proceed at this
wavelength, three photons of the same energy are required, and hence at the low laser
pulse energy used (<10uJ), the probability for ionisation by direct multiphoton
interaction is very low. It was shown that the laser induced ion intensity was linearly
dependent on the laser power, however the acoustic measurements also indicated a
linear dependence of the amount of material ablated on the laser power, which implies
a saturation of the resonant transition followed by collisional ionisation of the
subsequently excited atoms within the relatively dense plasma. The situation is similar
with Cu which requires a further three photons to reach the ionisation limit following
resonant excitation at 578 nm.

As with the experiments of Verdun et al [110], the transition widths were
relatively wide, in this case 2.2 and 1.4 nm for Na and Cu respectively under vacuum,
and were broadened considerably to as much as 6 or 7 nm as the He buffer gas
pressure was increased to 1 atmosphere.

The extent of this broadening is attributed to either collisional effects in the
plasma formed at the surface, under the influence of intense laser powers, or increased
confinement of the  plasma under the high buffer gas pressure.

This chapter will describe an investigation of this so called Resonant Laser

Ablation (RLA) in the analysis of Al and Ga in a semiconductor sample.
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Laser Ablation.

The process of liberation of material from a solid surface, under photon
bombardment, is known by various names [89], though most commonly laser
ablation or desorption. The term ablation normally refers to the situation when the
laser flux is greater than ~108 W/cm?, while desorption applies to the use of fluxes
less than ~108 W/cm2. Indeed it has been recently shown in ablation studies [102],
that significant measurable mass removal is initiated at a threshold of between 1 and 3
x 108 W/cm?, with no evidence of cratering at lower powers, even after thousands of
laser shots. These results are in agreement with the conclusions of Vertes et
al.[111][112]. At the lower range in power the desorption is governed mainly by the
effect of sample heating.

There exists a need to describe laser ablation in an accurate, quantitative manner
as has been the case in recent years with ion sputtering {93]. Unfortunately, the
physical processes involved in laser ablation are as yet poorly understood, and cannot
be completely described by a sole mechanism, but rather a combination of complicated
processes explaining the energy distribution of ablated particles and the formation of
large clusters and droplets in some specific cases [S0]. Studies have shown that the
prominent mechanism occurring also tends to vary with sample composition and
structure. Other factors such as the wavelength and power dependencies of the
sputtering mechanisms occurring, are just as poorly understood and have been the
subjects of much investigative work [89][50].

The most widely held view is that ablation occurs due to a rapid, or prompt,
thermal vapo risation of the material within the beam spot [10]. Investigations
however, have indicated [89][50][49], that this view of sputtering may only be
correctly applied to situations where the surface temperature exceeds that necessary for
vapo risation of the material to occur, possibly higher than the melting or boiling
points of the material, and therefore in many cases it does not apply. The idea of a
thermal process comes about from investigations of the velocity distribution of
ablated atoms which can be shown to be essentially Maxwellian [11][6].

Alternatively, laser ablation has been shown to occur by the process of
exfoliation, which is a macroscopic flaking of the sample surface due to thermal
induced shocks within the material [89][49] and is characterised by irregular erosion

patterns on the sample surface.
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Another method, that of hydrodynamical ablation [SO][113], refers to material
removal as a consequence of transient melting which occurs when the temperature is
too low for vapo risation to occur but is sufficient for the melting to proceed. Material
is normally emitted in the form of droplets which are formed by the melting and
subsequent thermal expansion of surface features by the laser. The melting is
characterised by non-periodic surface wave patterns, while droplet formation is
usually evident under close investigation of the surface after ablation.

Electronic sputtering is believed to be the major participant in neutral ejection
from semiconductor and dielectric material [47][77][78]. The most likely model
considered for this form of sputtering is that of the generation of a high density
electron-hole (e-h) plasma [44][108][109][77][78]. An e-h pair is formed by laser
induced electronic excitation across the band-gap of the semiconductor which may
subsequently induce a weakening of the tetrahedral bonds. The crystal then
experiences a phase transition and becomes fluid. It has been suggested [47], that
phonon associated recombination occurs at the surface with the emission of a
subsequently energised atom. Electronic sputtering is characterised by a high degree
of sputter uniformity as well as extremely rapid erosion rates [89][49].

Whatever the mechanism, laser ablation/desorption liberates many more particles
in a single laser pulse than does a typical ion pulse.

A quantity known as the mass ablation coefficient has been determined

experimentally, in analysis of thin polystyrene films, and is expressed by the relation

1/3

Mil Y

m(kg/ scm?)~ 110[ o ym

(8.1)

where ¢, is the incident photon flux at an ablating wavelength A [24]. The experiments
were restricted to high power densities in the 1014 W/cm? regime, well above typical
LIMA power levels. Investigations to determine whether the relation is appropriate
when power densities are reduced by many orders of magnitude, are currently a

source of much interest.
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Experimental Arrangement.

The spectrometer arrangement was as before, with the exception of a lower
operating pressure ~ 1x10” mbar, due to elimination of the partial pressure of
Krypton present during ion gun operation.

The semiconductor sample used in the first experiment was a lcm? section,
comprising a 1.3um layer of Al, Ga,As (x = 0.3) deposited by molecular beam
epitaxy onto a GaAs substrate.

Laser output again consisted of the red fundamental from the excimer pumped
Rhodamine 610 dye, and its frequency doubled component, after passing through a
KDP crystal. Pulse energies of 1mJ in the red and about 100uJ in the blue were
available.

The laser was moderately focused using a 50 cm focal length quartz lens to a
beam spot of about 1mm diameter, and was directed at grazing incidence to the sample
surface. At this initial stage, the sample was positioned with its surface normal
collinear with the spectrometer axis.

With a positive potential of 300 Volts on the sample stub, typical flight times for
Al and Ga were approximately 27 pus and 43 Us respectively.

By appropriate positioning of the time gate, the wavelength dependences of Al,
Ga and Na were obtained over the tuning range 615 to 620 nm in the red

corresponding to 307.5 to 310 nm in the doubled UV.

In a second experiment, analysis was performed on the remainder of a sample
which had undergone a depth analysis as described in Chapter 6 (sample B). In this
case the laser dye was Rhodamine 590 (R6G), also doubled in the KDP crystal.

A positive potential of 1000 Volts on the sample stub reduced the flight time for
Gallium to ~22 ds.

Results and Discussion.
The resonant ionisation scheme used for Aluminium was identical to that already

investigated in Chapter 5, namely the absorption of a single blue photon from the 3p

ground state to the 3d excited state, followed by ionisation via absorption of a photon
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from the red fundamental. The measured ion intensity as a function of wavelength is
shown in Figure 8.1 .

The peaks corresponding to resonant excitation from the split ground state in Al
at the wavelengths 308.305 and 309.367 nm, are clearly in evidence, with an
observed enhancement of better than two orders of magnitude. The measured widths
at half maximum of the resonances are less than 0.05 nm with respect to the
fundamental red laser, and are correspondingly smaller for the UV excitation
wavelength. The doublet separation of the excited state was too small to be resolved in
this experiment.

Off resonant signals may be attributed to multiphoton ionisation of sample
surface impurities of equal mass to aluminium, as well as spurious non-resonant
ionisation of Al, due to fluctuations in the power density on the sample as the
wavelength varies. This results from movement of the incident beam due to

misalignment of the optical components.

As Gallium does not have a single photon transition within the lasing range of
R610 a different excitation scheme had to be adopted for resonant ionisation of Ga.
This involved the absorption of two red photons by the 4p ground state doublet to
excite the Sp doublet with parity conserved [74]. The energy supplied by a further red
photon is then sufficient to promote the excited electron into the continuum. Within the
tuning range adopted only one transition was available, that linking the J = 3/2 level of
the ground state with the excited state. The wavelength dependence of the °Ga ion
intensity is shown in Figure 8.2, and again a strong enhancement is observed at the
resonant transition wavelength of 618.644 nm. As with Aluminium, the peak width,
with respect to the red wavelength, is less than 0.05 nm.

Since Ga has two isotopes of mass 69 and 71 amu in the ratio 3 to 2, clearly
resolved in the spectrometer, the behaviour of "1Ga as a function of wavelength, was
also investigated. Once again the resonance was clearly evident, Figure 8.3, with the

signal on resonance in the correct ratio with respect to the $Ga data.

As a check of the non-spurious nature of the resonant effects observed in the
ablation of Ga and Al, a wavelength dependence was carried out on Na which is
present as a surface contaminant on the sample, and which has no resonant transitions

in the wavelength range used. As can be seen, Figure 8.4, no resonances are observed
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as expected, although the permanent non-resonant background is much higher than for
either Al or Ga (in agreement with Chapter 5), due to the ease of desorption of the

surface impurities, as a result of the lower surface binding energies for surface

adsorbants.

In order to investigate whether this resonant effect occurred in a matrix different
from the the smooth MBE grown layer of AlGaAs, a separate experiment was carried
out on the ablation of a Calcium sample ( A. P. Land [72]). The apparatus used was
also different and has been described extensively elsewhere [71][101](102].

Resonant enhancement effects similar to those observed for Al and Ga were
obtained.

Using a uranium hollow cathode lamp for precise calibration of the laser
wavelength, to better than 0.04 nm, it was decided to investigate for any shift or
broadening of the Ca resonant transitions compared to those for resonant post-
ionisation of the sample ablated by a second laser. It was found that the position of the
resonances matched exactly, with widths also comparable (Figure 8.5).

The implication of the observed narrow width is that the resonant phenomenon
does not occur in the solid phase since the absorption band for a solid sample is
several nanometres broad. Thus, one may infer that in the 'resonant ablation’ process,
the same conditions apply as regards the material state of the sample prior to
ionisation, namely that a vapour phase has been formed. This is consistent with the
acoustic wave measurements on Na ablation which indicate that the total amount of
material vapo rised on resonance is identical [82] with that vapo rised well away
from the resonant wavelength. This indicates a dissociation of the processes of

ablation and resonant ionisation.
Effect of Angle of Incidence on RLA.

With the mass selection for the spectrometer again tuned to Al, a series of
wavelength scans were obtained with the sample stub rotated up to a maximum angle
of 259 around a vertical axis perpendicular to the laser direction, thereby varying the
angle of incidence and the power density of the laser onto the target. Similar resonant
enhancement effects were observed.

Due to the variation in extraction efficiency by alteration of the extract field lines
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and the position of the beam on the sample, as well as the laser power density, the
following experiment is in no way an attempt to describe quantitatively the variation of
ion production as a function of incidence angle of the ablating laser or laser power
density on the surface, but merely to indicate that the resonant effect is not restricted to
grazing incidence studies and may be adopted in other more typical geometries.
Further, more quantitative studies of the dependences on the aforementioned
parameters are planned.

It should also be noted that the signal amplification factor may vary from plot to
plot due to saturation of the ADC at particular incidence. The total laser pulse energy
was ~200-300 pJ.

Figure 8.6 shows the considerable increase in ion yield obtained after a sample
rotation of about 6°. The signal amplification is identical to that for grazing incidence
(Figure 8.1).

A further 49 rotation of the sample to 10° displays a further increase in the ion
yield (Figure 8.7). In this orientation, the scan was repeated with a factor of ten
reduction in the amplification resulting in the maximum in intensity being well below
saturation of the ADC (Figure 8.8).

With the amplifier returned to the initial gain setting, the sample was rotated to
159 (Figure 8.9). Once again, with a lower amplification a non saturated signal could
be observed (Figure 8.10). It is clear at this stage that the signal strength has begun to
reduce, and as a result of a further 5° rotation, the signal drops by a factor of about
five (Figure 8.11).

By 259, the measured intensity has dropped to a fraction of its original grazing
incidence level, with events appearing to be of a more spurious nature (Figure 8.12).

As mentioned above, the reduction in ion signal most likely arises due to a drop
in the extraction efficiency of the spectrometer rather than an effect of varying the
incidence angle.

In general there is little effect on the interaction linewidth as measured at half
maximum intensity, although the wings appear somewhat more pronounced possibly

due to some form of homogeneous broadening mechanism.
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sample stub into the path of the laser beam, showing the
enhancement in relative ion yield compared with that at grazing
incidence Figure 8.1, for the same amplifier gain.
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Figure 8.7 RLA wavelength spectrum for Al. Effect of a 10° rotation of the
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enhancement in relative ion yield for the same amplifier gain as
Figure 8.1.
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amplification by a factor of 10 in order to reduce the signal intensity
below the saturation level of the ADC.



ION INTENSITY

1

Gain x 10

i
i !

. Sl llk‘u.l. AT ‘ W “nlauu-l (ITANRAA i | Jhd.l m.luu.

308 wavelength (nm) 309

Figure 8.9 RLA wavelength spectrum for Al Effect of a 159 rotation of the

sample stub into the path of the laser beam, showing a drop in the
relative ion yield compared to that for 10°, for the same amplifier
gain as Figure 8.1.
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Figure 8.10 RLA wavelngth spectrum, as of Figure 8.9, with a reduction in the

amplification by a factor of 10 in order to reduce the signal intensity
below the saturation level of the ADC.
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Figure 8.11 RLA wavelength spectrum for Al. Effect of a 20° rotation of the
sample stub into the path of the laser beam, showing a further drop

in the relative ion yield compared to that for 15%. Same amplifier
gain as Figure 8.1.
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Laser Power Density Effects in RLA.

In a separate experiment, involving the use of a different dye (R6G), ionisation
of Ga was investigated via the adoption of an ionisation scheme similar to that used
for Al above, namely excitation by absorption of a UV photon, with ionisation by a
red photon at twice the wavelength. Excitation proceeds from the 4p1/2 ground state to
the 4d3/2 excited state via absorption of a photon of wavelength 287.5 nm (frequency
doubled 575 nm photons).

Figure 8.13 shows the ion signal as a function of the laser wavelength over a 2
nm range for the fundamental laser, corresponding to 1 nm for the excitation
wavelength.

In eomparison with the previous data, the width of the resonant peak is
relatively wide ~0.075 nm, and also has a saturated appearance at a level
corresponding to ~1 volt, which is well below the saturation level for both the ADC
and the amplifying circuitry. Responsibility must therefore be placed on a saturation of
the spectrometer detection efficiency, not unreasonably considering the higher
extraction potential used.

The electron multiplier potential was reduced from its initial value of 2.5 kV to
2.2 kV prior to repeating the wavelength scan. Figure 8.14 shows the dependence
obtained, displaying an overall reduction in the maximum intensity below the
saturation level, as well as a decrease in the width of the lineshape to ~0.035 nm. This
leads to the conclusion that an observed broadening can result from space charge
effects within the electron multiplier, i.e. an instrumental effect, as opposed to other
broadening mechanisms such as power and pressure broadening within the ablation
region.

These spectra were produced whilst the laser was incident at grazing incidence
to the sample. The total energy within the laser pulse, 1.e. UV plus red, was ~175 pJ,
focused at the sample to a spot of ~0.5 mm diameter, although the shallow incidence
results in a rather elongated spot on the surface. Due to the substantial surface
reflected component of the laser, the extent of the contribution from the total power to
the interaction is not clear, thereby making any attempt to gauge the effects of varying
the power, at present purely relative.

Figure 8.15, is a plot of the ion signal versus the joulemeter signal over the

range of available laser pulse energy, up to a maximum of 175 pJ, for the laser
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wavelength tuned on resonance. Clearly evident is a threshold value, followed by a
rapid rise to the eventual onset of apparent saturation of the ionisation. Measurement
of the gradient of the log-log plot (Figure 8.16), indicates a fourth to a fifth order
power dependence of the ion signal for the initial portion of the curve, falling to a
quadratic relationship then to an eventual zeroth order dependence as the laser power
is increased.

In interpreting the overall ion production as a function of laser intensity, it must
be realised that two coupled mechanisms are involved, namely, a dependence on the
amount of particles liberated from the surface, and on the ionisation probability of the
neutral particles by a two photon resonant process. Since the ion production increases
initially, very quickly, the dominant mechanism must be the rate of ablation,
suggesting that over the lower power range, the shape of the power dependent curve,
reflects the dependence of the amo unt of Ga ablated.

In order that the ion signal follows the ablation, it is not necessary for the
ionisation process to be saturated, only that the power dependence of material ablated
is more rapid, while for the ion signal to reflect the ionisation rate, the rate of ablation
must be constant. It is therefore conceivable, assuming a significant reduction in the
liberation of neutral particles as the power is increased, that some combination of both
mechanisms is occurring.

An investigation of the statistical variation of laser intensity at the maximum
available revealed a deviation of 4.6% with respect to the mean value, which had the
effect of inducing a fluctuation in the measured ion intensity of 9.7%, a factor of 2.1
larger, implying a quadratic dependence on ion formation. Since this portion of the
power curve is relatively flat, i.e. the dependence on intensity is less than first order,
the fluctuations correspond to the photon absorption rather than the ion formation on
ablation, and therefore, the resonant ionisation process can be said to be far from
saturated.

A similar power dependent examination was conducted at a wavelength 0.85 nm
below the resonant excitation wavelength, and as Figure 8.17 indicates, for most of
the range, including a portion beyond the resonant ablation threshold, the ion signal is
indr.cernible from random noise fluctuations. At higher powers, corresponding to the
saturation region for the resonant case, the degree of ion signal statistics is sufficient
to suggest the onset of a measurable degree of nonresonant, laser induced, secondary

ion formation. In this case, however, the threshold does not appear to be as well
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defined and the shot to shot fluctuation is more pronounced.

The experiment was repeated, for both resonant and non-resonant wavelengths,
over a greater range in laser intensity, up to ~1.1 mJ per pulse, or ~4x106 W/cm? for
oblique incidence. In this case the off-resonant data was acquired at a wavelength 0.8
nm below resonance (or 1.6 nm in the red fundamental), though still sufficiently far
from resonance (cf. measured linewidths), to produce no wavelength dependent
enhancement.

Both sets of data are plotted simultaneously in the graph of Figure 8.18 for
easier comparison. Once again, different threshold values for detectable ion formation
are evident, however, in this case the larger range in available pulse energy allows
determination of the non-resonant ion component as a function of intensity.

A log-log plot for this data, Figure 8.19, reveals the exist: nce of three distinct
rates of ion formation, on-resonance. The initial portion of the curve labelled A in the
diagram, in agreement with the previous power dependence of Figure 8.16, has a fifth
order rate of increase up to about 500 on the joulemeter scale, corresponding to ~0.4
mJ, after which the rate drops to a quadratic dependence, labelled B, which extends
up to approximately the threshold for the non-resonant situation at a value of 900
(0.73 mJ). From this point onwards, labelled C, the rate increases once again to fifth
or sixth order, similar to the dependence of the non-resonant secondary ion signal on
intensity. It should be noted that at the higher laser power, corresponding to the final
portion of the curve, there was considerable broadening of the time-of-flight
distribution of ions, and since the ADC operates in a peak sensing manner, the
absolute values aquired in this portion do  not represent the rate of ion formation as
accurately as at lower power where the temporal distribution is much narrower, and
entirely within the acquisition window of the ADC. Therefore the slope of part C

should in fact be steeper than observed.

The following discussion is an attempt to describe qualitatively and
systematically the mechanisms involved in this interaction which contribute to the
measured ion intensity over the entire range in laser pulse energy, however the
explanation is purely speculative and further evidence may come to light in future

analysis which may refute these ideas.
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Resonant Laser Ablation

With regard to section A of the power curve, let us assume at this stage that the
power density of the the laser is insufficient to produce saturation of both photon
absorption steps, i.e excitation and ionisation, and consequently, the ionisation
probability P can be expressed by a quadratic dependence on the laser intensity L.
Also, the number of particles n;, ablated by the laser as a function of its intensity can
be assigned a power dependence of some order m.

The rate of ion production S, dependent on the total number of particles
available in the interaction and also the ionisation probability, can then be expressed in

a simple fashion by:

Secn, PecI™ T’

This is assuming that all ionisation is performed by the resonant laser on neutral
particles, the contribution of ablated ions to the measured ion intensity being very
small.

Clearly, from the observed fifth power dependence of section A, the rate of
neutral material ablated follows a cubic dependence on laser intensity, i.e. m=3,
which is attributed to the continued rise in temperature, and therefore vapour pressure,
of the sample material as the energy deposited by the laser onto the sample surface
increases.

Retaining the assumption with regard to the ionisation probability, that of a
quadratic dependence, the immediate implication of the transition to a quadratic
dependence for section B of the curve, is that the ablation yield for neutral particles
has become apparently independent of the intensity. Such an effect would only be
expected to arise from the attainment of a constant surface temperature, and therefore,
since the energy available in the laser continues to increase, one must conclude that
another mechanism is interfering with the laser solid interaction preventing energy
from being deposited.

From a comparison of sections A and B for the resonant with the non-resonant
case, it is clear from the lack of a measurable non-resonant ion signal, that the
enhancement in the ionisation rate due to the resonant process is at least several orders
of magnitude. This being the case, the ratio of ion to neutral species within the
ablation plume should be correspondingly higher, and as a consequence, so too

should the density of 'free’ electrons. Under such conditions, it is conceivable that the
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surface of the sample may be shielded to an extent by this plasma [17][114][112].

The plasma mechanism responsible for this shielding is believed to be an
inverse-bremsstrahlung process [13][113] or Compton effect where the incident laser
photons scatter inelastically from free electrons and ions and thereby lose their energy
in a transfer to thermal energy within the plasma. Such an effect is a function of many
parameters including the temperature, pressure and charge density of the plasma.

Furthermore, the interaction would also tend to be self stabilising with respect to
the temperature of the sample surface, as an increase in the temperature, pressure or
charge density within the plasma would result in an increase in the shielding effect,
which in turn would reduce the incident energy to the sample, decreasing the
temperature at the surface and thereby the ablation yield. This would then result in a
reduction in the vapour pressure of the ablated plume, a corresponding decrease in the
shielding effect of the plasma, causing the surface temperature to rise and more
material to be liberated. The rise in vapour pressure then results in the generation of
more free charge which causes an increase in the energy absorption efficiency of the
plasma, a rise in plasma temperature, and reiteration of the cycle.

This then may account for the apparently constant ablation rate over the range B,
assuming the liberation of material results only from photon interaction with the
surface, as opposed to further ion production due to the interaction of existing ions
with neutrals in the plume, and with the surface.

Range C, with its overall fourth or fifth order ion intensity dependence
suggests a return to an increasing ablation yield, again assuming at most a quadratic
ionisation probability. Even if this assumption is not valid, the shape of the curve still
suggests the onset of a process which contributes further to the ablation and/or the
ionisation probability.

The mechanisms thought to be responsible are those of collisional ionisation of
resonantly excited atoms within the ablation plume as the pressure vapour pressure
and temperature rises, and plasma desorption or sputtering of the sample surface by
energetic particles.

Finally, with regard to the non-resonant case, the absence of a measurable ion
signal up to about 800 (0.65 mJ), implies that the ablated material is predominately
neutral, and hence any shielding effect due to the formation of a plasma should not be
so pronounced. The temperature of the surface would then rise continuously over this

range resulting in the threshold conditions for other forms of ablation (see earlier

Page 88



Resonant Laser Ablation

section) which would account for the high rate of dependence observed after the
threshold for detection, up to sixth order. The large difference between the ablation
yield rates implies also that the apparent correpondence between the non-resonant
threshold and the onset of the higher ion yield of section C of the resonant curve may
be coincidental or may signify the onset of a separate ablation mechanism.

In the discussion above, the common assumption has been one of a quadratic
dependence on intensity for the ionisation probability. Adoption of a linear
dependence (i.e assuming saturation of the resonant process) in the highest intensity
range would simply require the rate of ablation to be one order higher and would not

affect the explanation of the processes involved over each region of the curve.

The effect of varying the laser intensity on the interaction linewidth for RLA is
shown in the series of wavelength spectra, Figure 8.20. indicating a progressive
broadening of the linewidth and a reduction in the resonant enhancement as the non-
resonant ablation component increases.

(note that this data was acquired in a separate experiment, and as a result, the
specified values for pulse energy presented here may not correspond exactly to the
conditions at the sample prevailing during the course of those experiments discussed
previously.)

For clarity the peak widths have also been plotted as a function of the laser pulse
energy in the graph of Figure 8.21, and as can be seen, over the major portion of the
range, there is a very gradual increase in the linewidth up to about 600 pJ per pulse,
after which the rate of increase is considerably higher. The apparent independence of
the width on intensity over a large portion of the total range is evidence of the absence
of power broadening effects, which lends further credibility to the assumption of a
quadratic ionisation probability, also the power density required to cause such a
degree of broadening is two to three orders of magnitude greater than is available in
this experiment. The broadening observed is also too great to result from the Doppler
effect (see Appendix C). The broadening must therefore be attributed to collisional
effects within the plasma.

Since the processes of ablation and ionisation occur effectively simultaneously,
i.e. within the 6ns laser pulse, the expansion of the ablated material over this short
time scale is restricted to a volume extending only a few micrometres from the sample

surface, and hence the particle density in this region can be extremely high, and indeed
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the plasma may in many respects exhibit liquid-like qualities, since the density of a
liquid is typically 1000 times that of a gas at atmospheric pressure. This suggestion is
not unreasonable as the pressure required to induce a broadening of 0.5 nm may be as
high as several hundred atmospheres (Appendix C). This pressure effect accounted

for the broadening of several nanometres in the experiments of Pang and Yeung [82].

Conclusion.

From the observations made, one may conclude that a two stage process exists
during the interaction of a single laser pulse with the solid target. Firstly, the photons
in the leading part of the pulse ablate material from the sample causing the formation
of a vapour of ions and neutral atoms. Secondly, as the pulse length is very short, the
atoms have insufficient time to escape the laser volume before being resonantly
ionised by a subsequent part of the same pulse. Hence the geometrical and temporal
overlap of the laser with the neutral particles should be effectively 100%, which is
probably the main factor contributing to the enhancement of the measured ionisation
signal at such comparatively low photon fluxes. It is also important to note that it was
not possible to reproduce the extent of resonant transition broadening observed by
Verdun et al.[110], which were attributed to the effect of the ablated plasma pressure.
This may be a result of the formation of a much lower density plasma during the
ablation due to the lower laser flux used here. Another possible reason could be the
effect of the system geometry. The transmission sample grid may impose restrictions
on the expansion rate of ablated material thereby creating a localised pressure increase.
Verification of these theories however, requires further experimentation.

The results presented above would seem to indicate that Resonant Laser
Ablation offers the possibility of significant improvements in trace analysis of solids,
with the minimum modification to commercially available laser microprobe
instruments. Enhancements in sensitivity of several orders of magnitude are readily
attainable, along with the added advantage of the atomic selectivity useful in the
reduction of isobaric interference, possibly eliminating the usual requirement of such
instruments, that of a high mass resolution spectrometer. Furthermore, sensitivity
need not be sacrificed in utilising lower primary laser power implying a reduction in
the degree of surface damage and fragmentation of surface adsorbed molecules, with

the additional prospect of being able to apply higher repetition rate lasers, which
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generally offer higher standards of pulse to pulse stability, as well as improvements to
analysis times.

A consequence of performing resonant ablation is that it may provide a degf;ee of
additional and vital information with regard to the temperature of the laser-solid
interaction, allowing a comparison with that for ion-solid interaction.

Assuming the absorption probabilities to the excited intermediate state from both
ground state levels are equal, then from Equation 5.2, a room temperature interaction
at 300 K, would result in near equivalent ionisation probabilities, as observed in the
wavelength dependent post-ionisation of Chapter 5. In Figure 8.1, and indeed in the
other data on the angular dependence of ion formation, presented in this Chapter
(Figure 8.8), the peak corresponding to the transition from the upper level of the

ground state is generally more intense by typically a factor of two and as much as a
factor of three.

As the separation of this doublet is too small to be resolved in these
experiments, the relative transition probabilities from the J=3/2 and J=1/2 ground
states are related to the weighting factors of the upper states g,=2(3/2)+1 and

g,=2(5/2)+1 by the expression:

£i*e _, 5
& (8.2)

due to single photon absorption occurring between the J=3/2 ground state and both the
J=3/2 and 5/2 excited 3d levels. This then can account for a relative intensity of the
observed transition peaks up to a factor of 2.5. Any increase over this ratio can be
accounted for by a population in the J=3/2 ground state level of more than 50% and
therefore a higher temperature than 300 K.

Therefore in comparison with the ion sputtering case (2 / eV), it can reasonably
be stated that laser ablation occurs at compar.tively higher temperatures than ion
sputtering.

Under the assumptions already made with regard to the cross-sections, and the
lack of any excitation pathways except thermally between J=1/2 and 3/2 ground states,
the maximum allowable population ratio between the upper and lower levels is 2:1,
which could lead to a possible ratio of transition probabilities of 5:1.

Referring back to the case of ion sputtering, taking into account the above ratio
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of transition probabilities of 2.5, the observation of equal intensity peaks would tend
to imply the sample is much cooler than 300 K. The analysis was carried out at room
temperature, however, and therefore it must be assumed that there are other
contributing factors to the rate of ionisation from the various levels, such as, possibly
differing cross-sections for the states, and/or ionisation probabilities, or perhaps de-

excitation mechanisms not considered.

A further interesting consequence of the data plotted in Figure 8.19, is that
extrapolation of the off-resonant gradient, assuming the fifth order dependence can be
extended over the lower range, back to the lower limit for the resonant case.may yield
some information regarding the ratio of ions to neutrals liberated. As can be seen,
Figure 8.22, there are approximately two orders of magnitude separating the lowest
resonant ion signal and the extrapolated value, point X. Furthermore, assuming there
is no saturation of the excitation at the lowest intensity, it is unlikely that more than a
few percent of the available neutral particles are ionised, thereby contributing a further
two orders of magnitude to the possible ratio, resulting in an estimate of the ion to
neutral ratio of 104 in agreement with accepted values which range from 10-2 to 10°3
(90](70].
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General Discussion & Future Developments.

Chapter 9

General Discussion and
Future Developments.

To reiterate, the major objective of this project was the development of Resonance
Ionisation Spectrometery as an analytical tool for the analysis of, principally, III-V
semiconductor material.

Resonant Ionisation has been employed in two forms, firstly that of post-
ionisation of sputtered material (e.g. SIRIS {84]) closely related to the established
techniques of SIMS and SNMS (Chapter 1), and the much more recently observed
method of Resonant Laser Ablation (RLA), a more sophisticated form of the
LIMA/LAMMA process.

Primary ion sputtering (Chapter 3) has the great advantage of a high degree of
erosion uniformity, particularly when using a rastered ion beam, controllability of the
various beam parameters of energy and ion current, and temporal stability, making it
ideally suited to depth profiling. In recent years much time and expense has been
involved in the development of SIMS technology, in particular the design of primary
ion guns, ion extraction lenses, mass filters etc., as well as procedural improvements
such as raster gating, in order to obtain the best results, and minimise the instrumental
effects prevalent in sputter profiling. Today many commercial, dedicated SIMS
instruments are available.

Since RIS is essentially a development of the same analyical procedure, it would
be unreasonable to expect comparable performance from relatively unsophisticated
apparatus, suffering from similar instrumental problems. For these reasons it was no
surprise that the depth resolution observed in the analysis described in Chapter 6 was
relatively poor by present SIMS standards. Howevér the results presented, together
with others [19][36], give an indication of the possibilities which lie ahead for
accurate quantitative depth analysis by this method through further developments in
the technologies and procedures applied.

One of the major limiting factors to the depth resolution, in the experiments
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detailed in this study, was the primary ion gun, which was more suited to large area
surface cleaning and was designed specifically to be operated in a straightforward
continuous beam mode. Its adaption to pulsed operation, although shown to be
possible, was unsatisfactory in that rapid mode switching was impossible, available
current was restricted, and the pulse length was long in comparison with the laser
pulse, resulting in poor temporal and spatial overlap. A future development at
Glasgow will see the implementation of a more advanced ion gun developed by
Kratos Analytical, specifically designed for depth profiling applications. Figure 9.1 is
arecently acquired scale diagram of the instrument.

The gun incorporates a high brightness Penning ion source, primary mass
filtering by a Wien filter to remove undesir_able contaminants and isotopes from the
beam, and is capable of either continuous or pulsed mode to allow sputter erosion of
the sample, and to complement the time-of-flight operation during analysis. Pulsing of
the gun is achieved by electronic blanking, which is a rapid deflecting of the beam
across an internal aperture, prior to the focusing column. Furthermore, the gun
possesses the capability for continuous variation of the primary beam diameter from a
few microns to a fraction of a millimetre, depending on the primary energy (variable
from 0.5 to 15 eV) and mass. This allows the current density on the sample to be
extremely high, which is desir_able for rapid sample erosion and to generate a dense
secondary sputtered particle plume resulting in an increased number of particles within
the influence of the laser. Another important feature of the design, is the incorporation
of a 3% bend in the internal ion trajectory, in order to suppress the neutral component
of the primary beam.

Due to the limitations of the existing analysis chamber, as regards adaptability
and additional apparatus, the ion gun will instead be mounted on the Glasgow CMS
instrument thereby utilising the advantages of a steeper primary incidence angle (459),
high resolution spectrometer, and its sophisticated data acquisition system. These
additional factors, together with improvements to the existing secondary ion extraction
system, such as a more defined extraction focus and incorporation of an aperture to
prevent edge effects, should lead to an instrument at least comparable with existing
SIMS technology, and with the additional advantages offered by resonant post-
ionisation, eventually to a superior instrument. Eventually, it is also expected that the

entire procedure will be under computer control.
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General Discussion & Future Developments.

An extremely worthwhile exercise was the development of the reverse field
extraction optics for secondary ion suppression (Chapter 7), an idea which stemmed
intuitively from experience gained during the initial design and construction of the
mass spectrometer and was iater successfuily modelled on computer and effectively
applied in a later experiment to assess its capability. Its disadvantage lies in the
reduction in overlap with secondary particles due to the volume of laser interaction
being distanced from the sample surface. However this problem could possibly be
alleviated to an extent by a geometrical scaling down of the interaction volume and the
ion extract electrodes and/or increasing the primary current density.

The technique may prove more beneficial in the post-ionisation of laser ablated
species as the liberated particles on ablation have typically lower energies th.n those
released due to collisional mechanisms, and hence the suppressing field may be
subsequently weakened, allowing post-ionisation closer to the sample, and improved
overlap. Also, the angular variation on ablation yield is generally more pronounced in
the forward direction with a cos™® (where n ~8 [114]) dependence, as opposed to ion
sputtering which results in typically a cosB evaporation distribution. This implies a
higher density of secondary particles within the laser volume, and within the
acceptance angle of the extract system, resulting in a less pronounced effect on overlap
of post-ionisation distanced from the surface.

Further instrumental improvements to the post-ionisation and/or laser ablation
procedures will see the general introduction of high damage threshold optical fibres
for laser transport to the sample region [28]. In this way, multiple beams of different
wavelengths may be individually positioned relative to each other for maximum spatial
overlap and ionisation efficiency, alleviating the need for complicated beam coupling
arrangements. Also, incident angle investigations of the laser ablation yield will be
simplified, as the usual restrictions of fixed laser entry windows will be removed, a
flexible fibre being mounted instead on a rotating assembly invacuo.

For RIS/RIMS to succeed as a commercially viable analytical technique in the
near future, the problems related to the current generation of tunable dye laser sources
must be solved. These include the necessity for a multitude of different dyes in order
to cover completely the wide spectrum of wavelengths required for resonant excitation
of all elements, and associated with these the requirement for periodic dye renewal and
replacement. The latter procedures are usually performed manually which is an

unsatisfactory arrangement in itself without the additional hazards associated with
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handling many of the solvents and chemicals involved. Ideally, what is required is an
entirely solid-state laser, tunable over the entire range available with dye lasers
(typically 350 to 800 nm), and able to provide sufficient power for saturation of the
various absorption steps. Only very recently has the technology become available to
fill these requirements in the form the Titanium doped Sapphire laser ( Ti : Al,0;)
[75] and Optical Parametric Oscillators ( OPO's ) [26].

The interest in Ti : Al,O; stems from its broad fluorescence band which ranges
from about 660 nm to above 1100 nm (Figures 9.2 and 9.3). Subsequent generation
of the various harmonics by frequency doubling and wave mixing can then extend the
range down to around 180 nm (Figure 9.4). Figure 9.5 is a schematic of the possible
layout of a Nd : YAG pumped Ti : Al,O, laser [59].

With regard to OPO's, when a high intensity pulse of laser light of frequency -
®,, such as doubled Nd:YAG output, is incident on a birefringent crystal within an
optical cavity, scattering of photons withthe - 2 ». withinthe . - leadsto the
creation of two coherent beams known as the signal and the idler waves [26], such
that w,= .+ ;, the condition for conservation of energy. Maximum Gain from
such a parametric amplifier occurs when these waves are all phase matched (i.e.
momentum is conserved kp=ks+ki). Thus, in order to satisfy the conditions for
different signal and idler wave frequencies, the angle between the pump beam and the
crystal optic axis is varied. Figure 9.6 shows the variation of signal and idler
wavelengths as a function of incidence. The tunability of BBO OPO ranges f m 400
nm to 2;,;,‘ and once again frequency doubling can extend the lower range further. A
typical arrangement for such a laser might be of the form of Figure 9.7 [59].

The output characteristics of such lasers are now within the realms of those
demanded by RIMS, and the timescales involved for the production of commercial
systems utilising such arrangements or derivatives thereof, is possibly a matter of a

few years.

The most interesting phenomena to emerge during the course of experiments
was undoubtedly the observation of a resonant enhanced ion yield during laser/solid
interaction (Chapter 8). The effect was subsequently named and thereby assigned the
acronym RLA (or RELA, E for Enhanced). Not only does it offer interesting
possibilities as a technique for surface analysis, it may also reveal important

information with regard to the laser solid interaction and power regimes for various
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General Discussion & Future Developments.

ion formation processes, due to the combination of coupled mechanisms at solid,
plasma, and atomic levels involved.

The process is now the subject of intensive investigation at Glasgow in
particular with regard to the effeci, on the enhancement ratio and interaction
linewidths, of the sample matrix, and also experimental parameters, €.g. the effect of
the laser incidence angle and power density on the sample. These experiments will
initially concentrate on the resonant ionisation of Ga and Al, conducted on
semiconductor samples containing various fractions of the above elements.
Eventually, it is hoped, the usefulness of the process can be extended down to
analysis at trace levels of a greater range of elements and thereby supercede the current
laser ab!-ition/desorption instrumentation.

As well as analysing bulk constituents, there is much interest in extending the
process to study surface deposited atomic and molecular layers and adsobants, as the
relatively low laser power densities involved should lead to slower sample
consumption and a lesser degree of molecular fragmentation. Broad band resonances
at a mass comparable with Ga, which could be attributed to molecular energy band
structure, have occasionally been observed, although their origin has not as yet been
established. The lack of definite reproducibility may be attributed to total removal of
the analyte, which is present only as a surface layer. This data however, is not a

subject for this work, and will be left to others for interpretation.
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Appendix A.

Time-Of-Flight
Spectrometer Resolution

The Temporal Resolution R for a mass m with a flight time t is given by:

t
R=175 (A.1)

where G is the measured peak width. The definition of ¢ is immaterial in the derivation
of a resolution expression, but is usually expressed as the the FWHM or FW at one-

tenth Maximum.
If we have 2 neighbouring masses m amd m+1, then we can define them to be

just resolved if their difference in flight time t-t = At, is equal to o, where t' and t are

expressed as:
t=kvm (A.2)
t=kvm+1 (A.3)

m being expressed in atomic mass units and k a constant.

Equation (A.3) can be approximated (assuming m » 1) by a binomial expansion

to:
1
=K1+ 5= Vm
t 2m (A.4)
Therefore, the separation in time can be written as:
t'—t=0= K
2v/m (A.5)
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In the case of neighbouring masses where Am = 1, equation (A.1) can be

expresses as:

~ 20  Am - ™ (A.6)
Now, for 2 known masses m, and m, the relative flight times are given by:
t1=k,/m1 (A7)

t,=k,/m, (A.8)

1 (A.9)

where n is a factor relating the measured width to the separation. Substituting the

values for t; and t, yields:
no=k(,/m2—,/m1) (A.10)

Substituting for ¢ from equation (A.5) gives:

N = n
" 2(y/m, —4/m,) (A.11)

Finally the mass resolution given by equation (A.6) can be expressed as:

2

n
= 2
MCVEPRRVEN: (A.12)

R=m

As an example, consider the two isotopes of Gallium which have masses 69 and

71 amu, and have essentially similar natural ahundances. Assume that the two mass
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peaks, in the time-of-flight spectrum, are separated by twice the specified width of a
mass peak, i.e. n = 2. Substituting the mass values of 69 and 71 for the variables m;
and m, respectively, and the value for n then yields from Equation (A.12) a value for
the mass resolution of the spectrometer of ~70. The result is dependent on the choice
of measured width, whether at half maximum or tenth maximum, and hence the factor

n must be adjusted accordingly, to correspond to the particular definition applied.
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Appendix B.

Frequency doubling

When low intensity light propagates through a dense isotropic medium, the induced
dipole moment per unit volume P is proportional to the electric field. However, when
the electric field is extremely high, as is the case in a laser, this polarisation may no
longer be directly proportional. Instead it may be expressed as a series expansion of
the electric field [124]{30]:

2
P=80(X1E +X2E +X3E3+...) (B.l)

where y,, are the nonlinear susceptibilities.

For light of the form E=Esin wt incident on the medium, the polarisation can

be expressed as:

2 3
-— 1 : 2 . 3
P=gx,E;sin ot+¢€x E sin®wt+ex.E sin’ ot+...

(B.2)
which can be rewritten as:
2 3
e X E €,%.E
P=¢ xE,sin ot+ %(1 — cos 20t) + ————(3 sin ot —sin 3wt) + ...
(B.3)

Part of the second term in this expansion corresponds to dipole oscillation at
twice the driving frequency.

For materials with inversion symmetry, a reversal of the E-field results in a
reversal of the polarisation vector, and hence the even powers of E in Equation (B.3)
must disappear. Therefore, second harmonic generation cannot take place in isotropic

media.
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The major difficulty with second harmonic generation is that it is governed by
dispersive effects in the medium, resulting in the ordinary and extraordinary waves
propagating out of phase.

Consider propagation along the z-direction (ref. to diagram) through an

anisotropic crystal of thickness /. The contribution to the doubled component dE,

from a layer of thickness dz at depth z is given by:

dE 2(;)(2)0c PZm(Z)dz (B4)

where P, 1s the induced dipole moment at frequency 2w, itself proportional to the

square of the incident electric field. Therefore, B.4 can be written as:

2i(k|z—(m)
dE, (z)<e dz (B.5)

Since the second harmonic propagates with a wave number k, due to dispersion

in the crystal, the second harmonic component at / originating from the layer dz is:

x (1-2
2

dE, (1)< dE, (z)e dz (B.6)
which can be expressed as:

i(2kl—k1) i(k21—20)t)
dE, (De<e e dz (B.7)

Integrating and squaring then yields the total intensity of the second harmonic

as:

sin?(2xAnl/ L)
I, o< 2

2w
(2mAn/ A,)

(B.8)
where An=n, - n,, Ag the vacuum wavelength, and k n= 2nn, / ?»n

The maximum in intensity then occurs at /= A /(4 An). This value of [ is

called the coherence length for second harmonic generation and is typically of the
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order of a few millimetres for most materials.

In order for the coherence length to be of a realistically applicable size, An must
be very small. It 1s possible to achieve these conditions in some anisotropic media
where the second harmonic, generated by an incident ordinary wave, is an
extraordinary wave. If the fundamental wave is incident at an angle 6, corresponding
to the angle of intersection of the ellipsoids of the waves at frequency w and 2w (refer
to figure), the indices of refraction for the two waves will be effectively equal and

hence An will be very small. This 1s commonly known as phase matching, and results

in both components propagating collinearly.
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Appendix C

Transition Broadening Mechanisms.

Doppler Broadening.

The spread in velocities of gaseous atoms leads to a distribution in the frequency of
absorption or emission of radiation, via the Doppler effect.

Consider for a two level system, an atom in lower energy level E, with a
velocity v,. Absorption of a photon propagating along the z-axis at a frequency ®
excites the atom into a level E,, and causes the atom to recoil to a new velocity v,. The

total momentum of the system before and after the absorption is then given by [63]:

Mv1+hk=Mv2

(C.1)
where the photon momentum is given by hk, and k = w/c.
By energy conservation we have:
E +iMv+ho=E,+3Mv ] (C.2)
For the condition v, = 0 = v,, Equation (C.2) reduces to:
ho)ozEz—-E1 (C.3)

where @, is the transition frequency for the stationary, unperturbed atom.
Eliminating v, from Equation (C.2) then leads to:

w,= o-(ov,/c) - (ho’/2Mc?) (C.4)
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The last term in Equation (C.4) is small by comparison with the second and can

usually be neglected to give:

o= g (1
(I=(v,/¢c)) “oxv = ¢ (C.5)

with the % sign allowing for movement in both directions relative to the beam.
The distribution in absorption frequencies then follows the velocity distribution
of the gas atoms which is usually regrded as being Maxwellian. The number of atoms

in a gas, at a temperature T, with a z-component of velocity between v, and dv, is then

proportional to

exp (= Mv,*/ 2k, T)dv,

= exp{— NICZ((D - (1)0)2/ zwoszT}(C /(DO) do (C6)

This is a Gaussian lineshape peaked at ®, with a half maximum in intensity at

the frequencies which satisfy the condition:

1
> = exp {—Mcz(m—wo)z/z‘”oszT} (C.7

Thus, since the absorbed power is proportional to the number density of atoms,

the intensity profile follows the form of Equation (C.7).
The FWHM of this lineshape is thus

1/2
Aw = 2w,(2k,T(In 2) / Mc?)

(C.8)
where Awp = 2 [(w—mp)l, and since the following holds:
AX Ao
A Q@ (C.9)

it follows that the contribution to the broadening AA of an absorption line at a
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wavelength A is:

Aky=20(2k,T(n 2)/Mc?) (C.10)

Collisional Broadening.

As with Doppler broadening, collisional broadening results from the motion of
atoms. Energy levels, on collision, are shifted due to the forces of interaction between
the colliding particles [22][63]. The degree of the energy shift is dependent on the
electron configuration of the particles and their interatomic separation R. Therefore, an
atom with energy levels E, and E,, will, on undergoing a radiative transition at a

frequency w,,, between the two levels, satisfy the condition:

hw, =E (R) - E (R) (C.11)

assuming the transition time is short in comparison with the collision time.

As the atoms within a gas possess a random distribution in position and
therefore in atomic separation, which is pressure and temperature dependent, there is a
corresponding distribution in transition frequency centred around the unperturbed
frequency wy. Such collisional behaviour is associated with all atoms within a gas and
hence the transition frequency distribution is Lorentzian, with a width proportional to

the collision rate:

1/2

4d2N(nkBT) _ 1
\ T T,

(C.12)

where T is the mean period of free flight, T and M the mean temperature and atomic
mass of the gas particles respectively, N/V the number density of gas particles and d
the mean collision radius.

Saturation (Power) Broadening.

In situations where the radiation field interacting with an absorbing medium is
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not sufficiently intense to alter appreciably the population densities of the atomic
energy levels, the population densities can be regarded as constants of the interaction.
In the strong field case, if the populations vary significantly as a function of the
intensity during the interaction, they can no longer be considered constant and the
interaction becomes governed by induced transitions [16][61].

Consider a two level system with population densities N, and N,, and assume
equal statistical weights for both levels. The total number density N = N; + N,, is a
constant of the system, if all decay channels, other than the two levels, are excluded.
The rates of change of N, and N, can be related to the Einstein coefficients for
induced emission and absorption, and spontaneous emission. If we also introduce
additional collisionally induced transition probabilities, we obtain, under stationary

conditions, the expression:

dN dN,
—=- —:szp(wlz)(Nz_ Nl) +(A21+ sz)Nz~ Clle =0

dt dt
(C.13)

where B, and B,, are the Einstein coefficients of induced absorption and emission,
A, is the spontaneous emission probability, C,, and C,, are the collisionally induced
collision rates, and p is the spectral energy density of the radiation field.

The above expression can be rearranged in terms of the population difference

AN=N,-N, (C.14)
and the total number density
N=N +N, (C.15)
to give:
N(R,-R)/ (R, +R)
=1+2Bl2p(m12)/(R1+ R) (C.16)

where
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Ri=A,+Cy (C.17)

R,=C, (C.18)

are the total emission and absorption rates.

The numerator on the RHS of Equation (C.16) is the population difference for
p=0, and can be simplified to the term AN,

The second term in the denominator is known as the saturation parameter and is
defined as the ratio of the induced transition probability to the mean relaxation

probability, and is abbreviated according to:

_ 2B,,p(w,,)
- R+R, (C.19)

In the case where the only relaxation process is spontaneous emission, S
becomes equal to the ratio of the induced to the spontaneous transition rates.

Equation (C.16) can now be simplified to:

AN =175 (C.20)
The radiation power absorbed per unit volume by this system is:

0

1+S (C.21)

Wi = =hwB
o =hoB ,p(w)AN =hw B ,p(w)

Using Equation (C.19) this can be expressed as:.

dW . pe (R, +R,)AN,
d 2 (1+1/9) (C.22)

For a homogeneously broadened line, the induced absorption probability
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follows a Lorentzian profile:

B12p((0) L(o-w) (C.23)

where:

v/ 2’
(® - coo)2 + ('y/2)2

L((o -y =
(C.24)

for a monochromatic wave with frequency w and FWHM v. Therefore a frequency

dependent saturation parameter

(v/2)°
(0= (1)12)2 +(y/ 2)2

S(w) =S,
(C.25)

with a FWHM 7 can be introduced.
Substituting this expression for the saturation parameter into Equation (C.22)

yields:

2
dwxz_L (vy/2)
d 2

(“)"(‘)0)2*'(1"‘So)(“Y/2)2 (C.26)

ho(R, +R,) AN, S,

which is a Lorentzian profile with FWHM given by:

Vs=Ya/1+5, (C.27)

which is equivalent to:
dw = 0w,/1+S, (C.28)

In order to quantitatively predict power broadening, the saturation parameter
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must be related to easily measurable quantities. Assuming no contribution to the

transition rates from collisional processes, Equation (C.19) becomes, more simply:

_ 2B, p(o)

0 A, (C.29)

The spontaneous emission and induced emission coefficients can be related by

the expression:

_ 81th\r”B

3

A
a=" 3 By (C.30)

and the spectral energy density p(w), can be related to the spectral flux density or
irradiance by:

o) =c. p(w) (C.31)

which in turn is related to the total irradiance by:

[= Jo I.dv= jo I,do=c fop(w)dw (C.32)

Now, assuming that the atomic transition linewidth I", is very much smaller
than the laser linewidth I'; (this is a reasonable assumption since the atomic linewidth
is typically 100 MHz, while the laser linewidth, in the present experimental
arrangement is of the order of 10 GHz), and assume a Gaussian beam, at line centre
v, (refer to diagram), the fractional flux density of the laser dI, contributing to the

absorption is:

dl,=Tg(v,l.. (C.33)

where g(v,) is the height of the Gaussian at line centre, and is given by:
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vV 7rin 2

E(Ve) = A
Mo ="xav,, (C.34)

where Av,, is the Half Width at Half Maximum (HWHM) of the laser profile and is
equivalent to I} /2.

From Equation (C.32), it is evident that:

1, AL,
lo=7z = do=7g (C.35)
Also:

E(Vo)
8(©0) = 27 (C.36)
and
I, (@=2nT V) (C.37)
which implies, from Equation (C.33):

[gw )y,

ar - LE©o

2T (C.38)
where ", = [,,(®), and from (C.32), it is clear that:
. Vrin2 T,

o 2TCC TCA(DII2 d()) (C39)

In the approximation I' | ~ dw, the above can be re-expressed as:

1 Vrln 2
Po™ 2nc n o, , (C.40)
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Using the following expression for the frequency spread in terms of the

wavelength spread:

A (C.41)

Equation (C.40) can be written as:

o =1 Vrln2 A’

r) T A, (C.42)

It then follows from Equation (C.29), that the saturation parameter can be

expressed by the relation:

/7 ln 2 2’

L.

S = .
" Gnp'cth A (C.43)

which, on insertion of the various constant values becomes:

1/2 (C.44)
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