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Vacancies and vacancy-oxygen complexes in silicon: Positron annihilation with core electrons
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Various point defects in silicon are studied theoretically from the point view of positron annihilation spec-
troscopy. Properties of a positron trapped at a single vacancy, divacancy, vacancy-oxygen complexes (VOn),
and divacancy-oxygen complex are investigated. In addition to the positron lifetime and positron binding
energy to defects, we also calculate the momentum distribution of annihilation photons~MDAP! for high
momenta, which has been recently shown to be a useful quantity for defect identification in semiconductors.
The influence of atomic relaxations around defects on positron properties is also examined. Mutual differences
among the high momentum parts of the MDAP for various defects studied are mostly considerable, which can
be used for the experimental defect determination.@S0163-1829~98!03039-2#
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I. INTRODUCTION

Silicon is nowadays widely used for the fabrication
electronic devices. Their electrical behavior can be sign
cantly affected by vacancylike defects existing in the ma
rial as these defects can introduce energy levels in the b
gap in addition to energy levels introduced by doping. N
merous types of point defects have been found and studie
Si. Their role is not yet fully understood and their furth
investigation is, therefore, highly desirable.

Si crystals are usually produced by the Czochralski~Cz!
growth process or float-zone~FZ! technique. In the former
crystals oxygen atoms exist in a higher amount and a typ
concentration is about 1018cm23, whereas the oxygen con
tent in FZ Si is typically two orders of magnitude lower. Du
to a relatively high concentration of oxygen in Cz S
oxygen-related defects in Si have attracted apprecia
attention.1

If Si crystals are irradiated by electrons at room tempe
ture, vacancies, divacancies~or clusters of vacancies!, and Si
interstitials are created.2,3 The single vacancyV is not stable
at room temperature and either recombines, forms theVO
defect~i.e., vacancy-oxygen complex orA center! by captur-
ing an interstitial oxygen atom, Oi , or joins further vacancies
to create vacancy aggregates. A further annealing of sam
with VO defects causes~among other processes! a VO
→VO2 transition and probablyVO2→VO3 at higher
temperatures.4,5 Concerning the divacancy,V2 , Trauwaert
et al.6 have recently found that this defect is probably tra
formed into the divacancy-oxygen complex (V2O) upon a
low-temperature anneal. Due to indirect experimen
evidence6 a further verification of the existence of theV2O
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complex is needed. The kinetics of processes mentio
above depend on the oxygen concentration and can thu
substantially different in Cz and FZ silicon samples.

Positron annihilation spectroscopy is a well-establish
tool to probe defects in solids.7 This technique is especially
convenient for vacancies and vacancy-related defects as
act as positron traps. We should mention, however, that p
itron lifetime spectroscopy~PLS!, often used for defect stud
ies, fails to distinguish among positron traps if there are s
eral ones with similar characteristic positron lifetimes. O
the other hand, even if these defects have similar lifetim
the momentum distribution of annihilation photons~MDAP!
can differ significantly. Namely, the MDAP for small value
of momenta corresponds mainly to positron annihilation w
valence electrons. On the contrary, annihilation with co
electrons results in a much broader momentum distribut
The configuration of core electrons is characteristic for e
atom and in this way distinct defects may be identified
they have different atomic environments. This is the ba
idea of the paper published recently by Alataloet al.8 In this
work the InP system is taken as an example and the dif
ence of the high momentum regions of the Doppler bro
ened annihilation line is clearly seen for In and P vacanc
A theoretical model for calculations of the high momentu
parts~HMP’s! of the MDAP is also presented in Ref. 8. Th
model has been further developed9 and a very good quanti
tative agreement with experiment has been achieved~with
the exception of transition metals; see also Ref. 10!.

Let us note, however, that HMP’s, as considered in t
work, are not identical with so-called high momentum co
ponents~HMC’s! of the MDAP originating from valence
electrons. Such HMC’s arise due to the presence of ima
10 475 © 1998 The American Physical Society
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of the electron bands within the central Brillouin zone in t
extended zone scheme.11 The HMC’s are usually assumed t
decrease very strongly with increasing momentum~see also
below!. In the following our HMP’s mean solely the cor
electron contribution to the MDAP.

To our knowledge there have been a few experime
works12–16 where the technique of HMP measurement h
been applied to Si. As there was no theoretical study ex
ining the HMP behavior for defects in Si~partially except
Ref. 17 published recently!, we decided to perform such ca
culations for some of the frequently studied defects to all
for an interpretation of experimental data. In our previo
paper18 we have presented results of calculations based
the atomic superposition19 ~ATSUP! method and we have
determined the positron lifetimes and HMP’s of the MDA
for a few types of vacancylike defects in Si. Namely, w
have studiedV, V2 , VOn (n51, 2, and 3!, andV2O defects.
The differences found in calculated HMP curves indicate t
the defects could be experimentally well distinguishable.
have also shown preliminary HMP measurements carried
on irradiated and defect-free Cz and FZ Si samples. Here
substantially extend this study giving important compu
tional details not specified in Ref. 18 and employing als
self-consistentab initio technique. Moreover, we compar
positron properties obtained within two different approach
to the electron-positron correlations.

Relaxations of atoms surrounding a defect in semicond
tors represent a very important point. For instance, an inw
relaxation around a vacancy decreases the free volum
trap positrons. Consequently, the positron lifetime decrea
and the HMP’s increase as the overlap of positron w
function with nearest atoms~core states! also increases. Bu
if one considers that a positron is trapped in this defe
relaxations change20–22due to the electrostatic interaction o
the trapped positron with neighboring atoms~ions!. The pos-
itron characteristics then change too. In our calculations
consider the first type of relaxation only, i.e., relaxatio
caused by the introduction of a defect itself. We do not co
pute them, but take known relaxations from the literatu
~see Sec. II A!. Furthermore, we restrict ourselves to the ne
tral charge states of defects considered.

The paper is organized as follows. In Sec. II we expl
our theoretical approach, especially how the electron
positron states in the systems studied are determined~Sec.
II A ! and the way of HMP calculations~Sec. II B!. Results
are presented and discussed in Sec. III. The paper is
cluded in Sec. IV.

II. COMPUTATIONAL METHOD

A. Positron states and electron structure

In the following we adopt the so-called zero positron de
sity limit23,24 to study positron properties in solids. Withi
this limit a positron feels the potential that is a sum of tw
parts. The first part is the Coulomb potential produced by
charge distribution of surrounding electrons and nuclei wh
the second part originates from the electron-positron corr
tions. The electron potential is considered not to be in
enced by the presence of positrons. The positron pote
specified above depends only on the electron density~and on
positions and charges of nuclei, of course!.
al
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To obtain the electron density needed for the construc
of the positron potential, we have chosen two distinct th
retical approaches. First is the atomic superposit
method,19 which makes use of electron densities of free
oms to construct the electron density of the whole crys
Second, we employ the linear muffin-tin orbital~LMTO!
method within the atomic-sphere approximation25 ~ASA! so
that we can determine the electron distribution se
consistently. Another difference between these two meth
is that the ATSUP one does not impose any shape restric
for the positron potential and density in contrast to t
LMTO ASA, within which the density and potential ar
spherically averaged~for both positrons and electrons!.

The Coulomb potential for positrons is just the Coulom
potential for electrons with the opposite sign and one c
take the electron Coulomb potential obtained from the co
putation of the electron structure of the system studied.
the correlation part we use the parametrization of Arpon
and Pajanne’s26 results given by Boron´ski and Nieminen
~BN!.27 Due to the incomplete screening of positrons
semiconductors, a correction28 ~based on the notion o
screening in dielectric materials! has to be applied; we will
further refer to this case as to BN calculations or scheme~see
also Sec. II B!. For comparison, we also apply the formu
recently introduced by Barbielliniet al.29 based on the gen
eralized gradient approximation~GGA! for electron-positron
correlations~referred to in the following as GGA calcula
tions or scheme!. Once the positron potential is known,
Schrödinger-like equation23,24 is solved to find the positron
ground state and energy.

A significant theoretical effort has been devoted to t
determination of various properties of points defects in
The single vacancy and divacancy in the neutral charge s
belong to the simplest defects and their electron structure
geometry have been thoroughly studied.22,30–34In our calcu-
lations we use the atomic positions of relaxedV and V2
defects taken from the geometry relaxation performed
Seong and Lewis33 who have utilized a pseudopotential a
proach together with the supercell technique. In the pres
work we take into account only the relaxations of the fi
nearest neighbors of the single vacancy and divacancy.
vacancy-oxygen complexes have been studied theoretic
by Chadi30 and very recently by Ewelset al.5 In the latter
work hydrogen-terminated clusters are relaxed using
conjugate-gradient method. Our study ofVOn (n51, 2, and
3! andV2O complexes is based on relaxed geometries de
mined in Ref. 5.

In our calculations, we utilize the supercell approach
model point defects and choose the lattice constant of S
be 10.2768 a.u.35 It is desirable that the supercells are
large as possible to avoid interactions among defects. In
case of the ATSUP method, we use supercells based on
216-atom supercell of perfect Si, whereas 64-atom-based
percells are used with the LMTO method as this techniqu
substantially more demanding than the ATSUP one. To
tain the supercell corresponding to a defect, we remove
atom~s! @and add O atom~s!#; eventually atoms are moved t
the relaxed positions. Concerning the LMTO calculatio
we includes, p, and d states into the basis~with d states
treated as downfolded25!. The same basis is considered f
positrons and an iterative scheme for finding the pivotal
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ergy parameters (En8s) is employed.36 Empty spheres have
to be included into the supercell to describe properly
charge distribution in open structures like diamond.

To examine the adequacy of our method of self-consis
electron structure calculations, we studied the density
states~DOS! for ideal and relaxedV2 defects~with 16-atom-
based supercells only!. The DOS curves obtained have fe
tures similar to those found in Refs. 32 and 33. However,
positions of particular energy levels, which correspond
defects, differ. This demonstrates the sensitivity of elect
structure studies of defects in semiconductors to comp
tional techniques employed.33

B. Momentum distribution

The approach used here to calculate the HMP’s of
MDAP is based on the notion of the state-dependent
hancement factor. The idea of state-dependent enhance
was introduced by Sˇob37,38 for valence electrons ind metals
and their intermetallic compounds. It was used subseque
for the analysis of the positron annihilation spectra in vario
metallic systems containingd electrons.39–43 Average core
enhancement factors were found in Refs. 44 and 45 and
momentum dependence was discussed by Daniuket al.46,47

Recently, it has been shown that the concept of st
dependent enhancement factor can be justified by appl
the Jastrow approximation48 to the problem of the correla
tions of an electron-positron pair~see Refs. 9 and 49 for
detailed discussion!.

Thus, the contributionr i(p) to the MDAP of an electron
statej described by the wave functionc2

j reads

r j~p!5pr e
2cg jU E exp~2 ip•r !c2

j ~r !c1~r !drU2

, ~1!

wherer e is the classical radius of electron,c is the speed of
light, g j stands for the enhancement factor of the statej , and
c1 denotes the positron wave function.

In the case of annihilation with core electrons, Eq.~1! can
be simplified considerably. In principle, all core states of
atoms in the system contribute to the HMP’s of the MDA
and the contribution from thei th atom and a shell characte
ized by principal (n) and orbital (l ) quantum numbers is
given by the following formula9

r i ,nl~p!54p2r e
2cNi ,nlg i ,nlU E R1

i ~r !R2
i ,nl~r ! j l~pr !r 2drU2

.

~2!

In this equationNi ,nl denotes the number of electrons in t
(n,l ) shell, j l is the spherical Bessel function, andR2

i ,nl and
R1

i are, respectively, electron and positron radial wave fu
tions. We suppose that the positron wave function is p
dominantly ofs character. The enhancement factorg i ,nl is
equal to the ratiolenh

i ,nl/l IPM
i ,nl , wherel i ,nl stands for the par-

tial annihilation rate corresponding to the (n,l ) core state of
the i th atom determined using the expression

l i ,nl5pr e
2cE uc1~r !u2n2

i ,nl~ ur2r i u!g@n2~r !#dr . ~3!

Heren2
i ,nl denotes the~per one electron! radial core electron

density of the (n,l ) orbitals of thei th atom ~placed atr i
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position! andg is a ‘‘standard’’ electron enhancement fact
describing the pileup of electrons at the positron site.23,24The
subscript IPM in theg i ,nl ratio means that the correspondin
partial annihilation rate was calculated within the indepe
dent particle model23 ~IPM!, i.e., g51, whereaslenh is cal-
culated using either Boron´ski-Nieminen27,28 or generalized
gradient approximation29 enhancement factor. The dielectr
constant enters the expression28 for gBN and we use the value
e512. In the case of GGA the adjustable parametera
50.22 ~Ref. 29! is applied. The same values ofe anda are
taken into account when calculating the positron correlat
potential~see Sec. II A!.

The resulting HMP’s of the MDAP corresponding to th
one-dimensional momentum distribution, measured, e.g.
Doppler broadening spectroscopy of the annihilation line,
then given by the sum over all atomic sites and correspo
ing core shells9

r~p!5(
i ,nl

E
p

`

r i ,nl~p8!p8dp8. ~4!

We recall again that the above formula applies for annih
tion with core electrons only. In the work of Hakala, Pusk
and Nieminen17 both valence and core electron contributio
to the MDAP are given for the bulk Si. On the basis of th
paper one can conclude that the comparison of calcula
and measured dependencies is meaningful for momenp
*1531023mec. In the following we use preferably mra
units for momentum; 131023mec corresponds to 1 mrad
deviation from the antiparallel directions of annihilationg
rays ~and to a Doppler shift of 0.26 keV!.

A few points concerning numerics require a discussi
First, to obtainR1

i (r ) functions within the ATSUP scheme,
64-point 3D-interpolation function50 on the 3D mesh is used
Furthermore, aR1

i (r ) function is not unambiguous and de
pends on the direction chosen for expansion. We have fo
small differences among HMP results obtained using exp
sions in different directions and we have decided to ma
rather a spherical average of the positron wave function.

Second, we have not put any explicit upper limit in th
integral in Eq.~2!. Its choice depends on the system cons
ered~i.e., extension of outermost core shells!. In the case of
Si ~and O! we have found that 5 a.u. is already enough to
results that do not change when this parameter is increa
Oscillations that could appear when the integration is cut
short distance from nuclei do not appear. Our way of cal
lating the integral in Eq.~2! differs from that used in Ref. 9
in one respect. Namely, we prefer to use the positron w
function determined for the system under consideration
stead of using a model function with several paramet
found by a fitting procedure applied to the wave functi
determined for the corresponding monoatomic system~see
Ref. 9 for details!. In the case of the LMTO method, we kee
the positron radial wave function at the valueR1

i (wi) for r
.wi , wherewi is the radius of thei th atomic sphere. Empty
spheres are assumed not to contribute to the HMP’s of
MDAP.

Third, the radial core electron densities,n2
i ,nl’s, are calcu-

lated by the well-known Desclaux’s atomic code51 and used
both in ATSUP and LMTO schemes. This makes the co
parison of the HMP results obtained with these two te
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TABLE I. Positron lifetimes (t), core annihilation rates (lc), and binding energies (Eb) calculated using
the ATSUP method. Experimental lifetimes (texpt) taken from the work of Saito and Oshiyama~Ref. 22! are
also shown. Numbers in parentheses in the columnlc give the relative core annihilation rate~in %! with
respect to the total rate. Both BN and GGA schemes have been used.

ATSUP-BN ATSUP-GGA
System t (ps) lc (ns21) ~%! Eb (eV) t (ps) lc (ns21) ~%! Eb (eV) texpt (ps)

Bulk 218 0.143~3.1! 208 0.093~1.9! 218

V ideal 252 0.095~2.4! 0.36 242 0.063~1.5! 0.32
V relaxed 225 0.137~3.1! 10.00 215 0.089~1.9! 20.01 270
VO relaxed 225 0.175~3.9! 0.06 217 0.108~2.3! 0.01
VO2 relaxed 222 0.231~5.1! 0.10 218 0.126~2.7! 0.01
VO3 relaxed 218 0.220~4.8! 0.03 214 0.120~2.6! 20.05

V2 ideal 302 0.052~1.6! 1.22 302 0.035~1.1! 1.09
V2 relaxed 286 0.064~1.8! 0.93 280 0.043~1.2! 0.83 295–325
V2O relaxed 297 0.106~3.1! 1.24 304 0.067~2.0! 1.05
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i ,nl function is taken to be the

square root of the corresponding radial density (n2
i ,nl).

Fourth, even if one uses a quite large number of g
points in the 3D mesh within the ATSUP method, there a
pear oscillations of ther(p) function for a givenp with
respect to the number of mesh points. In the HMP res
shown below we use the average of results obtained u
973 ~i.e., 97397397), 983, 993, and 1003 mesh points,
which attenuates the oscillations mentioned considerably
general, the positron wave function needs to be determ
very accurately in the region close to nuclei, in contrast
lifetime calculations where this region is not so importa
Further improvements of the interpolation formula have
effect. An adaptive 3D mesh52 could significantly decreas
the number of mesh points needed in the ATSUP metho
achieve the precision required and thereby to reduce t
computational time.

Finally, to simulate a finite resolution of the experimen
detecting system, the convolution with a Gaussian funct
with the full width at half maximum~FWHM! of 4.2 mrad
~i.e., 1.1 keV! is performed for all calculated HMP spectr
The FWHM selected corresponds to the resolution of
experimental apparatus used in Ref. 18. The final normal
tion of r(p) distribution is chosen9 so that the areas unde
calculated spectra are equal tolc /l tot (lc andl tot are, re-
spectively, the core and total annihilation rates!. To make
comparison with measurements meaningful, the areas u
experimental spectra have to be normalized to unity.

There is an important question about how to choose
core states for the HMP calculations. Concerning Si it h
been shown9 that if one takes into account 1s, 2s, and 2p
orbitals, a good agreement with experiment is achiev
Moreover, checking the energies of these states~using the
atomic program51! leads to a maximum value of23.5 Ry for
2p orbital, which can be considered as a well localized st
~corresponding quantum-mechanical mean radius is 0
a.u.!. In the case of oxygen we have decided to includes
and 2s orbitals into core states.. The energy of the 2s orbital
lies at about20.9 Ry below the vacuum level and its mea
radius is 1.15 a.u. We suppose that the 2s level is sufficiently
low not to be significantly influenced if an O atom is plac
in solids.
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The positron lifetime, labeled further ast, is the inverse
of the total annihilation rate, which can be determined us
Eq. ~3! wheren2

i ,nl is replaced by the total electron densi
n2 . Recently, Korhonenet al.53 have shown that the posi
tron lifetime depends on the supercell size when the sup
cell is not large enough. They have also suggested how
overcome this problem. The basic idea consists in determ
ing the positron state for morek points in the Brillouin zone
~not only in G point! and making ak-space average of the
positron density before the lifetime is calculated. We ado
this scheme in the present work.

III. RESULTS AND DISCUSSION

A. Basic positron properties

Calculated positron lifetimes corresponding to the bulk
and defects studied are shown in Tables I~ATSUP results!
and II ~LMTO results! together with experimental data avai
able. In the case of the LMTO method, we examine thr
selected defects only as calculations with large supercells
rather time expensive. The influence of thek-space
integration53 of the positron density on the positron lifetim
~see Sec. II B! has been found to be quite small in our ca
culations. The maximum increase due to the integration
curs for the relaxed single vacancy and is 3 ps~ATSUP
result!. In the tables we also give the core annihilation rat
i.e., the sum of alllenh

i ,nl’s over all atoms in the supercell an
corresponding orbitals. Finally, we specify the positron bin
ing energies to defects~calculated as the difference betwee
the positron levels in the perfect and defected system!.

We first discuss the LMTO calculations. We have foun
that the choice of the LMTO basis for positrons is importa
when calculating the positron properties for defects. This
comes clear if one inspects differences between the res
obtained with thes basis only and with thes, p, d basis in
Table II. The lifetimes are systematically higher when calc
lated withs basis only. This is quite surprising as it is usual
assumed that the positron wave function has a predominas
character and adding further types of orbitals into ba
should not have any significant influence. The origin of t
effect noted above can be traced back to the different dis
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TABLE II. Comparison of results obtained using the BN and GGA computational schemes. Po
lifetimes (t), core annihilation rates (lc), and binding energies (Eb) are calculated using the LMTO method
Numbers in parentheses in the columnlc give the relative core annihilation rate, i.e.,lc /l tot ~in %!.

LMTO-BN LMTO-GGA
System Basis t (ps) lc (ns21) ~%! Eb (eV) t (ps) lc (ns21) ~%! Eb (eV)

bulk spd 220 0.161~3.5! 211 0.108~2.3!
s 217 0.170~3.7! 209 0.114~2.4!

V ideal spd 258 0.091~2.3! 0.65 246 0.060~1.5! 0.69
s 274 0.073~2.0! 0.91 262 0.047~1.2! 0.97

V2 ideal spd 299 0.045~1.3! 1.71 287 0.030~0.9! 1.74
s 313 0.039~1.2! 1.83 301 0.025~0.8! 1.89

V2O relaxed spd 286 0.077~2.2! 1.03 274 0.053~1.5! 1.10
s 306 0.063~1.9! 1.20 293 0.043~1.3! 1.29
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butions of a positron among spheres in the supercell w
using different bases. We have also examined the partia
bital occupancies of positrons in atomic~and empty! spheres
for the V2O defect finding thes occupancies to be in th
range 70–100 % of the total ones (d contributions being up
to 5%!. Henceforth, here we will consider the results o
tained with thes, p, d basis only.

Further we compare LMTO and ATSUP results. We c
see a fair agreement in lifetime values calculated with
BN scheme. Concerning the GGA results the lifetimes
both V2 ~ideal! and V2O defects are considerably high
when calculated using the ATSUP method. A possible exp
nation is that the GGA enhancement factor is more sens
to the shape of electron density~due to a factor that depend
on the gradient of the electron density; see Ref. 29! and
thereby to the self-consistency, i.e., to the charge trans
Core annihilation rates depend more on details of posit
density expansion around nuclei and therefore the dif
ences between the ATSUP and LMTO results are sligh
larger than in the lifetime case. The charge redistribution
to the self-consistency causes a deeper positron potenti
the interstitial region~as the electron density increases he
in comparison with the superimposed atomic density!, which
also results in higher binding energies. Nevertheless, th
are a little bit larger deviations for theV2O defect from the
trends found~for core annihilation rate and binding energy!,
which will be explained in the next section.

The comparison of BN and GGA results represents
next interesting point. The GGA enhancement factor a
positron potential have been introduced very recently
they have to be tested carefully even if the treatment of c
states is improved29 considerably with respect to the BN on
which is manifested in apparently lower calculated values
the core annihilation rates in GGA scheme than in the
one ~see Tables I and II!. Furthermore, we can see clear
that the GGA lifetimes are systematically below their B
counterparts. The only exceptions areV2 and V2O defects
~ATSUP case!, already discussed above. If we look at calc
lated and measured bulk positron lifetimes, we can see
the GGA lifetimes slightly underestimate the experiment,
the BN bulk values agree well with the experimental on
which is known with a very good precision. Clearly, on
comparison only is not sufficient to allow us to make a se
n
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ous conclusion about the GGA scheme. In the case of im
fect systems, it is more difficult to assess the adequacy o
enhancement factor~and corresponding positron potentia!
when comparing calculated and measured quantities bec
of relaxations~and zero positron density approach used!.

For a single vacancy the~inward! relaxations are rathe
big22,33 and the positron-related relaxations are also lar
but, according to recent work of Saito and Oshiyama,22 they
are in the opposite direction, so that the final positions
atoms lie slightly outwards with respect to the unrelax
~ideal! defect. As we consider just the first relaxation effe
our calculated lifetimes for a single vacancy are in all ca
much lower than the experimental value and value~279 ps!
derived in Ref. 22. The divacancy is not so heavily infl
enced by relaxations22,33 and our lifetime values are ver
close to the experimental ones even if those are rather s
tered. To our knowledge, there are no experimental d
available forVOn andV2O defects.

A concluding comment concerning the GGA scheme
fers to negative binding energies for relaxedV and VO3
defects found with the ATSUP technique. They may indic
some shortcomings in the GGA positron correlation poten
because plots of the positron density at defect sites and
neighborhood prove the positron localization. On the ot
hand, the negative binding energies are very small in ma
tude and comparable with the numerical uncertainties of
technique used.

A few works22,29,54–57 have appeared where positro
related properties of a single vacancy and divacancy in
have been studied. Our calculated lifetimes and binding
ergies for these two defects treated within the ATSUP a
LMTO methods agree well with corresponding values p
sented in Refs. 55 and 57. Bulk core annihilation rates~BN
scheme! are well comparable with Ref. 56 as well. Our r
sults are also in very good accordance with Ref. 29 wh
positron properties of bulk Si and ideal vacancy using b
ATSUP-GGA and LMTO-GGA schemes have been exa
ined.

At the end of this section we wish to discuss the pos
bilities of positron lifetime spectroscopy to differentia
among defects studied. According to Table I we have
following lifetimes ~ATSUP-BN scheme!: 218 ~bulk!, 222
(VOn), 270 ~V; experimental value!, 302 (V2), and 297
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(V2O) ps. In practice one can distinguish lifetime comp
nents in a lifetime spectrum that differs more than 50 ps~at
the 250-ps level!. This shows significant limitations of PLS
in the case of vacancylike defects in Si.

B. Momentum distribution

In Fig. 1 we show HMP’s of the MDAP for the bulk S
ideal and relaxedV2 defect, and forV2O complex calculated
within the ATSUP-BN scheme. The curve for bulk Si agre
very well with calculations of Alataloet al.9 The curves for
both V2 cases lie well below the bulk one as expected,
curve for the relaxed defect being closer to bulk. Howev
theV2O dependence is above the bulk curve for small val
of momentum but decreases faster with increasingp so that
it is again below the bulk curve forp*6 mrad.

In the following we will rather show the ratios of typ
rdefect(p)/rbulk(p), which visualize better differences amon
shapes and magnitudes of HMP curves.12

The HMP ratio curves obtained with the ATSUP meth
and GGA enhancement and positron potential forV- and
V2-related defects are given in Figs. 2~a! and 2~b!, respec-
tively. One can see an appreciable difference between

FIG. 1. HMP’s of the MDAP for bulk Si as well as for the idea
and relaxedV2 andV2O defects calculated within the ATSUP-BN
scheme.
-

s

e
r,
s

he

ideal and relaxed single vacancy. The latter curve approac
a line with ratio equal to 1~i.e., to the bulk curve! and we
can expect that the curve would be further changed by c
sidering an additional relaxation caused by the presence
positron. In the case of theV2 defect, the relaxations play
less important role and HMP curves for the ideal and rela
defect are much closer, which is in accordance with disc
sion in Sec. III A. The curves corresponding to oxyge
related defects have qualitatively different shapes. This or
nates from the 2s core orbitals of the O atom, which ar
rather spatially extended~see also below!. The shapes and
relative positions of ratio curves shown in Figs. 2~a! and 2~b!
suggest the idea that all defects are well distinguishable w
the exception of the group ofVOn defects. Ratio HMP
curves of these defects differ considerably from other ty
of defects but not inside this group.

The same ratio curves calculated using the ATSUP-
scheme have been presented in our previous paper@Figs. 1~a!
and 1~b! in Ref. 18#. It is worth mentioning that even if there
are differences between magnitudes of HMP curves obta
within the BN and GGA schemes due to appreciably low
core annihilation rates in the GGA case, the ratio curves
very similar. For some curves obtained with the ATSUP-B
scheme there is a slight shift to lower values in comparis
with Fig. 2.

Calculating the HMP’s of the MDAP turned out to b
more intricate when using the LMTO method. Calculat
ratio curves for selected defects~idealV, idealV2 , andV2O)
are shown in Fig. 3. The GGA scheme is applied in all the
calculations. There is an apparent shift down of HMP ra
curves for all cases studied with respect to the curves ca
lated by means of the ATSUP method. This can be und
stood if we inspect relative core annihilation rates~i.e.,
lc /l tot ratios; see Sec. II B! in Table II and compare them
with corresponding values in Table I. Namely, thelc /l tot
ratio is higher for the bulk Si and lower for defects examin
using the LMTO method.

In addition, the shape of ratio curves calculated within t
LMTO-BN scheme is nonnegligibly changed in comparis
with the ATSUP-GGA calculations. The most pronounc
change occurs for theV2O defect. We have already men
tioned differences between the ATSUP and LMTO calcu
tions for this defect~see Sec. III A!. Thus, lc is reduced
FIG. 2. Ratio HMP curves for~a! vacancy-~b! divacancy-related defects calculated within the ATSUP-GGA scheme.
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from 0.067 ns21 ~ATSUP-GGA! to 0.053 ns21 ~LMTO-
GGA!. A detailed inspection of partial annihilation rate
(lGGA

i ,nl ) unveils that oxygen 2s electrons are mainly respon
sible for such a big reduction. Corresponding O 2s2 rates
~state enhancement factors! are 0.035 ns21 ~2.48! and
0.027 ns21 ~1.92! for the ATSUP-GGA and LMTO-GGA
scheme, respectively.

A closer look at the geometry of theV2O defect5 shows
that there is a Si-O-Si ‘‘bridge,’’ next to divacancy, wit
very short distances~about 3.3 a.u.! between O and Si atoms
This means that the radii of corresponding atomic sphere
Si and O in the supercell describing theV2O defect have to
be rather small to keep their overlaps within reasona
limits.25 We have chosen radii 2.03 and 1.81 a.u. for two
atoms and an O one, respectively, which leads to an S
overlap of 17%. For comparison, the radius 2.53 a.u. of
atomic spheres~and empty spheres! is used in the bulk Si.
We can conclude that the calculation of the partial annih
tion rate for the oxygen 2s orbital, which is spatially more
extended than Si core orbitals~see Sec. II B!, is not precise
enough due to a small radius of the O atomic sphere.

One could perhaps increase the size of the O ato
sphere, decreasing simultaneously the radii of Si sphere
volved. But this process has naturally certain limits and i
not clear if the O 2s core annihilation rate would improv
considerably. Instead we recalculate the HMP curve for
V2O defect using the enhancement factor and partial ann
lation rate of the O 2s state taken from the ATSUP-GGA
calculation. The resulting ratio curve is also plotted in Fig
~dash-dotted curve!. Now there is a slightly better agreeme
with the corresponding curve in Fig. 2~b!. We should note,
however, some tendency to oscillations in bothV2O ratio
curves. This effect probably stems from the inadequate c
tinuation of the positron wave function beyond the atom
sphere radius~see Sec. II B! in the case when the radius
too small. Furthermore, it is probable that the positron d
sity in the interstitial space is not well described by emp
spheres around theV2O defect as can be deduced from a t
low positron binding energy to the defect~see Table II and
discussion in Sec. III A!.

FIG. 3. Ratio HMP curves for unrelaxed V and V2 defects, and
divacancy-oxygen complex obtained using the LMTO-GG
scheme.
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We do not show the ratio curves calculated within the B
scheme as they are very similar to those presented in Fig
Moreover, the correction described above affects the H
ratio curve of the V2O complex analogously.

At the end, we briefly resume experimental HMP da
concerning oxygen-related defects in Si. In the work of S
palaet al.12 no difference between the HMP’s of Si ion irra
diated Cz and FZ Si samples has been found. Accordin
our calculations the spectrum of self-implanted Si shown
Ref. 12 does not correspond to the divacancy~or bulk 1
divacancy mixture! but rather to aV2 and V2O mixture,
though it is difficult to imagine thatV2O defects are create
in FZ Si samples in a higher concentration. On the contra
our HMP measurements18 have exhibited a clear distinctio
between FZ and Cz electron irradiated samples, which
allowed a rough identification of existing defects~see Ref.
18 for details!.

In the work of Krusemanet al.,15 O ion implanted Cz Si
wafers have been studied. The authors have examined
changes of the HMP ratio curves with respect to the irrad
tion dose and annealing temperature. They suppose that
VmOn clusters are created in implanted wafers upon ann
ing. Even if we have calculated the HMP ratio curves f
V2O andVOn complexes only, the presence of largerVmOn
clusters in the curves shown in Ref. 15 seems to be indica
by the characteristic minima of these curves at about
mrad ~see Figs. 2 and 3!. Finally, Knightset al.16 have also
investigated Cz Si samples implanted by oxygen ions. M
sured HMP ratio curves shown there have a minimum
roughly the same position as in Ref. 15. However, a furt
comparison of these two works is not straightforward as
normalization procedures of measured spectra differ.

IV. CONCLUSIONS

We have calculated positron lifetimes, core annihilati
rates, positron binding energies, and high momentum p
of the momentum distribution of annihilation photons for t
perfect and defected Si. The single vacancy, divacancy, th
types of vacancy-oxygen complexes, and divacancy-oxy
complex have been examined. The effect of atomic rel
ations on the calculated positron quantities has been foun
be the most pronounced for the single vacancy. The cha
redistribution due to the self-consistency of the electr
structure ~obtained using the LMTO technique! results in
larger binding energies of positrons to defects in compari
with the case when the non-self-consistent ATSUP techni
is used. On the contrary, positron lifetimes are influenced
the charge transfer slightly only and no systematic trend
been observed. Regarding the HMP’s of the MDAP, the
sitions and shapes of the ratio HMP curves are changed
preciably when the LMTO-ASA technique is employed i
stead of the ATSUP one. It has to be mentioned, howe
that we have encountered problems in finding appropr
space filling with atomic and empty spheres in the case
oxygen-related defects studied using the LMTO-ASA tec
nique. This indicates the limited applicability of this metho
for some defects with complicated geometry.

Calculated HMP curves can essentially help in the ide
fication of defects studied in measured Doppler broade
spectra of defected Si samples as we have demonstrate
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our previous work.18 However, further experiments are ne
essary to unambiguously resolve all relevant defects pre
in our samples. From the theoretical point of view, it wou
be desirable to perform a study of positron-related rel
ations in the case ofVOn and V2O complexes because th
effect could somewhat influence the shape and magnitud
HMP curves. Moreover, in very recent works58,59 vacancy-
interstitial pairs in Si are supposed to be frozen at low te
peratures and, therefore, an investigation of these pair
also needed to have some idea of the behavior of a pos
trapped in such defects.
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44M. Šob, Solid State Commun.53, 249 ~1985!.
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