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ABSTRACT

IMPROVING VIDEO GAME RECOMMENDATIONS USING A HYBRID, NEURAL

NETWORK AND KEYWORD RANKING APPROACH

Nick Crawford Advisors:
Sheridan College, 2019 Professor Khaled Mahmud,

Professor Richard Pyne

Recommendations systems are software solutions for finding high-quality and relevant content
for a given user type ranging from online shoppers, to music listeners, to video game players. Traditional
recommendation systems use user review data to make recommendations, but we still want
recommendations to perform well for new users with no review data. Currently, one of the problems that
exists in recommendations is poor recommendation accuracy when only a small amount of data exists
for a user, called the cold start problem. In this research we investigate solutions for the cold start problem
in video game recommendations and we propose a solution that uses a hybrid neural network and
keyword ranking approach. We evaluate this system with precision and recall metrics and compare the
results to a traditional recommendation system. We present that this hybrid system offers performance

gains when recommending to users who have low-medium previous reviews.

Keywords: Recommendation system, cold start problem, collaborative filtering, content-based filtering,

embeddings, nearest neighbor.



ACKNOWLEDGMENTS

| give my deepest appreciation to my family and friends for supporting me on my academic
journey. The author gratefully acknowledges Dr. Khaled Mahmud and Dr. Richard Pyne for their time,

expertise and guidance on this journey.



Table of Contents

LIST OF TABLES ...ttt ettt ettt e h et ht e et s bt e b bt e bt e et et et e e e ekt e bt e bt e et emt e b e se e ebeeb e eb e e st en b e b e nb e b e sbeebeemeenbenbenaenbenee 6
LIST OF FIGURES .....ceeeeeeee ettt ettt et ettt e e e e ettt e e e e e st et e e e e e e e s e abeeteeeeaesaaaas b bt e eeeeseaasbaeeeeeesesaanbbbaeaeeeesansnraaaeasenan 7
CHAPTER 1 INTRODUCGTION ....iiiiiuuuiiiiiiinetnsesiissiinssssssisssiimssmssssssssstmsssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnnss 8
1.1 TERMS AND DEFINITIONS ..uteuteutesteeseeueeutententestestesseeueeusesensesseatesseeueemsenseasesse et esaeeaeeaeensemseseeabeseeabeeaeentensenbenbenbeebeeneensensennenbenes 8
1.2 PROBLEM STATEMENT .tetiuttteiiurtteesnatessasretesasaeeessstessassesesasaeessasateseansasesaasaeeesna e e e e anbe s et mbaeessab et e s enbeeesannaeessaraeeeesnnaeesnnnes 10
1.3 PURPOSE OF THE STUDY etuuttteiiitteesittessiittee s sttt e sbsteesssreeeseste e e smateseamb e s e s abaeessaba e e e e mbe s et sbb e e s saba e e s eanbe e e sannaeessbbeeeeannaeesnnnes 11
1. IMIOTIVATION ...ttt ettt et steeut et et et et e s bt eh e ebeeaeea s e e e b e eb e eb e e bt ea e ea s e s ea b e se e e b e e heea e e et e e ea b e ee e ek e eb e ebeeat et e beneeebesbeebeemeenbenbenaebes 11
1.5 PROPOSED WORK ..uvtuteuteutentetestestteueeutestebesuesbesueeueeate st e besbeebeeaeeheea e e e eabesaeebeeheeh e eateneea b e seeebeebeeheeaeemtenbeseeebesbeebeeneenbenbenbebes 11
1.6 THESIS STATEMENT ...tettetteteeteetesutesueesueasseesteenteensasasesuaesseesseenseensesasesssesseenseenseensesnsesasesaeesaeeseenseansesssesnsesstenseensennsesnsesnsas 12
1.7 SIGNIFICANCE OF THE STUDY w.uteuttteeuteuteutetentestestesteeutensensentessestesueeseessensensesaeabesaeeseemtensenbeseeebesbeeheeatentenbeneeabesbeebeeneenbebenbenbes 12
1.8 ORGANIZATION OF THE THESIS ..t veeuteuteutetententestesteeueeutensesestestesueeueestensenbeseeebesheestemee s eabeseeebesbeeheeatentenbeseeabesbeebeeneensenbenaebes 13
1.9 CONCLUSION ....ttuteeutesutesttesteesteesteenteeueesutasseanteanteentasasesaaesaeesaeenseemsesaeeeaeeseeenseanteenbeenbesatesaeesaeenseenseenseenbeensenstenseenbeensesnsesanas 13
CHAPTER 2 LITERATURE REVIEW ......uuiiiiuiiiiiiineiiiieiieeiistsssstesseesssesssssssssssssssessssesssssssssssssesossesessesessssssssesonsesessesesssesns 14
2.1 RECOMMENDATION SYSTEMS ....tuututeutentetestestesueeutententessessesuesseeutestensesseabesaeeheaaeestenseseabeseeebesheebeestenteabesbeabesbeebeeaeensensenbenbeee 14
2.2 COLLABORATIVE FILTERING .uvtvteuteutentententestesteeuteutententessestesueeueeuteseensesseabesaeebeeaeestense s anbeseeebesbeeheestentenbenbebesbeebeentenbenseneenbeee 15
2.3 IMATRIX FACTORIZATION. ... tteuveeuteeutesueesueaeeenteensesusesssesseesseesseensesasesssesseanseensesnsesasesatesaeenseensesasesssesssenseensesnsesnsesnsesaeesseenseenes 15
2.4 CONTENT-BASED FILTERING eeiuuvtieiiutieeiitiieiiirtte s ettt sttt e st e s ib et iba e saba e e s e bt et s ab b e e s s b et e s s bb e e et aba e e s saba e e s sab e s e sabaeessaraeeeas 16
2.5 COLD-START PROBLEM ...uuvtiiiiuriieiiirieeiintieesitate s ettt e sisse e s sibae e s e bba s e saba e e s saba e e s s bbe s et bbb e e s sab b e e s s bb e e et amba e e s sabb e e s s abaeeseabaeessabaeeeas 17
2.6 HYBRID SYSTEMS......teutiutetesteeseeueeutententessessesseeueeas et e besee e b e sbeeh e e et e st emaene e b e s bt e bt ebe e s e e et e s e b e sh e eh e sbe e bt eas e e et e nb e e bt sbeebe et entennenaennenee 18
2.7 IMPLEMENTATION IMIETHODS ...vteuteuteutententestessesueeusestenseseessessessesseeseessesseabesatesesaeeseesse s ebesaeebesbeebeeaseneenbenb e b e nseebeeaeensennennennenee 18
2.8 APPLICATIONS OF RECOMMENDATION SYSTEMS ...uteiiiuriiiiiurrieiiiitesiisiitesiineessmaeesssiretesensseessnatessssbesesansaeessabaeesssnbasessnnaaessansnesas 19
2.9 CONCLUSION ....uteutentetete st et esteate st et sbeebesbeeaeeese e e b e s et e b e e bt e bt e et e st eaeene e b e s bt o b e eae e st e et e s e b e se e eh e e bt e bt ea e et e b e nb e bt ebeebe et entennenaennenee 20
CHAPTER 3 METHODOLOGY ....coooueiiiueiiiuiiisueiiseeiisessssesssstssssssssssssessesssssssssssssssssessesesssssssssssssssossesessesessssssssessssesessssssssesss 22
TR D 730 PPN 22
3.2 DATA PROCESSING AND FILTERING «..uuvttiiutreeiirttesiiiritesiiteessibtte s s it eesiaae e s sabae e s s abe s e s ambae e s sabaeesssbe s e sambaeessabaeesssbeeesnbaeessnbeeeas 23
3.3 PROPOSED HYBRID IMIODEL ...ttt stesteeueeate et see st e sbeebeesteseesse st e b e saeeb e eat e st e s s e s et e se e eb e s bt es e eatemtenbenb e b e nbeebeeatensenneneennenee 24
3.3.1 COLLABORATIVE FILTERING DETAILS...ceiutttiiirtieiiiiriieiitteeeiiite s ettt sirs e sba e s e bt sisa e e s sbae e s s ab e e e sambae e e snbeesssnbaeeseabbeeesanaeeeas 24
3.3.2 COLLABORATIVE FILTERING ARCHITECTURE AND TRAINING ..cctuvtteiiitriteiirteeeiittessiireteseiine e snatesssine s e sesnae e s snaeesssnesesnnneessanaeeeas 27
3.3.3 CONTENT-BASED FILTERING ....ututeuteutetentenseeseestetentessessesseeseesteseensessesbesstesesaeeseesse st ebeseeebesseeseeaseneensens e b enbeebeeaeeneenseneennenee 28
3.3.4 HYBRID COLLABORATIVE FILTERING AND KEYWORD SEARCH ALGORITHM ....cuverviririeeutenretentesseenesseeseesseneesensessessessesneensensensensenne 30
Y= T TP PP PPPPRTP 31
3.5 USER GROUP AND TESTING STRATEGY ...ceiuutretiirttetiiiritesiiteesinttessistteesessaeessbatesessbesesansseessbasessssbssesasbaeessanaeesssnbasessanseessanaeeess 32



3.6 TIME COMPLEXITY ANALYSIS «..etertrtuuieeeeerseertnteeeessessrsseiesessssssssnnaesessssssssntesessssssssnesesssssssssnnesessssssssnsesessssssssnemeseesesssssnneeeeses 33

3.7 SOFTWARE USED ..vuvvvvverererererereresereresessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssens 33
CHAPTER 4 RESULTS AND ANALYSIS ....cuuiiitieietttnniertenniertenserrenssesssnssesssnssesssnssesssnssesssnssssssnssssssnsssssanssssssnssssssnsssssanssssssnnnns 34
£, 2 RESULTS ttttttueeeeeerertsueeeeesssesssieseeessssssseaseessssssaneasessssssssnnsesessssssssnnsesessssssssnnsesesssssssnnesessssssssnnsesessssssssnesesessssssnnseeeesssssnes 34
£, 3 ANALYSIS . eeettueeeeeerertrteeeeesereastaeseeessessaseaseeesssssanaasesssssssannesesssssssannseeessssssssnnsesessssssnnnesesssssssannsesessssssrnnnteeessesssnnieseeersernes 35
4,4 LITERATURE COMPARISON ...uuuuuuuuuuunnnunnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnssssnnssnnsnsssnnnssnsnssnnssssnnsnsssssnsssssssssssssssnssssnsssssssssssssnnnnsnsnnnnnnssnnnnnnne 37
4.5 THE COLD START PROBLEM ....cctvttuieieeeieettuuiieeeeereestunaesesssesstnnaesessssssssnsessssssssssnesessssssssnnmesessssssssnsesessssssnsnmeesessssssnsneseesssssnes 38
Z.6 LIMITATIONS 1ruueeeeerereruieeeeeeeeerssteseeessssssseeseessesssaneaesessssssssnnsesessssssssnnseeessssssssnnsessssssssnnneeessssssssnnsesssssssssnneeeeessssssnnnesessssssnes 39
A, 7 TRAINING RESULTS 1uutuuuuuuuunnnnnunnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnssnsnsssnsnsnnnsnsnsssnssnnsnsssssssnssssssssnsssssnsssssnsssnssssnsssssssnssssnnnnnsnnsnnnnsnsnnnnnnnn 39
CHAPTER 5 CONCLUSION, FUTURE IMPROVEMENTS, DISCUSSION ....cccciertemnerrenneerennerrennseerensseesenssesssnsseessnssessanssssssnnnns 41
5.1 CONCLUSION .ettttueeeeeteeetttteeeeeeesetattaeseeesseesasaeseesssassasaaseesssssrasassessssssssansesessssssnansseessssssssnnnsesessssssnnseeesssssssnnnseeessessssnnneneeees 41
5.2 FUTURE [IMIPROVEMENTS tvtuueieiertttutieeeeeseeesssteseeesessssseesessssssssnnesesssssssssnsesesssssssanesessssssssssnesessssssssnsesessssssssneeeesssessssmneeesees 41
5.3 DISCUSSION .vvvvvrvvrerererererereresssesessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssens 42
REFERENGCES ... iiiiieettteee ettt e ettt e e e e e et et e e e e e e e e e b s e eeees e e s s aa i seeesaaabasaaeeessssbsanseesesssasannseesssssatannseessesssnsannseessserren 43



LIST OF TABLES

Table 1: PreciSion COMPAIISON .......cviitiitiiiiiiietieeet ettt sttt ettt bbbt e bt e bbbt e
Table 2: ReCall COMPAITSON.......c..oiiiiiiiiiii bbbt



Figure 2-1:
Figure 3-1:
Figure 3-2:
Figure 3-3:
Figure 3-4:
Figure 3-5:
Figure 3-6:
Figure 3-7:
Figure 4-1:
Figure 4-2:
Figure 4-3:
Figure 4-4:
Figure 4-5:
Figure 4-6:
Figure 4-7:

LIST OF FIGURES

Music Recommendations Via Vectors at SPOtify ... 16
An Overview of All RESEAICH StEPS .......ocviiiiiiieeee e 22
Sample of Filtered Video Game ReVIEW Data...........ccccoveveiieiieiiiie e 23
Steps of Hybrid Recommendation AlgOrithm............ccccovevi i 24
Our Vector Representation of VIide0 GAMES ........ccceieiiiiiiiinieieee e 26
Neural NetWork ArChITECTUIE ........ooveiiie e e 27
Collaborative FIltering ONIY .......ccoooviiiiiice e 28
HYDBEIA IMOGEL ... e et sre e te e nne s 29
e =Tod 1] o] I o TS SRSRRRN 35
T or= || I (o] TS ORSRRR 36
Precision and Recall Model Comparison Per USEr ..........cccvevieieiieie e 37
Literature Collaborative PreCiSION .........ccoiiiiiiiiieieiese s 37
Literature Collaborative RECAll ..........ccoouiiiiiiiecieee e 38
Validation LOSS OVEE TIME ...ccuveiiiieiieeie ettt ste e sraente e e sreenae e 40
Validation LOSS OVEr EPOCRS........cc.ciieiiiiciiee ettt 40


file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313510
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313511
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313512
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313513
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313514
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313515
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313516
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313517
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313518
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313519
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313520
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313521
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313522
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313523
file://///Users/yixiang/Downloads/thesis/NickCrawfordDraftv4.docx%23_Toc27313524

CHAPTER 1
INTRODUCTION

Video game consumers are increasingly shopping online for new games on sites like
Amazon.com. Recommendation systems on Amazon learn about user’s interests and they recommend
similar video games that they may enjoy. Unfortunately, these systems have problems when trying to

recommend to users who have few or no previous video game reviews, this is the cold start problem.

We investigate recommendation systems and methods to improve them, specifically our research
will focus on hybrid recommendation systems. Our research area will be about recommending video
games. The main goal of our research is to recommend video games to users in a way that aims to solve
the cold start problem. Our research will be a significant contribution to the field of recommendations
systems both because of the unique algorithm being used and also because the field of recommendations

in video games is one that is not often explored.

Our research is a valuable contribution to the field of recommendations systems because we are
contributing to the discussion of how we can solve the cold start problem in recommendations and also

proposing an algorithm to do so.

1.1 Terms and Definitions

Recommendation System (RS) An information filtering system that seeks to
predict the rating that a user would give to an item.
In order to suggest content to the user that is

relevant to them.




Content-based filtering

A recommendation system algorithm where
predictions are based on a description of the item

and a profile of the user’s preferences.

Collaborative based filtering

A recommendation system algorithm where the
data of previous users is tracked and used to create

predictions for the behavior of future users.

Cold start problem

When a software system cannot draw any
inferences for users or items about which it has

not yet gathered sufficient information.

Hybrid Recommendation Algorithms

A recommendation algorithm that combines
collaborative based filtering and content-based

filtering.

Embeddings

A categorical feature represented as a continuous-
valued feature. An example is representing a
video game with features as an n-dimensional

vector.

Nearest Neighbors

A method for finding items that are closest to a
given item. Calculated using cosine similarity of

vectors.




t-Distributed Stochastic Neighbor Embedding | A dimensionality reduction machine learning
(TSNE) algorithm used to visualize high dimensional data

in a low dimensional space like 2 dimensions.

Latent Latent means hidden. Eg. Latent features are
features that are immediately visible, they must be

learned.

1.2 Problem Statement

Traditional recommendation systems use the behavior data of previous users of the system to
predict content for future users. Unfortunately, when new users try to use the website, there is no user
review data to make recommendations with. Similarly, when new items are added to a website, no user
has initially interacted with those items, so there is no user behavior data available to make

recommendations for those items. This is called the cold start problem [7].

Hybrid recommendation systems are a potential solution to the cold start problem that work by
only requiring small amounts of user data. Hybrid recommendation systems use a combination of
collaborative filtering and content-based filtering algorithms. Content-based filtering uses the properties
of the digital content itself and compares the properties with the properties of other content in order to
find recommendations. Our research is to build and evaluate a hybrid recommender that will help to

overcome the cold start problem.
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1.3 Purpose of the Study

The purpose of the study is to progress the quality of recommendation systems. The goal of the
research is come up with a more effective strategy for recommending relevant content than what is

currently being used and ultimately to improve the content discovery experience for users.

1.4 Motivation

The motivation for this research was to try and improve the quality of recommendation systems.
Recommendation systems are popular with different online web applications and e-commerce platforms
but there are improvements that could be made to these systems, notably in the area of the cold start

problem. We will offer those improvements with this research.

1.5 Proposed Work

Our research consists of the following steps.

e Download, clean and sort Amazon video game review data
e Train a collaborative filtering model to predict the rating a user will give a particular
movie. This model subsequently generates a weight matrix of the latent features of each

video, that we can represent as a vector.
e Create user vectors by averaging the video game vectors in their review history.

e Use a nearest neighbor search algorithm to find video games vectors nearby our user

vectors. These neighbors are our recommendations.

¢ Implement a content-based filtering method into our nearest neighbor algorithm that ranks

video games based on their category keywords.

11



e Recommend video games based on this new hybrid method.

e Benchmark our recommendations using average precision and recall.

1.6 Thesis Statement

Recommendation systems can be used to recommend video games to users based on their unique
tastes and preferences. User review data can be used to train a collaborative filtering model and video
game categories can be used build a category-similarity model. This research proposes a hybrid algorithm
using both a collaborative and a category-similarity model and evaluates the performance using precision

and recall metrics. This research aims to offer a solution to the cold start problem.

1.7 Significance of the Study

In the past, content-based recommendation algorithms have been shown to be less powerful than
the popular collaborative filtering based algorithms. An early study of content-based filtering measured
a 60% prediction accuracy, this paled in comparison to the 70% accuracy for collaboration filtering based
filtering recommendation systems. [2] More recently, content-based filtering research is being done at
YouTube. In a study by Google, the audio and video content of a video was processed with a content-
based recommendation algorithm. Specifically, machine learning was used to classify the content and
similar videos could be recommended from that information [31]. This method worked really well for
recommending related videos and dealing with the cold start problem; though the researchers do admit
there are weaknesses to their solution. What we can take away from this is that content-based filtering is
still an algorithm under active development and further contributions are needed to improve the

technique.

12



1.8 Organization of the Thesis

Our research begins with an overview of the current literature surrounding recommendation
systems and its popular implementation methods. It discusses machine learning based recommendation
methods and the details of the cold start problem. We then discuss our research methodology and specific
algorithms and metrics that were used. This includes discussing selected training data, the software being
used, illustrating our hybrid algorithm design, and how we calculate our metrics. Finally, we offer a

conclusion to our research and suggestions for future exploration.

1.9 Conclusion

In this chapter we discussed the value of recommendation systems and the value that our research
can bring to the field. Recommendation systems are software systems that are actively being used today
in companies like Amazon and Google. They offer a lot of value but they still have room for
improvement. These systems are under active research in the computer science community and our
research will be a significant contribution to the library of research in this area. We hope that our

contributions will bring a significant inquiry into the field.
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CHAPTER 2

LITERATURE REVIEW

In this literature review we outline the current state of research in the field of recommendation
systems (or RSs). This review covers different algorithms being used to optimize and build
recommendation systems, different types of recommendations systems and different applications for
recommendation systems. The purpose of this literature review is to develop an understanding of the
current stage of research in recommendation systems. The strategy used to develop this literature review
was a lot of investigation and discovery of relevant papers; especially highly acclaimed relevant papers.
Resources such as Google Scholar and Google Research were used to discover relevant and industry

leading papers.

In summary, the topics discussed in this literature review are: the differences between
collaborative filtering and content-based filtering recommendation systems, implementation methods for

RSs, applications of RSs and the cold-start problem of RSs.

2.1 Recommendation Systems

Recommendation systems provide value to websites of all kinds; they are currently used in e-
commerce websites, online library databases, video streaming services and music streaming services. In
this review we will discuss different RS implementation strategies in order to guide us to a new and
valuable area of research. The first thing that will be discussed is the two major categories of

recommendation systems, collaborative filtering RSs and content-based filtering RSs.
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2.2 Collaborative Filtering

Recommendation systems are used to recommend new and relevant content to users, but in order
to recommend relevant content the algorithm needs to learn which content to recommend. These two

algorithms use two different types of data in order to make recommendations.

Traditional recommendation systems use collaborative filtering approaches [1] to suggest related
content to a user, it works by using aggregate user data to make recommendations. For example, if the
content being recommended is YouTube videos, the system will keep track of how many users have
watched a particular candidate video right after watching the seed video and recommend these related
videos to users. This approach works very well when there are plenty of users and the videos are relatively
popular, but what about when there are no users? This is called the “cold-start problem” [21]; when there

are not enough users to generate data to build quality predictions.

2.3 Matrix Factorization
A collaborative filtering model is a model that predicts the recommendations for future users

based on the data of previous users.

Matrix factorization is a popular collaborative filtering algorithm that also uses user data to make
predictions for future users. Matric factorization uses machine learning to learn to represent some content
as a collection of features and how strongly each item contains that feature. For example, if it is
recommending video games, a feature could be “an action game” or a “sports game”. The model would
learn which features some particular game using training data, and the game is assigned a number

between -1 and 1 for how strongly that game represents that feature.

After each video game learns their features we use that numeric information and represent each

video game as an n-dimensional vector and compare the cosine similarity between vectors in order to
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find video games that are similar to each other. This is how music recommendations are done at Spotify
[35] and this technique is a big inspiration for the collaborative filtering aspect of our model. A visual

representation can be seen in Fig. 2-1.
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Figure 2-1: Music Recommendations Via Vectors at Spotify
Another term for these vector feature representations are “Embeddings”. Because these vectors
represent hidden features, naturally video games that are similar or related will be close together in the

vector space.

2.4 Content-based Filtering

A solution to the cold-start problem is content-based filtering RSs [22]. These RSs are used to
analyze the content itself instead of analyzing the user behaviour around this content [19][20]. When the
system analyzes only the data file itself, it does not need any other information about user behaviour and
is therefore not affected by the cold-start problem. Joonseok Lee is a researcher at Google who has
recently published two studies about using Content-based recommendations for YouTube videos using

deep learning. His research revolves around analyzing thousands of video frames in order to make an
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intelligent recommendation network. Initially he started doing only video analysis [1] and then combined
both audio and video analysis [2]. The content-based filtering system uses convolutional neural networks
(CNN) to allow video understanding. Joonseok concluded in the study that this is a useful tool to work

alongside traditional collaborative filtering approaches.

2.5 Cold-Start Problem

Several researchers have developed strategies to solve the cold-start program. One solution to the
cold-start problem was suggested by Zi-Ke Zhang et al. [3]. The team suggested the use of “social tags”
[24] which are explicitly defined keyword tags by users which classify the content into categories. As
soon as two objects share the same tag, then they can be considered related and eligible to be

recommended to users.

A study by Manasi Vartak et al. [4] uses neural networks in order to develop a “meta-learning
strategy”. Matrix factorization (MF) is one of the most popular techniques for product recommendation,
but is known to suffer from serious cold-start problems. In Vartak’s research, his team developed an
algorithm for new items that arrive continuously, in this example tweets. The research uses two deep
neural network architectures that implement a meta-learning strategy. The first architecture learns a linear
classifier whose weights are determined by the item history while the second architecture learns a neural

network whose biases are instead adjusted.

Another technique for dealing with the cold start problem is using Latent Factor Models. These
models map users and items into a dense and reduced latent space that captures their most salient features
[17]]18]. These models provide recommendations results which are better than traditional neighborhood

methods.
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2.6 Hybrid Systems

We have seen good performance from both content-based filtering and collaborative filtering
recommendation system algorithms. In industry, instead of using one algorithm or the other, it is often
the case that a hybrid of both algorithms is used [12]. A system that uses both algorithms is called a
hybrid recommendation system and they are useful because the combination of both algorithms helps to

make up for the limitations that each other algorithms have [16].

Content-based filtering algorithms are useful when building a user profile. We can look at the
past purchases/transactions that a user has had on their account and we can use content-based filtering in
order to infer the general categories of content that the user is interested in. [11] However content-based
filtering has a limitation that the algorithm cannot differentiate between good and bad content, it simply

finds a similarity between content. [15]

Collaborative filtering systems are powerful because they are better at discovering high popular
content instead of just content that is similar. Furthermore, collaborative filtering algorithms can deal
with any kind of content. Where these systems are limited is in regard to the cold-start problem that we
mentioned earlier. Collaborative filtering algorithm performance also degrades as the number of users

increases [13].

The combination of both of these algorithm makes for a much more powerful and rounded out

algorithm [14].

2.7 Implementation Methods

Looking beyond the cold-start problem we will describe popular and significant algorithms used

to implement RSs of different kinds.
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Amazon was an early pioneer of recommendation systems, they introduced RSs to their site to
personalize their online store for each customer [5]. Most recommendation algorithms start by finding a
set of customers whose purchased and rated items overlap the user’s purchased and rated items (ex.
collaborative filtering and cluster models). Instead of using those systems, Amazon developed an item-
to-item collaborative filtering algorithm — that focuses on finding similar items, not similar customers.
Unlike traditional collaborative filtering which uses a very computationally heavy algorithm, the Amazon
item-to-item algorithm uses online computation that scales independently of the number of customers

and number of items in the product catalog.

Amazon’s algorithm set the stage in 2003 with their algorithm which made a big impact in the
technological community. Since then there have been many new innovations with RSs, in particular with
the integration of machine learning technology. Another recommendation system that was developed by
Google for youtube.com recommends new videos to users [6] using 2 neural networks. The neural
networks use user-to-user collaborative filtering (unlike amazon’s item-to-item filtering algorithm). For
the ranking neural network, they use an extreme multi-class classification algorithm where the prediction

problem is accurately classifying a specific video that is interesting to a given user.

Lastly, in another approach Andrew Schein et al. [7] used both collaborative and content-based
filtering to make predictions to users. Instead of using a neural network for classification, they used a

naive Bayes classifier.

2.8 Applications of Recommendation Systems

We discussed popular areas where RSs are useful, such as YouTube videos, Amazon products
and tweets, but RSs have many more applications, some of which we’ll discuss here. In the process of

investigation, we found different innovative application areas for RSs. One example is research at Google
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about personalized news recommendations based on click behaviour [8][23]. They use a Bayesian
framework for predicting user’s current news interests, which considers both the activities of that

particular user and the news trends demonstrated in activities of a group of users.

MovielLens is an item-to-item collaborative filtering RS [9] inspired by Amazon’s algorithm, that
recommends relevant movies to users based on user behaviour data. Netflix similarly invests a lot of
resources into collaborative filtering algorithm [10]. in 2006 Netflix ran a worldwide competition asking
researchers to develop a better collaborative filtering recommendation system algorithm for their

platform. The winning team was able to produce an algorithm that improved performance by 10%.

There are many more applications of recommendations systems for all types of different
industries. There is research about developing a RS for RSS feeds and Blogs [25], research to replace the
need for word of mouth recommendations [26], and an outdoor recommendation system based on user
location history [27]. Furthermore, there is research about RSs for locations for location-based social
networks [28], a graph-based friend recommendation system using genetic algorithms [29] and a context
aware personalized travel RS that recommends activities while traveling [30]. We can see that the

application areas for RSs are limitless.

2.9 Conclusion

Throughout this research we have outlined modern innovations in the field of recommendations
systems. We discussed machine learning based and non-machine learning based recommendation
algorithms, contrasted the two popular RS types and illustrated some popular applications for

recommendation systems.

The research done in this paper will be on hybrid recommendation algorithms, which is a

combination of content-based filtering and collaborative filtering
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For our research, the area of interest and opportunity for a unique contribution is in the area of
hybrid recommendations algorithms, similar to [1] [2] is an area that can be easily researched given the
resource and time limitations of our research. Additionally, using new machine learning techniques can

provide new innovations to the field.
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CHAPTER3

METHODOLOGY

As discussed previously there are two commons methods for recommendations in
literature, collaborative filtering and content-based filtering. This research integrates both of these
and develops a unique hybrid recommendation system for video games that seeks to overcome the

limitations of the cold start problem.

Our recommendation system will recommend video games to a specific user, trying to
personalize the recommendations for the user. We will be focusing on solving the cold start
problem, which in our case means when a new user to the system has a small number of previous

item interactions. Such a problem is typically hard for recommendation systems to solve.

In this chapter we will discuss the details of the proposed model including how to build it,
what metrics to use to benchmark it and the testing strategy. Fig. 3-1 gives a brief overview of the

different steps of our research and also an outline of what will be discussed in this chapter.

. Compare
Train Implement -
i Recommend metrics
Clean and collaborative content based :
filter data filtering model filtering "'"'::Eﬂ games be ﬁn bt::ia:jse
with PyTorch ranking el E'"md ngel

Figure 3-1: An Overview of All Research Steps

3.1 Data Source

In order to do training and testing we will be using the 2018 Amazon product data set [33]

which contains video game purchase ratings from May 1996 - July 2014.
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The two files we are using are Video Games.json.gz (review data) and

meta_Video_Games.json.gz (product metadata). Fig. 3-2 shows the four columns we will be using,

“overall” is a user rating out of 5.

[87]:
312259
176873
151139
5186
424330

318418
387097
218691
351605

426471

overall

4.0
1.0
5.0
5.0

5.0

5.0
5.0
5.0
5.0

5.0

reviewerlD
A26BGHYLTCDSSM
A3EPOKWNRV2GI2
A3VEZARCDGRCA4
AIJUMMIGJ7B38X
AIC5RRPBGRDF2Z

ATWLAQOTARIRFK
A3PLN1BLXBUSCY
ANMS355CEXEVX
AHMLUEQUJIOEJG
AITVDEB4BZ421P

432782 rows x 4 columns

title

Halo 4 - Xbox 360 (Standard Game)

Time Splitters: Future Perfect - PlayStation 2

Yu Yu Hakusho Dark Tournament - PlayStation 2
Final Fantasy VIl

Phantasy Star lll - Sega Genesis

Oblivion (Game of the Year Edition) -Xbox 360
Farming Simulator 15 [Download]

Call of Duty 4: Modern Warfare - Xbox 360
Mario Kart 8 - Nintendo Wii U

Machinehead - Sega Saturn

category

["Video Games', 'Xbox 360, "Games’, "]

['Video Games’,
['Video Games',
['Video Games’,

['Video Games’,

'Retro Gaming & Microconsales'..
'Retro Gaming & Microconscles'..
'Retro Gaming & Microconsoles'..

'Retro Gaming & Microconsoles'..

["Video Games', "Xbox 360", 'Games’, ", 'Incl...

["Video Games', 'PC’, 'Games’, ", '"New graphi...

["Video Games', "Xbox 360", "Games', "]

["Video Games', 'Kids & Family', 'Wii U', 'Gam...

['Video Games’,

'Retro Gaming & Microconsoles'..

Figure 3-2: Sample of Filtered Video Game Review Data

3.2 Data Processing and Filtering

We have to do multiple operations to the original dataset in order to use it efficiently. Here

is a list of those operations:

e Drop table rows that consist of irrelevant video game subcategories like: Accessories,

Cases, Chargers, and Controllers.

e Drop video games with reviews from less than 5 people, so that video game data will be

both in our training and validation set.

e Drop reviewers with less than 5 reviews, so that user review data will be both in our training

and validation.
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e Drop columns that we did not use. From Video_Games.json.gz the columns that we didn’t
use are: verified, reviewTime, asin, reviewerName, reviewText, summary,
unixReviewTime, vote, style and image. From meta_Video_Games.json.gz the columns
we did not use are: brand, rank, main_cat, description, also_buy, also_view, price, feature,

date, techl, details, similar_item and tech2.

After dropping all unneeded data, the data was reduced from 2,848,246 rows of video game

reviews, to 432,782 rows.

3.3 Proposed Hybrid Model

The way our hybrid algorithm works is illustrated simply in Fig. 3-3. 1)Pick a user.
2)Calculate user vector from embedding matrix. 3)Extract top 5 most commons video game
category keywords for user. 4)Find nearest neighbors of user. 5)Use category keywords to look

for neighbours with similar keywords. 6)Choose n number of recommendations from these

neighbours.
Extract Find nearest Filter
’ .| Calculate .| category .| neighbor neighbors by
Plick 8 usar 7| user vector " keywords " video games category
from user for user keywords

Figure 3-3: Steps of Hybrid Recommendation Algorithm

3.3.1 Collaborative Filtering Details

For our collaborative filtering model, we are using matrix factorization, a collaborative
filtering algorithm that was described in the literature review. Most importantly we are using
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matrix factorization because of the video game embeddings that get trained from our model. The
embeddings contain latent features of each video game and they give us numeric values that we

use to represent each video game as a vector.

We train a neural network using the Amazon review data, to predict the rating out of 5 that
some user would give for some video game. We split the review data into 90% for training and
10% for validation. After training our model, the neural network weight layer (also known as video
game embedding layer) gives us the information we need to build our collaborative filtering model.
Specifically, the video game embedding is an n X m matrix, where n is the number of video games
in our data and m is the arbitrary embedding size, in our case we chose 40. Each row of the matrix
represents a video game and the features of the game are represented using 40 different numbers.
We use the 1 x m matrix given for each video game and we use it as a vector that we can compare
with other video game vectors. The video game vectors are trained in our neural network which

will be discussed in the following section.

After each video game is represented as a vector, then we can use the relationship between
video game vectors to make recommendations. For example, if each number in our m dimensional
video game vector represents some feature, then different video games that have similar feature

values should be related in some way. We use this assumption to make recommendations.

Our collaborative filtering model is a nearest neighbor search of thousands of vectors. In
order to generate recommendations, we first represent a user as a vector, then we use a nearest
neighbor algorithm to find nearby vectors to that user which will find video games that should be

relevant for that user and their vector.
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Fig. 3-4 shows two examples of this nearest neighbor algorithm, it shows hundreds of blue
dots which are vector representations of video games. The closer some dots are to each other, the

more related they will be.

In Ex. 1 we can see a red arrow pointing to one location and the location is showing
different games from “The Sims” video game series concentrated nearby each other. This is
because these games are related. It is to because expected that different games from The Sims

series have similar vector values, because if the games are from the series they should have very
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Figure 3-4: Our Vector Representation of Video Games
similar characteristics. In EX. 2 we see again an arrow pointing to a region, and this time we see

different video games from the “Mario” series located nearby each other.

This is the first element of our recommendation system. By combining this commonly

practiced technique with a keyword-based content filtering system, the result is a unique algorithm
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that generates recommendations that work effectively even with new users that have very few

reviews (the cold start problem).

3.3.2 Collaborative Filtering Architecture and Training

The collaborative filtering uses a neural network that is trained with the PyTorch Python
library and a helper library called fast.ai. The feedforward structure of the network is as follows.

There are two embedding layers for the users and the items, these are the weights of the neural

User weights
+ +
Logistic
X User bias —» Itembias —» Sigmoid —»Output
function
ltem weights

Figure 3-5: Neural Network Architecture
network. Each row of the user embedding matrix is multiplied (dot product) with each column of
the item embedding matrix. Afterwards a user bias value and an item bias value is added to the
resulting value. Lastly the value is put through a sigmoid layer to force the output between values
0 and 1, this purely makes the calculation more simplified for the hardware and therefore faster.

We can see the whole network architecture in Fig. 3-5.

PyTorch looks at the output value and compares it with the ground truth value of our
training data and computes the error. The error is back-propagated in our network and our weights
and bias values are changed along the direction of the gradient. We train for the number of epochs

in order to most minimize our loss function. The optimization function we use is AdamW.
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In Fig. 3-5 we see the “User Weights” layer, this is the embedding matrix layer that was
discussed in section 3.3.1. This is the main output that we care about from the neural network

model. This weight/embedding matrix is what we use to represent each video game as a vector.

3.3.3 Content-based Filtering

For the content-based filtering aspect of our algorithm, we will be using category data for
each Amazon video game. For example, in the Amazon dataset, the video game “Grand Theft Auto
3” has the following category keywords “Video Games”, “Retro Gaming & Microconsoles",

“PlayStation 27, and “Games”.

As discussed earlier, a collaborative filtering algorithm uses only past user behaviour to
make recommendations. Whereas content-based filtering uses only item qualities such as video
game title, video game publisher, and the year it was published in order to recommend video games

with similar qualities.

By combining both of these recommendation algorithms we can build a powerful

recommender that is still effective even for users with few item interactions.

Not Recommendations ®

® o o
Figure 3-6: Collaborative Filtering Only
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In order to illustrate how this hybrid system will work, we will present here two diagrams.
Fig. 3-6 is a pure collaborative filtering algorithm. The diagram illustrates a 2D vector space
containing video games and a user. Given a user vector, the algorithm uses a nearest neighbours

search to recommend nearby video game vectors.

We can see the recommended items in red. This algorithm performs well but it suffers
when the given user has a small number of item interactions, then the algorithm does not have

enough information to offer accurate recommendations.

In Fig. 3-7, we can see a given user is given nearest neighbor recommendations just as
before, but this time the user is also given recommendations outside the nearest neighbor boundary.

These new recommendations are discovered using our content filtering keyword search algorithm.

Not Recommendations .

Figure 3-7: Hybrid Model
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3.3.4 Hybrid Collaborative Filtering and Keyword Search Algorithm

Our hybrid algorithm combines the matrix factorization approach for collaborative filtering
and a category keyword content-based filtering approach. The step by step process of

recommending video games to users with our hybrid recommendation system is described below.
Algorithm 1.

1. Choose a user that has 1 or more video game reviews. We will recommend video games
for this user.

2. For each video game in user’s review history, look at our video game embedding matrix
and calculate the average vector for all of the video games. This average vector will
represent the average video game types this user is interested in.

3. Extract the top 5 most common video game category keywords from all video games in
the user’s review history.

4. 1f we want to find k recommendations for a user, we will use n candidate neighbors, where
n = k*2. We use “Annoy” nearest neighbor library to find some n candidate nearest
neighbour video games for this user vector, using cosine similarity vector comparison.

5. Using our top 5 most common category keywords, search within the nearest neighbours
for video games that share similar category keywords.

6. Rank each video game in our n candidate nearest neighbors by using a combination of
video game vector cosine similarity and keyword set similarity using the user’s top 5 most
common category keywords. The top k scoring rankings will be k recommendations for a

user.
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The specific function for ranking a video game, as mentioned in step 6 is as follows. Where R
is a ranking value between 0 and 1, 1 the most relevant recommendation for a user. Where d is a
measure of cosine similarity between 2 vectors that returns between 0 and 1. Where k is a keyword
set similarity value between 0 and 1, that compares the similarity of keywords between a user
keywords and each video game set of category keywords. And where w1 is a constant = 2 and w2

is a constant = 1.
R=dx*w;+k*xw,

We believe that a hybrid model such as this will provide the benefits of collaborative filtering
along with the benefits of content-based filtering and most notably improving cold start situations

when new users have a small amount of reviews.

3.4 Metrics

To prove the effectiveness of our hybrid recommender model we will compare
performance between a pure collaborative filtering model versus our hybrid (collaborative and

content-based recommender model).

The two main metrics we will be using are Precision and Recall, these are common metrics
used for recommendation system performance measurement. They both give values between 0 and
1. These metrics can also be described as a function of true positive (TP), false positive (FP) and
false negative (FN) values. A model that produces no false positives has a precision of 1.0, and a

model that produces no false negatives has a recall of 1.0.

Precision and recall [32] can be defined as,
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# of our recommendations that are relevant TP

Precision = =
ist # of items we recommended TP + FP
R 5= # of our recommendations that are relevant _ TP
ecatt= # of all possible relevant items "~ TP +FN

They give us a measure of how good our recommendations are.

3.5 User Group and Testing Strategy

In order to generate these precision and recall metrics we will use our user review data for
testing. We will use a specific user group subset of our data for testing. The user group is users
have more than 100 item reviews, we choose this group so that we have a lot of data for us to work

with. From this user group, we will use a sample of 100 users for testing.

We want to recommend video games to users and we need a way to measure whether the
recommendations we made were good or not. The way we do this is for every user in our user
group, we will take their review history and split it in half. Half of their reviews will be used to
create a model of their video games interest, and the other half of their reviews we will use for
validation. We can use this data to calculate our metrics. To be more specific | will outline the

steps of gathering these metrics:
For each user in our sample

1. Split user’s review data in half
2. Create a model for the user’s video game preferences. This is just a vector we can put into

our vector space.
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3. Suggest recommendations for this user, using either the collaborative filtering or our hybrid
recommendation system.
4. Use the data from our recommendations and from their personal review data in order to

calculate Precision and Recall from the given formulas.

Then we can average the Precision and Recall values for each user.

3.6 Time Complexity Analysis

Refer to 3.3.4 for the steps of our algorithm. We will describe the time complexity of

recommending 100 video games to 1 user.
Y=n+n+c+f

N is number of reviews in the user’s history. The first n in the equation represents calculating a
user’s average vector, n the second time represents gathering all the keywords from a user’s item
reviews. C is the cost of using the “Annoy” nearest neighbor library and reading the index that was
generated of all the different vectors in order to find 100 nearest neighbors. This ¢ operation is
doing a search through an optimized index of vectors, it is a constant time, very fast operation,
nowhere near brute force search. F is the cost of looking at the category keywords of each video

game in our nearest neighbors in order to find the highest ranking video games.

3.7 Sofiware Used

The different software packages we used are: PyTorch, fasti.ai (a helper library on top of
PyTorch, “Annoy” Python library for finding nearest neighbors and Google Colaboratory for
training our neural network models.
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CHAPTER 4

RESULTS AND ANALYSIS

Our research goal is to show that by building a hybrid collaborative filtering and content-
based filtering model we can improve recommendation performance, especially for user’s that

have few reviews (the cold start problem).

We described the algorithms, data and metrics we would use to compare performance
between a pure collaborative filtering model versus our novel hybrid model (collaborative and

content-based filtering). We will now discuss the results of our research.

4.2 Results

We will call the pure collaborative filtering model “Collab” and we will call our unique
hybrid model “Hybrid”. After testing 100 users with more than 100 video game reviews each and

averaging the results, here are the results we obtained.

Table 1: Precision Comparison

Collab Hybrid (our model)
Mean Precision 0.014640 0.015960
Max Precision 0.094000 0.110000
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Table 2: Recall Comparison

Collab Hybrid (our model)
Mean Recall 0.147731 0.158242
Max Recall 0.523810 0.476190

4.3 Analysis

As we can see from the data in Fig. 4-1 and Fig. 4-2, while using our hybrid

recommendation model, both Precision and Recall values were improved. Precision improved by

Precision: Model Comparison
(Larger is Better)

0.018
0.016
0.014
0.012

0.01
0.008
0.006
0.004
0.002

Category 1

H Collab  ® Hybrid (our model)

Figure 4-1: Precision Plot
nearly 9% and recall improved by 7%. Additionally, for our max precision, we see that our model
returns a larger value. It is only in the case of max recall, where we see our model have a lower

value.
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In the last paragraph we were discussing only average precision and recall values. In Fig.
4-3 we can see a sample of individual users and their metrics. In Fig. 4-3 we can see that almost

without fail, when we recommend to users with our hybrid recommendation model, the precision

and recall scores improve.

Recall: Model Comparison
(Larger is Better)

0.18
0.16
0.14
0.12
0.1
0.08
0.06
0.04
0.02

Category 1

H Collab  ® Hybrid (our model)

Figure 4-2: Recall Plot

What do these results tell us? We can see that with this user group, our recommendation
performance improves when we use our hybrid system that utilizes the keywords from video game

categories.
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precision recall precision_kw recall_kw

0 0.094 0.119593 0.110 0.139949
1 0.068 0.142259 0.078 0.163180
2 0.046 0.112745 0.048 0.117647
& 0.028 0.066667 0.036 0.085714
4 0.044 0.211538 0.048 0.230769
95 0.012 0.240000 0.074 0.280000
96 0.002 0.037037 0.004 0.074074
97 0.008 0.074074 0.010 0.092593
98 0.004 0.083333 0.006 0.125000
99 0.010 0.357143 0.010 0.357143

100 rows x 4 columns

Figure 4-3: Precision and Recall Model Comparison Per User

4.4 Literature Comparison

We can see that precision and recall improved with our hybrid model compared to the
baseline collaborative model, but we still must consider if these results are good in terms of other
research studies. For that question we look at literature comparing the performance of different
collaborative filtering algorithms [34].

Data set

Apparel Book Mavie
Measure

Precision 0.0088 0.0202 0.0648

Figure 4-4: Literature Collaborative Precision
In Fig. 4-4 we look at precision values for three different datasets that were tested and we
can compare it against our precision value of 0.015960. We see that our precision value belongs

somewhere in the middle of these example values.
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Data set
Apparel Book Mavie
Measure
Recall 0.0356 0.1320 0.0468
Figure 4-5: Literature Collaborative Recall
In Fig. 4-5 we similarly look at recall values for three different datasets that were tested

and we see how it compares against our model recall value of 0.158242. In this example we see

our recall value being higher in all three dataset cases.

What we can conclude from this comparison is that our research has the potential to be

competitive against current literature metrics regarding recommendation systems.

4.5 The Cold Start Problem

In our thesis we state that this model is intended for use with users that have low-medium
user reviews. The reason for this is unlike collaborative filtering, our model does not depend solely

on user data, it also uses keywords of video games to make recommendations.

A clarification is needed, the term the cold start problem is sometimes used to refer to the
situation with recommendation systems where there is a new user who has no previous user
reviews. This is not what we are referring to in our research, we are strictly doing research to aid
in the cold start problem with users that have low-medium reviews. It is not possible to make

accurate recommendations to a user when we have absolutely no information about that user.

This model can be helpful for recommending to users with low-medium previous reviews

because this method does not depend solely on user review data. Even if a user only has 1 or 2
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user reviews, our algorithm will still compute a vector for this user and provide reasonable results
based using out category keyword comparison. This is the power of content-based filtering
algorithms, that make use of item content like category keywords. Therefore, this model can be

helpful to solve the cold start problem for users with low-medium previous reviews.

Our research focused improving the cold start problem specifically when there were new
users with a “small amount” of previous reviews. That is to say we were researching users who

did have at least 1 previous item review.

4.6 Limitations

The problem with researching the cold start problem with a static dataset, is it can be harder
to validate if our recommendations were of good quality. With a static dataset all we have is
historical data. If we make a recommendation to a user, it may be a good recommendation but if

the recommendation was not in their item history, then we could not validate it as relevant.

If we built an online recommendation system, then we would be able to more easily validate

if a recommendation was good or not. We could validate to see if the user interacted with that

recommendation or not.

4.7 Training Results

Fig. 4-6 and Fig. 4-7 provide us with statistics about the training phase of our neural

network model. We see our validation loss decrease over 9 epochs.
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Figure 4-6: Validation Loss Over Time

epoch train_loss valid_loss precision
0 2.393258 2.388412 0.014966
1 1424343 1.439230 0.015712
2 1.398455 1401489 0.016319
3 1.354882 1.382251 0.015741
4 1309885 1.346496 0.015197
5 1.258569 1.298577 0.015124
6 1216781 1.243524 0.015890
7 1.080528 1.197760 0.016257
8 1018205 1180618 0.015727
9

0.913583 1.178464 0.015823

Figure 4-7: Validation Loss Over Epochs
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CHAPTERS

CONCLUSION, FUTURE IMPROVEMENTS, DISCUSSION

5.1 Conclusion

This research proposes a novel technique for dealing with the cold start problem. By
combining a neural network trained matrix factorization approach and a category keyword content-
based filtering approach, our model provides better precision and recall metrics than a standard
collaborative filtering approach and comparable results to literature. We also presented an
argument that this hybrid system can be beneficial to users who have low-medium previous

reviews because of less dependence on user review data.

5.2 Future Improvements

Due to lack of time we did testing on only one user group, on users with a high number of
video game reviews. This made our results more straightforward as there was a lot of data for us
to use for validation and for calculating our metrics of precision and recall. In the future we would
like to do further testing with different user groups. The first group that comes to mind is a group
of users who have only a small-medium number of video game reviews. This would correlate more
closely to the discussion of cold start problem and would be valuable data. We could do a

comparison against different user groups.

Also, in the future it would be beneficial for testing our recommendation relevancy if we

deployed this recommendation onto the internet.

A final improvement we could implement is adding additional information in our content-

based ranking. For example, instead of just using category keyword comparisons, we could also
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integrate user features like a user’s age, gender, country of origin or analyze a user’s written review

for keywords.

5.3 Discussion

Based on our research | would recommend that more research should be done into the area
of hybrid-based recommendation systems. Collaborative filtering is the most popular algorithm
for recommendations systems that is widely covered in literature [7], but it is valuable for research
to be done in other content-based fields of recommendation systems. There are clearly benefits to
be had when combining collaborative filtering with other methods, such as with a keyword-based
content filtering algorithm like our case. Benefits like dealing with the cold start problem and less

of a dependence on user data.
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