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Abstract — The method of classification of textual 
information based on the apparatus of convolutional neural 
networks is considered. The word-by-word text conversion 
into dense vectors is considered. Testing was conducted on 
the text data of the sample “The 20 Newsgroups”, this 
sample contains texts distributed in 20 classes. The accuracy, 
the best of the convolutional neural network used in this 
work, on the test sample was ~ 74%. The accuracy of voting 
of neural networks using the Bagging algorithm was ~ 
81.5%. Based on the review of similar solutions, a 
comparison was made with the following text classification 
algorithms: using the support vector machine (SVM, 
82.84%), naive bayes classifier (81%), k nearest neighbor 
algorithm (75.93%), a bag of words. 
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I. INTRODUCTION 

At the moment, one of the most popular tasks is to 
understand the text. This task includes: classification, 
translation, answers to questions, etc. The task of 
classification is one of the traditional ones in machine 
learning, and therefore text databases have been created for 
training neural networks. 

There are many solutions to the problem of text 
classification [1-4], which use various methods for 
converting text into vectors, such as character-by-character 
conversion, N-gram characters, word conversion, 
Word2vec, bag of words, and others. There are many 
algorithms for text classification: neural networks, support 
vector machine (SVM), k nearest neighbors, naive Bayes 
classifier, etc. 

Currently, deep neural networks are very popular for 
solving classification problems, since they allow achieving 
maximum accuracy among all known machine learning 
models. In addition, convolutional neural networks have 
made a breakthrough in image classification. At the 
moment, they successfully cope with some tasks of word 
processing. There are many text classification algorithms: 
neural networks, naive Bayesian classifier, support vector 
method, and others. Also, as stated in some studies [5-6], 
convolutional neural networks are better than recurrent 
neural networks, which are often used for analysis and text 
processing tasks. But the use of convolutional networks for 
the classification of texts has been little studied. Therefore, 
the study of the use of convolutional neural networks for 
the task of classifying texts, in comparison with other 
algorithms, is of practical interest. 

This paper deals with the problem of text classification 
using a multi-layer perceptron and a convolutional neural 
network. The pre-processing of textual data in the form of 
word-by-word text-to-vector conversion is considered. 
Considered voting neural networks using Bagging 
(Bootstrap aggregating) [7]. The results of training and 

testing of neural networks on a sample of textual data “The 
20 Newsgroups” [8] are presented, in this article a 
comparison is made with analogues. All programs are 
implemented in Python, using the keras library. 

The article discusses the solution to the problem of text 
classification based on a sample of text data “20 news 
groups” [8]. A review was carried out of similar solutions 
that use other text classification algorithms: the support 
vector method (SVM, 82.84%), the naive Bayes classifier 
(81%), k nearest neighbors (75.96%), a bag of words. 

II. TRAINING DATASET 

For training, testing and comparison with analogues, 
the training dataset “The 20 Newsgroups” was chosen [8]. 
This sample contains a collection of approximately 18 846 
news documents in English, which is divided 
(approximately) evenly between 20 different categories. 
These classes include topics such as religion, science, 
politics, sports, etc. The “20 newsgroups” collection has 
become a popular data set for experiments with machine 
learning techniques for text-based applications, such as 
text classification. 

III. JUSTIFICATION OF THE CHOICE OF A CONVOLUTIONAL 

NEURAL NETWORK 

In recent years, the convolutional neural network 
(CNN) has become increasingly popular and is used in 
solving various problems. CNN performed well in solving 
problems related to the processing of natural language. 
This algorithm is very flexible and can be used for 
classification using various text preprocessing methods. 
CNN classifies textual data much better than a multilayer 
perceptron [9]. The main feature of the CNN is the use of 
filters that are sensitive to a specific sequence of words. 

The predecessors of convolutional neural networks 
were models of cognitron and neocognitron. Modern-day 
convolutional neural networks were presented in the works 
of Le Kun [10-12] and A. Krizhevsky, I. Sutskever, GE 
Hinton [13]. The main layers used in convolutional 
networks are the convolutional layer, the subsampling 
layer, and the fully connected layer. 

The combination of the classification function with the 
feature of feature extraction using convolution kernels 
obtained in the learning process allows to select the 
optimal set of features. Obtaining this feature set by 
selecting the method of extracting features manually is an 
almost impossible task. 

Based on the above, it was suggested that the 
convolutional neural network apparatus can show high 
efficiency in solving the problem of text data classification. 
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The obtained results should be compared with other 
approaches that do not use neural networks in terms of the 
accuracy of solving the problem. 

IV. DATA PROCESSING 

Primary preprocessing consists in translating text into 
lower case, in removing uninformative and rare characters. 
Rare symbols include symbols used in the entire sample no 
more than a few dozen times. The following characters are 
replaced with spaces: tabulation, line feed, punctuation 
marks, a long sequence of identical characters (a set of 
three or more stars, etc.). Removed stop words. 
Lemmatization [14] of all words in the text is performed. 
An example of text preprocessing is shown in Fig. 1. 

 
Fig. 1. Text processing example. 

In this paper, a word-by-word conversion of text into a 
vector is performed. A count of the number of references 
to each word. Very rare and short words are deleted. A 
dictionary of words is compiled, in which each word is 
assigned an individual number, for subsequent submission 
to the neural network. 

It should be noted that the accuracy of convolutional 
neural networks essentially depends on a compiled 
dictionary, so if you do not delete relatively rare words or 
select the frequency of mentioning incorrectly, the 
accuracy of the network decreases significantly and may 
decrease by almost 2 times. In this work, the threshold for 
the frequency of mentioning a word in the text is chosen 
experimentally. If the word is mentioned less than in each 
25 * N text (where N is the number of classes), then it is 
deleted. 

The next stage of preprocessing is the conversion of 
text into a vector, in this paper automatic conversion into 
dense vectors of fixed size is used. Transformation into 
dense vectors is performed using the Embedding layer, 
implemented in the keras library. 

After preprocessing, all texts are standardized (cropped 
or filled) to the specified length. In this paper, all texts are 
standardized to a text length of 300 words. If the length of 
the text is less than 300 words, then the missing part of the 
vector is filled with zeros. 

V. THE RESULTS OF LEARNING AND TESTING NEURAL 

NETWORKS 

In this paper we tested convolutional neural networks 
of various topologies. The Bagging algorithm was applied. 

All neural network topologies were trained using the 
NADAM method [15], using the categorical loss function 
(categorical_crossentropy). In all hidden layers of the 
neural network, the activation function RELU is used [16]. 
The output layer uses the softmax activation function [17]. 

The Bagging algorithm uses the voting of 7 
convolutional neural networks. Voting takes place by 
elementwise multiplication of the output vectors of neural 
networks. The topology of the best convolutional neural 
network used in this work is shown in Fig. 2. 

 The topologies of convolutional neural networks are 
different (the number of layers, the number of neurons in 
the layer and the size of the convolution window, etc.). 

In this work, we tested neural networks on the test 
sample “The 20 Newsgroups” [8], using word-by-word 
text conversion into dense vectors. 

The recognition accuracy of the most accurate 
convolutional neural network on the test sample is ~ 74%. 
The average accuracy of the used neural networks is ~ 
71.9%. When using convolutional neural networks and the 
Bagging method, the classification accuracy increases to ~ 
81.5%. 

According to the data obtained, it can be concluded that 
the Bagging algorithm significantly increased the 
classification accuracy. 
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Fig. 2. The topology of the convolutional neural network, the best of 
those used in this work.  

VI. COMPARISON WITH ANALOGUES 

There are many analogs for solving the problem of text 
classification, which were tested on the basis of text data 
“The 20 Newsgroups” [1-3]. The presented analogues use 
such methods as: multilayer perceptron, convolutional 
neural networks, naive Bayes classifier, and support vector 
machine (SVM). 

In article [1], the author uses a bag of words and a 
multilayer perceptron as a classifier. In the article, the 
author uses three classes from the training set: 
comp.graphics, sci.space, rec.sport.baseball. The accuracy 
of the neural network used in the article [1] was 75%. 

In this paper, we tested the voting of neural networks 
(the algorithm described above) according to the data 
indicated in the article [1]. The accuracy of the algorithm 
was ~ 95.5%. The voting accuracy of convolutional neural 
networks far exceeds the accuracy of the algorithm 
specified in the article [1]. A comparison of the accuracy 
of the algorithms is shown in Fig. 3: 

 
Fig. 3. A comparison of the accuracy of the algorithms [1].  

In the article [2], the author tested the following 
algorithms: support vector machine (SVM), k nearest 
neighbors, naive Bayes classifier, etc. In the article, the 
author uses all 20 classes from the training set. The 
accuracy of the support vector method (SVM) is 82.84%. 
This algorithm is the best of those presented in article [2] 
for training and testing on the sample “The 20 
Newsgroups” [8]. The accuracy of the support vector 
method exceeds the accuracy of the classifier of voting-
based convolutional neural networks. The accuracy of the 
naive Bayes classifier presented in article [2] is 81%, 
which greatly exceeds the algorithm of k nearest 
neighbors, which was tested in article [2]. The accuracy of 
the k nearest neighbor algorithm is 75.93%. 

In this paper, we tested the voting of neural networks 
using the Bagging method on the data indicated in the 
article [2]; the accuracy on the test sample was ~ 81.5%. 
Voting of neural networks is inferior to the support vector 
method (SVM). Also, this method proved to be more 
accurate than other algorithms specified in the article [2]. 
A comparison of the accuracy of the algorithms is 
presented in Fig. 4: 

 
Fig. 4. A comparison of the accuracy of the algorithms [2].  

In the article [3], the author tested the following 
algorithms: a naive Bayes classifier and the support vector 
machine (SVM) method. In the article, the author uses four 
classes from the training set: alt.atheism, comp.graphics, 
sci.med, soc.religion.christian. The accuracy of the naive 
Bayes classifier used in article [3] was 83.4%. The 
accuracy of the support vector (SVM) method used in [3] 
was 91.2%. 

In this work, we tested the voting of neural networks 
using the Bagging method on the data indicated in the 
article [3], the accuracy on the test sample was ~ 92%, 
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which slightly exceeds the support vector method (SVM, 
91.2%). In addition, the Bagging algorithm far surpasses 
the naive Bayes classifier (83.4%). A comparison of the 
accuracy of the algorithms is presented in Fig. 5: 

 
Fig. 5. A comparison of the accuracy of the algorithms [3]. 

Based on the comparison with analogues, we can 
conclude that the voting of neural networks using the 
Bagging method can compete with such methods as the 
naive Bayesian classifier and the support vector method 
(SVM). 

VII. CONCLUSION 

In this paper, the voting of convolutional neural 
networks by the Beggig algorithm is implemented and 
tested. On the basis of the obtained results, it can be 
concluded that voting of convolutional neural networks 
using Bagging showed a significant increase in 
classification accuracy compared to previously obtained 
results using a multi-layer perceptron [9] and can compete 
with other presented algorithms intended for text 
classification. In the future we plan to search for new and 
improve the methods used to solve this problem. 
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