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Abstract—Evaluating whole-body motion is challenging
because of the articulated nature of the skeleton structure. Each
joint moves in an unpredictable way with uncountable possi-
bilities of movements direction under the influence of one or
many of its parent joints. This paper presents a method for
human motion quantification via three-dimensional (3-D) body
joints coordinates. We calculate a set of metrics that influence the
joints movement considering the motion of its parent joints with-
out requiring prior knowledge of the motion parameters. Only
the raw joints coordinates data of a motion sequence are needed
to automatically estimate the transformation matrix of the joints
between frames. We also consider the angles between limbs as
a fundamental factor to follow the joints directions. We classify
the joints motion as global motion and local motion. The global
motion represents the joint movement according to a fixed joint,
and the local motion represents the joint movement according
to its first parent joint. In order to evaluate the performance of
the proposed method, we also propose a comparison algorithm
between two skeletons motions based on the quantified metrics.
We measured the comparative similarity between the 3-D joints
coordinates on Microsoft Kinect V2 and UTD-MHAD dataset.
User studies were conducted to evaluate the performance under
different factors. Various results and comparisons have shown
that our method effectively quantifies and evaluates the motion
similarity.

Index Terms—Human–computer interaction, motion quan-
tification, similarity evaluation, three-dimensional (3-D) human
motion representation.
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I. INTRODUCTION

UNDERSTANDING human behavior is indispensable for
automating many tasks. Human body motion analysis

is a branch of understanding human behavior, and it
is fundamental for various applications, such as surveil-
lance [1]–[3], human–computer interaction [4]–[6], health
care of the elderly [7], [8], human gait analysis [9], [10],
and robotics [11]–[16]. A variety of motion capture systems
have been built to capture the human motion using different
techniques, including wearable devices and sensors, multiple
cameras, or even a single camera. Some of the systems
combine many devices together to improve the capturing
quality and generate accurate positions of the human body
joints. Recently, the fast development in machine learning
algorithms [17], [18] greatly improved the quality of motion
data. Microsoft Kinect [19] can accurately estimate three-
dimensional (3-D) human body joints to form a skeleton
model from a single depth image using the method in [20].
Real-time motion capture from just a single RGB image is
proposed in [21] via a deep learning convolutional neural
network (CNN) model to estimate accurate 3-D human body
poses.

The accuracy of the body key joints generated from the
recently developed systems motivated researchers to work on
understanding and analyzing the human motion to extract
informative data that can be useful for exploitation in several
applications. A lot of attempts have been made to recognize
the human actions from a 3-D skeleton model through pro-
cessing the joints coordinates [22]–[24]. However, all those
proposed methods can only recognize a limited number of
actions from training samples of a dataset because there are
unlimited possibilities of the body movements that make it
extremely difficult to recognize all possible actions. One big
challenge facing the human motion analysis in general is the
sensitivity of the joints motion in 3-D space. The articulated
nature of the human body complicates the representation and
the quantification of the body motion because the movement
of any joint can be due to itself or due to the movement of one
or many of its parent joints. This restriction makes it ambigu-
ous to distinguish the motions just by looking at the joint
movement. For example, the movement of the wrist joint can
be due to itself, due to the elbow, due to the shoulder, or due
to the movement of the whole body. Moreover, without a clue
about the joints direction, the movement of a joint from right
to left or left to right will be considered the same if they have
the same trajectory shape. Furthermore, it is difficult to know
exactly whether the shape of the joint movement trajectory
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Fig. 1. (a) Skeleton model used for motion quantification. (b) Metrics used in the proposed quantification algorithm: a detailed illustration of the left leg
coordinates. The rotation and the translation of the joint j4 according to its parent joint (j3) are considered as local motion, whereas its rotation and translation
according to the hip center (j1) are considered as global motion. a1, a2, . . . , a8 are the angles between limbs.

is circular or straight in order to decide if the rotation or
the translation is more convenient to represent the movement.
The human motion analysis requires a detailed and effective
representation that can quantify the joints movement direction,
angles, etc., so that each movement will have a unique rep-
resentation. The previous analysis motivated us to think that
the best motion evaluation method must cover all the aspects
that influence the joints movement and, hence, the whole-body
motion.

In this paper, we present a method for human motion quan-
tification. By motion quantification, we refer to providing a
numeric representation for the body motion based on a set
of a calculated metrics. Accurate quantification is indispens-
able to distinguish between different human movements even
when they are performed in a slightly different way. Our objec-
tive is to propose a robust representation for the body motion
using 3-D joints coordinates generated from any motion cap-
ture system. The proposed algorithm takes a sequence of input
skeletons in a form of 3-D joints coordinates then generates a
set of metrics for each joint. We consider two types of metrics:
1) motion metrics are calculated between each pair of consec-
utive frames and 2) angles metrics are calculated within each
frame. Since the joints displacement from one frame to another
can be represented by a rotation or a translation depending
on its trajectory, we consider both measurements to estimate
the transformation matrix between each pair of frames from
the joints coordinates directly. We also categorize the motion
metrics into two categories: 1) the local motion to represent
each joint displacement according to its first parent joint in the
skeleton hierarchy and 2) the global motion to represent the
motion of each joint according to a fixed joint in the skeleton
hierarchy which we consider as the origin joint because its
motion is not influenced by any of the other joints [hip center
in Fig. 1(a)]. The motivation behind analyzing the joint motion

locally is that the local motion provides information about the
influence of the parent joints to overcome the problem of iden-
tifying which joints in the skeleton hierarchy are the cause of
the movement. We also consider the angles between skeleton
limbs to check how far the joints are moving from each other
during the motion.

In order to test the effectiveness of the motion quantifica-
tion algorithm, we propose a comparison algorithm to evaluate
the similarity between two movements of the human body
using our quantification. The algorithm takes the outputs met-
rics from the quantification phase of the two movements then
generates a percentage that indicates the level of similarity
based on a calculated distance between the metrics of the
two skeletons. Using the motion quantification and compar-
ison algorithms together can be of a great benefit for many
motion evaluation applications in practice. Fig. 2 gives a gen-
eral idea about our proposed method. The main contributions
of this paper can be summarized as follows.

1) A motion quantification algorithm that estimates the
movement of the body from only a raw 3-D joints coor-
dinates without the need of prior knowledge about the
body joints motion parameters that are usually offered
by motion capture systems, which makes it appropri-
ate to be used with any system that generates 3-D body
joints.

2) A motion comparison algorithm evaluates the similar-
ity between two motions based on the quantification
of the joints movements. It assigns a percentage of
similarity to each joint in each frame according to a
calculated distance. The comparison algorithm can be
applied to, e.g., applications that demand movement
imitation.

3) The evaluation results comprehensively demonstrate the
effectiveness of our motion quantification and, hence,
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Fig. 2. Framework of the proposed motion quantification and comparison method. The motion metrics of the skeleton sequences are calculated (quantification),
followed by a comparison between the two metrics according to given thresholds to evaluate the similarity between the two bodies movements.

comparison algorithm. Besides the evaluation on a
benchmark dataset, a user study is carried out through
recording sports movements and comparing the users’
performance to test the effectiveness of the proposed
method in real situations.

The rest of this paper is organized as follows. A review of
the related work is presented in Section II. Technical details of
our approach are given in Section III followed by the exper-
imental results and user study in Section IV. The proposed
work is concluded in Section V.

II. RELATED WORK

In this section, we discuss some of the motion capture
systems and methods used for generating 3-D joints coordi-
nates, where our method can be applied. After that we review
some of the recent human motion analysis methods followed
by a discussion about motion comparison.

A. Motion Capture Systems

Motion capture systems vary by the type of devices used
to capture the motion of the human body, including wearable
devices and sensors, multiple cameras, a single camera, or
involving multiple types of equipment together. Arsenault and
Whitehead [25] presented a system composed of ten wearable
inertial sensors connected in the form of a network to deter-
mine the change in the body movement. Zhang and Zhang [26]
proposed an inexpensive human motion capture system pro-
totype using a flexible architecture and distributed computing
technology. Tao et al. [27] proposed a wearable motion capture

microsensor system to capture the motion in real time, then a
3-D model of the human body is employed to reconstruct the
motion. The introduction of time-of-flight cameras provided
depth cues of the human body, which makes using wear-
able devices less required for capturing the human motion.
Later on, depth cameras became the basis of several proposed
motion capture systems. Ganapathi et al. [28] proposed an
algorithm involves a generative model and a discriminative
model to filter a stream of monocular depth images in order to
capture the human motion at the frame rate from a single depth
camera. Microsoft Kinect [19] is a popular depth sensor that
can capture the human motion by generating an accurate body
joints from a single depth image using the algorithm proposed
in [20]. A matching algorithm between the depth map and 3-D
full-body point cloud is proposed in [29] for accurate pose
estimation from a single depth image. Multiple depth cam-
eras were exploited in [30] to improve the human body pose
recognition using different views. Their method uses multiple
depth maps as inputs of a classifier to identify body part region
through segmentation, then all the views are merged in a single
3-D point clouds to estimate the body pose. Shuai et al. [31]
involved multiple Kinect depth cameras to capture the point
cloud of the human body from different views with the help
of a designed ellipsoid-based skeleton to capture the geome-
try details of the tracked body. The fusion of multisensors for
capturing human motion is presented in [32]. They combined
video data with a small number of inertial sensors to overcome
the weaknesses of using one type of data.

The recent development in machine learning field moti-
vated researchers to work on capturing human motion from
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a single RGB image via estimating the body parts position
using trained models with large datasets. Even though pose
estimation from a single RGB image is a challenging task
due to the lack of depth cues, the complexity of the back-
ground, clothing color, and the uncountable possible position
of body parts, many recent successful approaches can esti-
mate 3-D body poses from a single RGB image, which makes
capturing the human motion easier and cheaper than previous
approaches that involve depth cameras and wearable sen-
sors. Moreno-Noguer [33] proposed a human pose estimation
method using a single RGB image. The method infers 3-D
poses from two-dimensional (2-D) poses, then improves pose
estimation precision by representing the problem as a learning
2-D to 3-D human poses using a distance matrix for regression.
Predicting 3-D human poses from multiview RGB images is
proposed in [34] to avoid using large dataset for training.
VNect [21] is a recent successful method that captures 3-D
human poses in real time from a single RGB image. The
method jointly predicts 2-D and 3-D human body poses using
CNNs, then a skeleton kinematic model is used for fitting 2-D
to 3-D poses to generate stable angles between joints.

B. Motion Analysis

The development in motion capture systems opened the
way to exploit the data for motion analysis and understanding
human behavior. A variety of algorithms based on machine
learning have been proposed to recognize the human actions
from a 3-D skeleton model. Gaglio et al. [22] exploited
the joints detected by Microsoft Kinect for activity recog-
nition using three machine learning algorithms: 1) K-means
clustering to find the joints involved in the activity; 2) sup-
port vector machines (SVMs) for postures refinement; and
3) hidden Markov models (HMMs) to model human activities.
Du et al. [35] transformed the skeleton joints coordinates to
an RGB image where each of the three channels of the image
represents the motion features along one of the Cartesian coor-
dinates axes. In [23], the skeleton of the human body is divided
into five parts, each part is used as an input to five recurrent
neural networks which are fused together to classify human
actions. Wang et al. [24], [36] transformed the skeleton joints
trajectories shapes from 3-D space into three images to rep-
resent the front view, the top view, and the side view of the
joints trajectories shapes. The three views are given to a CNN
model for action classification.

To the best of our knowledge, there are very limited
proposed approaches for motion quantification or compari-
son. Chen and Koskela [37] proposed an alignment method
between two motion sequences using dynamic time warp-
ing, one sequence was recorded by the Kinect and the other
sequence was recorded by another motion capture system.
Their method calculates a similarity matrix between the two
sequences to find the minimum distance for alignment. In [38],
a comparison between human and robot motions based on the
skeleton data is proposed. The movement of both human and
robot are modeled by an HMM. However, their method works
only on limited types of movements learned by the model.

III. METHOD

A. Overview

The challenge facing human motion analysis and evalua-
tion is the lack of a strong representation that can provide a
distinctive description of each movement even though when
the difference in motion is small. In spite of the fact that
the previous approaches mentioned in Section II tried to rec-
ognize a limited number of human actions by classification
based on predefined movements, the human motion needs
a detailed representation to model any type of movement,
which is the key factors for many human–machine interaction
applications. From the literature of the state-of-the-art motion
capture systems and motion analysis methods, we found that
the best data type to represent the motion of the human body
is a skeleton model of 3-D joints since it provides precise
information about the body movement. In this paper, we use
the skeleton model presented in Fig. 1(a) for motion analy-
sis and experiments. We chose 15 essential joints which are
enough to cover informative details of the human motion.
First, we propose an algorithm to quantify the motion based
on metrics calculated from the 3-D joints. Second, in order
to test the performance of the quantification algorithm, we
propose a comparison algorithm between two motions based
on the quantification metrics to evaluate the motion similarity
between two existing movements.

B. Motion Quantification

There are unlimited possibilities of the joints movement
direction because of the articulated nature of the human body,
which makes taking the changing in 3-D Cartesian coordi-
nates of the joints as a factor for motion quantification is not
enough. As a matter of fact, two similar motions may have dif-
ferent Cartesian coordinates due to the large numerical space
of the coordinates values. Even though when two motions
have the same joints coordinates, we do not know whether a
joint is moving by itself or under the influence of other joints.
Furthermore, the movement direction is unknown. We propose
a set of metrics that analyze the skeleton joints motion from
many aspects for the sake of providing a distinctive representa-
tion of each motion, including the rotation and the translation
of the joints according to the whole body and according to
its parent joints. We also consider the angles between limbs
as an essential metric to gather information about the joints
direction. The only input data required to apply the quantifi-
cation algorithm are the raw Cartesian coordinates of the 15
joints [Fig. 1(a)], then our proposed algorithm will estimate
the motion metrics automatically.

The mathematic geometric representation of any point dis-
placement in 3-D space can be defined by the rotation and the
translation in the form of a transformation matrix. We adopt
this mathematic transformation to represent the movement of
the joints from frame to another during the motion. The rota-
tion is defined as the changing in the angles around the three
axes of the Cartesian coordinates system, and the translation is
defined as the changing in the distance along the three axes.
We use both metrics to represent the joints motion in 3-D
coordinates system. In order to make the hip center the origin
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Algorithm 1 Motion Quantification
1: function QUANTIFY (Sk, N_frms)
2: Sk: Skeleton joints
3: Gr, Gt: Global Rotation and Global Translation
4: GM, LM: Global and Local transformation Matrices
5: for i = 1 to N_frms do

6: for j = 1 to 15 do

7: [Gr(i, j), Gt(i, j)] = Kabsch([Sk(i−1,j), Sk(i,j), Sk(i+1,j)])

8: GM(i, j) = [Gr(i, j) Gt(i, j) [0 0 0 1]t]

9: [G_θx(i, j), G_θy(i, j), G_θz(i, j)] = Eurler(Gr(i, j))

10: LM(i, j) = GM(i, j) × [LM(i, p1) × . . . × LM(i, 1)]−1

11: [Lr(i, j), Lt(i, j)] = LM(i, j)

12: [L_θx(i, j), L_θy(i, j), L_θz(i, j)] = Eurler(Lr(i, j))

13: G_Motion(i, j) = [G_θx(i, j), G_θy(i, j), G_θz(i, j), Gt(i, j)]

14: L_Motion(i, j) = [L_θx(i, j), L_θy(i, j), L_θz(i, j), Lt(i, j)]

15: end for

16: for k = 1 to 8 do

17: Angles(k) = CalcAngle(Sk(i, k), Sk(i, pr), Sk(i, ch))

18: end for

19: end for

20: return G_Motion, L_Motion, Angles

21: end function

of the coordinate system, we normalize the joints coordinates
by subtracting the coordinates of the hip center j1 (Fig. 1)
from their coordinates values. As we previously mentioned,
we categorize the motion into global and local. The global
motion is evaluated according to the hip center joint, and the
local motion is evaluated by taking the first parent joint as the
origin of the system. Besides the local and the global motion
metrics, we also consider the angles between skeleton limbs as
an essential factor for analysis. The angles between limbs pro-
vide critical information about the joints direction by knowing
how the joints are moving from each other during the motion.
Algorithm 1 (motion quantification) presents a detailed illus-
tration of the motion quantification. In the following sections,
we illustrate in details the quantification method.

1) Global Motion (Global Transformation Matrix): We
define the global motion as the joints movement by consider-
ing the hip center joint as the origin of the coordinates system.
For the global motion, we only care about how the joints
move around the origin without taking into consideration the
movement of its parent joints. The rotation and the transla-
tion of a joint can be deduced from the transformation matrix.
However, the only motion data that we have are the joints
coordinates in each frame. We propose an approach to esti-
mate the rotation and the translation of the joints from only
the joints coordinates by using the Kabsch [39] algorithm,
which was proposed to estimate the rotation and the transla-
tion between two groups of 3-D points given the start and the
end coordinates of their displacement, where all the points are
assumed to be moved with the same rotation and translation.
Each group must contain at least two points. However, during
the movement of the human body, the joints do not move in
the same way due to the articulated skeleton structure, which

Fig. 3. Two sets (A and B) formed from the same joint to determine its trans-
formation using the Kabsch algorithm. The two sets represent the movement
of the same joint from the frame i − 1 to the frame i and from the frame i to
the frame i + 1.

makes choosing a group of joints that move from a frame i to
a frame i + 1 is impossible.

Since the change in the joints coordinates from a frame to
another during the motion is unnoticeable with a high frame
rate, we suppose that any joint displacement from the frame
i − 1 to the frame i and from the frame i to the frame i + 1
has the same transformation matrix. We use the coordinates
of each joint to create two sets of its displacement from one
frame to another to determine its transformation matrix using
the Kabsch algorithm. Each set contains two points. The first
set A contains the coordinates of the joint j in the frames i−1
and i. The second set B contains the coordinates of the joint j
in the frames i and i+1. Fig. 3 illustrates the formation of the
two sets used to apply the Kabsch algorithm, and (1) defines
the problem of determining the rotation and the translation
of a joint (point) X of a set A to its corresponding coordi-
nates Y of a set B. Equations (2)–(6) illustrate the steps of
the Kabsch algorithm to calculate the rotation matrix R and
the translation vector T , and hence, the transformation matrix.
The goal of this calculation is to get the global rotation angles
(θx, θy, θz) around the three axes, and the global translation
(tx, ty, tz) along the three axes (last column of the transforma-
tion matrix). In spite of the fact that we involved the frame
i − 1 in the calculation to apply the Kabsch algorithm, our
objective is to determine the joint movement from the frame
i to the frame i + 1

X = R × Y + T (1)
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where R is the rotation matrix and T is the translation vector.
X is the starting point of the movement and Y is the ending
point of the movement

SetA =
{

P1
A, P2

A, . . . , PN
A

}

SetB =
{

P1
B, P2

B, . . . , PN
B

}
(2)

CentA = 1

N

N∑
i=1

Pi
A CentB = 1

N

N∑
i=1

Pi
B (3)

where SetA and SetB are the starting and the ending sets of
3-D joints. Pj

A is the coordinates of the joint j in the starting
frame and Pj

B represents its corresponding joint coordinates
in the ending frame. In our case, we use only sets of two
joints coordinates (Fig. 3), where in our case N = 2 (two
joints). CentA and CentB are the centroid of SetA and SetB,
respectively

H =
N∑

i=1

(
Pi

A − CentA
)(

Pi
B − CentB

)t
(4)

[U, S, V] = SVD(H) R = VUt (5)

T = −R × CentA + CentB (6)

where H is the covariance matrix. SVD is the
SingularValueDecomposition function that factorizes the
matrix H into three matrices (U, S, and V). The rotation
matrix R is calculated from the matrices U and V . T is the
translation vector where T = [tx ty tz]t. It represents the
movement of the points along the axes X, Y , and Z

TF =

⎡
⎢⎢⎣

tx
R ty

tz
0 0 0 1

⎤
⎥⎥⎦ (7)

where TF is the transformation matrix of the joints movement
from SetA to SetB

θx, θy, θz = Euler(R) (8)

where Euler is a function calculates the rotation angles θx, θy,
and θz around the axes X, Y , and Z, respectively, from the
rotation matrix R.

2) Local Motion (Local Transformation Matrix): We define
the local motion as the movement of each joint according to
its parent joint. The calculation of the local motion metrics is
based on taking the parent joint as the origin instead of the
hip center joint. Fig. 1(b) illustrates the difference between
the global and the local joint metrics. For example, the local
motion of the joint j4 in the figure is calculated according to
its parent joint j3 with the coordinate system Xj3, Yj3, and Zj3.
However, the global motion of the joint j4 is calculated accord-
ing to the joint j1 (hip center) with the coordinate system
Xj1, Yj1, and Zj1. Same case for the joint j3 with its local
motion according to its parent joint j2 and the global motion
according to the joint j1. The case of the joint j2 is a little dif-
ferent because its parent joint is the same as the origin joint,
which makes the local motion metrics are the same as the
global metrics.

The global transformation matrix of a joint can be writ-
ten as the product of the local transformations of its parent
joints in the hierarchy sequence until the hip center joint. In
order to obtain the local transformation matrix of a joint, we
multiply the global transformation (calculated previously) and
the inverse of the product of the local transformations of its
parent joints. After calculating the local transformation matrix,
we get the local rotation (θx, θy, θz) and translation metrics
(tx, ty, tz) using (7) and (8)

Mglobal(j) =
∏

Mlocal(j) · Mlocal(j−1) · · · · Mlocal(j1) (9)

Mlocal(j) = Mglobal(j).
[
Mlocal(j−1) · · · · Mlocal(j1)

]−1 (10)

where Mglobal(j) is the global transformation matrix of the joint
j, and Mlocal(j) is the local transformation matrix of the joint j.
Mlocal(j−1) · · · · Mlocal(j1) are the local transformation matrices
of the parent joints from the joint j − 1 to the origin j1 (hip
center) in the hierarchy.

3) Angles Between Limbs: The angles between limbs deter-
mine the direction of the joints by checking the size of the
angles in each frame, which we consider as an essential param-
eter in the motion quantification that provides information
cannot be extracted from the transformation matrix. Fig. 1(b)
shows the eight angles (a1, a2, . . . , a8) selected to evaluate the
motion between limbs. For example, the change in the angle
a3 (left leg) provide clues about the direction of the joint j4.
When the angle a3 getting larger, the direction of the joint j4
is toward the bottom, and when the angle getting smaller, the
joint direction is toward the top.

We use the law of cosines to calculate the angle of a triangle
formed by the limbs based on the coordinates of its vertices.
In our case, each of the eight angles is considered as one
of the vertices of the triangle formed with the two adjacent
joints. Fig. 1(b) shows the triangle formed by the joints j2–j4
to calculate the angle of the joint j3. Unlike the transforma-
tion matrix of the joints that are calculated between frames to
model the displacement from a frame i to a frame i + 1, the
angles between limbs are calculated in each frame i

d(ja,jb) = ‖j(xa, ya, za) − j(xb, yb, zb)‖ (11)

a3 = Ang(j3) = cos−1

(
d2
(j2,j3)

+ d2
(j4,j3)

− d2
(j4,j2)

2 ∗ d(j2,j3) ∗ d(j4,j3)

)

(12)

where d(ja,jb) is the Euclidian distance between two joints.
Ang(j3) is the angle of the joint j3 calculated from its two
adjacent joints j2 and j4 [a3 in Fig. 1(b)].

C. Motion Comparison

We propose a comparison algorithm between two skele-
tons motions to evaluate the performance of the quantification
and provide an evaluation of motion similarity, which can
be used for many human–computer interaction applications
that demand imitating movements and automatic similarity
evaluation. The comparison algorithm calculates the distance
between two motions metrics, then evaluates their similarity
depending on a given threshold for each metric. There are
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Algorithm 2 Motion Comparison
Input: Skel1, Skel2, N_frms
Output: Similarity_Percentage
Threshols: Gthθ , Lthθ , Gtht, Ltht, th_angles = [tha1, tha2 . . . tha8]
Percentages: Gθ%, Lθ%, Gt%, Lt%, angles% = [a1%, a2% . . . a8%],
GFrame% = 0, LFrame% = 0, AngFrame% = 0

1: [G_Motion1, L_Motion1, Angles1] = QUANTIFY(Skel1, Nfrms)

2: [G_Motion2, L_Motion2, Angles2] = QUANTIFY(Skel2, Nfrms)

3: for i = 1 to N_frms do

4: for j = 1 to 15 do

5: [G_dθ, G_dt] = Distance(G_Motion1(i, j), G_Motion2(i, j))

6: [L_dθ, L_dt] = Distance(L_Motion1(i, j), L_Motion2(i, j))

7: if G_dθ ≤ Gthθ then GFrame% = GFrame% + Gθ% end

8: if G_dt ≤ Gtht then GFrame% = GFrame% + Gt% end

9: if L_dθ ≤ Lthθ then LFrame% = LFrame% + Lθ% end

10: if L_dt ≤ Ltht then LFrame% = LFrame% + Lt% end

11: end for
12: for k = 1 to 8 do
13: [da1, da2, . . . , da8] = Distance(Angles1(i, k), Angles2(i, k))
14: if da1 ≤ tha1 then AngFrame% = AngFrame% + a1% end

15:
.
.
.

16: if da8 ≤ tha8 then AngFrame% = AngFrame% + a8% end
17: end for
18: if AngFrame% > 65% then
19: Frame% = ((GFrame% + LFrame%) + AngFrame%)/2
20: else
21: Frame% = 0
22: end if
23: Sum_Frames = Sum_Frames + Frame%
24: end for
25: Similarity_Percentage = Sum_Frames / N_frms
26: return Similarity_Percentage

three levels for evaluation, joints comparison, frames compar-
ison, then whole motion comparison. While the evaluation is
based on a frame with frame comparison, it requires that the
two motions have the same number of frames. In case that
the number of frames is different, the algorithm compares the
sequence of smaller frames number with the first subsequence
of the second sequence to check the similarity, then the first
sequence is slid to the next subsequence by one frame and
the motion similarity is checked again, etc. The subsequence
that generates high similarity result is considered as the final
results of the comparison. The superiority of our algorithm lies
on checking in which part of the sequence exactly the motions
are similar. For example, the sequence of larger frames may
contain all the skeleton position of the sequence of smaller
frames but they are distributed over the sequence. By com-
paring the same number of frames, we guaranty that all the
positions must be consecutive in order to generate high similar-
ity. The inputs of the comparison algorithm are the metrics of
two skeleton motions generated from the quantification algo-
rithm including, local and global joints transformations, and
the angles between limbs. Algorithm 2 (motion comparison)
gives a detailed illustration of the comparison process.

1) Distance Between the Two Motions: In order to compare
the two motions, we calculate the distance between the skele-
tons metrics of the two sequences. The distance determines
how different are the translations, rotations, and the angles

between limbs of one skeleton from the other skeleton of the
same joint at the same frame number. Large distance indicates
that there is a large difference between the joints motions.
The diversity of the metrics used for motion quantification
are efficient for motion comparison. For instance, if the dis-
tance between the global rotation joints reveals that the joints
movements are similar, the local rotation distance gives more
proof whether the joints were moved in similar ways. The dis-
tance between the angles of the limbs of the two skeletons at
each frame improves the comparison precision by checking
the joints direction.

2) Threshold Comparison: It is impossible to find two
motions that have exactly the same metrics because of the
sensitivity of the joints to the change in the coordinates val-
ues. We set a threshold for each metric distance to allow an
error margin for the comparison. During our experiments, the
thresholds values were set according to the importance of the
metrics and their impact weight on the whole motion. For
example, we set the threshold of the global rotation greater
than the local rotation, and the threshold of some angles of the
limbs are set greater than others according to their sensitivity
to the change during the motion. For example, the elbow angle
a6 is more changeable than the shoulder angle a5 (Fig. 1). In
Section IV, we show the influence of changing the thresholds
on the motion comparison.

3) Percentage Similarity: The evaluation of the joints sim-
ilarity is based on assigning a percentage to each joint to
indicate its similarity rate. This rate is calculated based on
giving a partial percentage to each of the joints metrics, includ-
ing rotation angles, translation vectors, and limbs angels. The
partial percentage is assigned to a metric if it is less than a
threshold. We consider the sum of the partial percentages of
the rotation angles and the translation vectors as the first part
of the joint evaluation, and the partial percentage of the angles
between limbs as the second part. The two parts are averaged
to get the final similarity percentage of the joint. After that the
evaluation of the whole skeleton motion in each frame is calcu-
lated by averaging the percentages of the 15 joints. In the end,
the percentage similarity of the whole motion is the average
of all frames percentages calculated previously (Algorithm 2).

IV. EXPERIMENTAL RESULTS

We evaluated our quantification method using the com-
parison algorithm on skeleton motions of actions from the
UTD-MHAD dataset, and we also performed an evaluation of
motions on a dataset that we recorded using Microsoft Kinect
V2 [19] for motion comparison and user study. In both cases,
we consider only 15 joints presented in Fig. 1(a) for experi-
ments. Also, a comparison on skeleton alignment with existing
methods was also conducted.

A. UTD-MHAD Dataset

1) UTD-MHAD Results: UTD-MHAD dataset [40] was
collected using Microsoft Kinect depth sensor and inertial
wearable sensors for action recognition. The dataset contains
27 actions, namely right arm swipe to the left, right arm swipe
to the right, right-hand wave, two hand front clap, right arm
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Fig. 4. Similarity comparison on pairs of similar actions types from the UTD-MHAD dataset. S: subject (user) and T: trial.

throw, cross arms in the chest, basketball shooting, right-hand
draw x, right-hand draw circle (clockwise), right-hand draw
circle (counter clockwise), draw triangle, bowling (right hand),
front boxing, baseball swing from right, tennis right-hand fore-
hand swing, arm curl (two arms), tennis serve, two hand push,
right-hand knock on a door, right-hand catch an object, right-
hand pick up and throw, jogging in place, walking in place,
sit to stand, stand to sit, forward lunge (left foot forward),
and squat (two arms stretch out). The actions have been per-
formed by eight subjects, and each subject repeated the action
four times.

In spite of the fact that the goal of the dataset is to be
used to recognize human actions which is different from our
goal, we exploit the fact that there are similar actions per-
formed in different ways by different people to evaluate the
motion similarity using our proposed method. Our evaluation
method is based on choosing two similar actions performed
by different subjects or by the same subject, then we apply
the proposed algorithm to quantify and compare two actions.
The results expected from the algorithm should generate a
high similarity percentage for actions of the same type and
a low percentage for different actions. Fig. 4 shows the eval-
uation of the comparison results of randomly selected pairs
of subjects performed the same action. The evaluation results
show a similarity percentage above 70% in most cases which
is evidence that the proposed quantification and comparison
algorithms can effectively represent and evaluate the human
motion. The results vary from one pair to another depending on
how the same action is performed. Many factors could influ-
ence the action performance, such as the speed of the subject,
and the body parts direction during the movement. For exam-
ple, the action: hand catch can be performed with an arm at

the upper body side or at the lower body side which makes the
comparison generates 74% of similarity percentage. However,
the actions that are usually performed in similar ways where
there is no possibility for a large difference in performance,
such as: knock on the door, the algorithm generates a high
similarity percentage (94.22%).

In order to test the performance of the algorithm when the
motions are different, we selected 22 pairs of different actions
types performed by different subjects. Fig. 5 shows a percent-
age similarity lower than 40% in all cases. This time also the
algorithm shows the stability in evaluating different actions
by generating a low similarity percentage. The lowest simi-
larity percentage is generated for the actions: walking—sit to
stand with 19.24% and the actions: sit to stand—stand to sit
with 19.27%. We can notice that the actions are completely
different during the skeleton motion which reflects the low
similarity percentage. However, for the actions: forward lunge
(left foot)—squat, the algorithm generates the highest similar-
ity percentage (39.1%) because most of the body parts have
common movement since both actions performed by bend-
ing down. The only difference is that the first action requires
moving the leg forward while bending. Generally, the results
generated from the proposed quantification and comparison
algorithms presented in Fig. 4 and Fig. 5 shows that when
the two motions performed with the same body parts in the
same direction but with a little difference in the performance,
the comparison algorithm generates high similarity percentage.
However, when there is a difference in the movement direc-
tion even in only one body part, the comparison algorithm
generates a low similarity percentage.

2) Threshold Influence on the UTD-MHAD Dataset
Actions: Since the comparison between the two motions is
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Fig. 5. Similarity comparison on pairs of different actions types from the UTD-MHAD dataset. S: subject and T: trial.

Fig. 6. Influence of the thresholds on the motion comparison using the UTD-
MHAD dataset. On pairs of the (a) same actions and (b) different actions.

based on calculating the distance between the metrics, the
judgment of the motion similarity is based on thresholds. In
order to investigate the impact of the thresholds on the com-
parison, each time we change the thresholds and evaluate the
comparison results. We define two lists of thresholds. The first
list THiRT = [Gr, Gt, Lr, Tt] represents the threshold list i of
the rotations and translations. Gr, Gt, Lr, and Lt are the global
and local rotation angles and translation vectors thresholds.
The second list THiAngles = [a1, a2, . . . , a8] represents the
thresholds list i of the angles a1–a8.

Fig. 6(a) shows the comparison results of four pairs of sim-
ilar actions at different thresholds. In Fig. 6(a) top, we fix the
angle thresholds at THAngles = [12, 12, 10, 10, 8, 5, 8, 5] and
we changed the THiRT thresholds from TH1RT to TH7RT ,
then we check the comparison results. We notice that from
TH4RT to TH7RT , the algorithm generates correct judgments
for the four actions pairs. However, for the thresholds TH2RT

and TH3RT , only one pair of actions is judged correctly. The
comparison results at TH1RT are incorrect for all the four
actions pairs. The reason is that the threshold is too small
so that similar actions were judged as different actions when
there is a small difference in motion. In Fig. 6(a) bottom,
we fix the thresholds THiRT at THiRT = [40, 20, 40, 20] and
we change the angles thresholds from TH1Ang to TH5Ang,
then we check the results again. At TH4Ang and TH5Ang, the
algorithm generates a high percentage similarity for the four
actions, but at thresholds TH2RT and TH3RT , only one pair
of actions is evaluated as having similar motions. However, at
TH1Ang, the algorithm generates a very low percentage sim-
ilarity for the four actions because of the small values of the
angles thresholds.

In Fig. 6(b), this time, we show the threshold impact on
four pairs of different actions types. We repeat the same pro-
cess using the same thresholds values as in Fig. 6(a). In
Fig. 6(b) top, we fix the angles thresholds at THiAng =
[12, 12, 10, 10, 8, 5, 8, 5], then we change the thresholds
THiRT . The algorithm generates correct judgment for the
actions with a percentage of similarity less than 40% for
all the four actions pairs from TH1RT to TH6RT . Only one
pair of actions is judged as similar at TH7RT because of
the large thresholds values. However, in Fig. 6(b) bottom,
fixing the rotations and translations thresholds at THiRT =
[40, 20, 40, 20] and changing the angles threshold from
TH1Ang to TH5Ang generates correct judgment with percent-
age similarity less than 40% for all the actions pairs at all the
thresholds.

B. User Movements Comparison Study Using Kinect

1) Experimental Settings: Microsoft Kinect can accu-
rately estimate 3-D human body joints from a single depth
image [20], which makes it a useful device for human motion
analysis. We recorded four sports movements performed with
five users using Kinect V2 to evaluate the performance of
the quantification algorithm and analyze its use in real situa-
tions with different users. The experiments settings are shown
in Fig. 7. The user stands in front of the Kinect, then per-
forms the movement from a predefined distance. The sports
movements are basketball shooting, football kick, baseball bat
swing, and tennis racquet swing. In fact, each of those sports
movements can be performed in different ways. For example,
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Fig. 7. Experimental settings to record users motion for user study.

the basketball shooting can be performed with jumping or
without jumping. Each user performs the movement twice.
One time from a distance of 1.8 m from the Kinect and
another time from a distance of 3.6 m. In both cases, the
user performs the movement in the same way. We asked the
users to perform the movements in the way that they know,
without teaching them how to perform them. We only require
that the same movement must be performed with the same
body parts for all the users. For example, the football kick
movement must be performed with the right leg by each user.
The reason behind such a restriction is that we want to test
the performance of the algorithms in evaluating the motion
similarity for the applications that require movements imita-
tion, such as sports movements learning. During our analysis
of the users’ motions, we check factors that may influence the
motion similarity besides the joints movement direction. We
calculate the motion similarity from two different distances,
with users of slightly different heights, and with different
speed of movements. The five users are named as User1,
User2, . . . , User5, which have the heights 1.7, 1.6, 1.78, 1.73,
and 1.78 m, respectively. We define the speed of the motion
as the number of frames required by the user to complete the
movement. Each pair of users performs the same movement,
then we compare their performance and check the influence
of the speed, the distance, and the height.

2) Movement Comparison: Here, we categorize the
movements by four sports types. For each category, we show
the comparison results of each pair of users. The similarity
generated from our algorithm in the following experiments is
based on a threshold that was set according to our desired
level of similarity after a set of initial trials. Generally, a sim-
ilarity value between 50% and 60% is generated when the
movements have common motion. When the similarity is get-
ting larger above 60%, it means that the movements have more
common body parts that move in similar directions with almost
the same angles between limbs during the motion. Since the
visual judgment in our method plays an important role, and
in order to show the performance of the user compared to the
similarity generated from the algorithm, in Fig. 8, for each
user movement, we show the depth frames that indicate a clear
change in motion.

1) Basketball Shooting: Table I (basketball shooting) shows
the similarity comparison of four pairs performed the

TABLE I
SIMILARITY COMPARISON ON THE FOUR SPORTS MOVEMENTS

basketball movement which are User3–User5, and Fig. 8
(basketball shooting) shows the performance of the
three users from 1.8 m of the camera distance. We
notice that the performance of User3 is close to User4.
Both users imitated shooting the ball without jumping.
However, User5 imitated the movement with different
body position and with jumping while shooting. The
Pair1 includes the movements of User3 and User4 from
the same distance with a difference in speed of nine
frames, a difference in height of 5 cm, and a small differ-
ence in their positions while performing the movement.
While there is no big difference between the conditions
of the two performers, the similarity between them is
judged as 72.08%. In Pair2, the same user performed
the movement twice in the same way presented in Fig. 8
(basketball shooting) from short and long distances with
a difference in speed of eight frames. This time the
algorithm also generates a high similarity percentage of
88.81%. Although the distance from the camera is dif-
ferent, the similarity still accurate. A difference in speed
of 19 frames between the movements of the Pair3 gener-
ates a similarity of 60.4% and a difference of 27 frames
for Pair4 generates a similarity of 44.68. The reason
for the low similarity generated from the algorithm is
that there is a big difference between their performance.
While the algorithm is based on comparing frames of the
same number of order, the difference in speed means that
similar frames are not in the same order, and hence, the
movements are evaluated as different in performance.
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Fig. 8. Key depth frames of the four sports movements used for user study.

2) Football Kick: The evaluation of the football kick
movements is presented in Table I (football kick), and
the performance of the two users involved in the compar-
ison is shown in Fig. 8 (football kick). Pair1 represents
the comparison of the same user (User4) performed the
movement from different distances with a small differ-
ence in speed of four frames, which leads to generate a
similarity of 75.27%. As we previously have seen with
the basketball movements, the distance from the cam-
era does not influence the motion similarity, we can
conclude that only the performance of the movement
influences the motion similarity in this case, given that
there is a small difference in the speed. The Pair2
includes a comparison between User5 and User2 with a
difference in height of 18 cm, from the same camera dis-
tance and with a large difference in speed (39 frames).
By looking at how the movements are performed, we can
say that the low similarity generated from the algorithms
(45.74%) is due to the difference in the performance and
a large difference in the speed.

3) Baseball Bat Swing: In Table I (baseball bat swing),
we show a comparison of a pair of users performed the
baseball bat movement from the same short camera dis-
tance with a relatively small difference in height. The
user’s key body positions are shown in Fig. 8 (baseball
bat swing). By looking at the depth frames, we notice
that the movements are different at the beginning and
at the end of the two sequences. However, in the rest
of the frames, the movements look similar according to

the visual observation. The large difference in speed (24
frames) and performance leads to a similarity value of
65.77%.

4) Tennis Racquet Swing: Table I (tennis racquet swing)
shows comparison results of two pairs performing the
tennis racquet swing. Pair1 shows a motion similarity
of 72.11% for the same user (User1) performed the
movement from long and short distances with a differ-
ence in speed of nine frames. The key body positions
of User3’s performance are shown in Fig. 8 (tennis rac-
quet swing). The second pair (Pair2) shows the results of
the User1 and the User2 performed the movement from
different distances with the same speed of 45 frames.
The position of the bodies during the movement of the
two users are different from each other. User1 used two
hands while swinging, but User3 used only his right-
hand while moving his body from the right side to the
front of the camera. The similarity between the two users
was judged as 60% since they have the same speed but
different performance. The big difference lies in using
one hand by User1 and two hands by User3.

Fig. 9 presents the 3-D trajectories of the users’ joints
motion performing the sports movements, including the box-
ing movement, and labeled with the speed and the camera
distance. The global shape of all the joints trajectories looks
similar for the same sport type, whereas due to the sensitiv-
ity of the joints to the motion change, rarely when we can
have exactly similar trajectories shapes and size even when
the depth frames appearance in Fig. 8 look similar.
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Fig. 9. Skeleton motions trajectories of some users mentioned in Table I and Fig. 8.

3) Influential Factors: In the previous analysis of the
user study, we considered some factors (user height, camera
distance, and speed) to check their impact on the motion com-
parison using the proposed quantification. By observing the
results of the comparison, we conclude that the height and the
distance from the camera do not have an impact on the motion
comparison. As we have already seen, some of the pairs per-
formed the movement from different distances in the same
way but the comparison algorithm generates high similarity
percentage. Same case for the height, where the algorithm
generates a high similarity percentage regardless of the differ-
ence in height. A difference in height and distance means a
difference in the joints coordinates values. While the proposed
quantification algorithm focuses on how the joints move and
not where the joints are, the height and the distance do not
influence the comparison. However, the speed has a big influ-
ence on the comparison as it is related to user performance.
Our algorithm considers the comparison between every two
frames of the same rank, which generates low similarity per-
centage for the frames when the difference in speed is large
because the same body position of the first user could be
found after the next n frames of the second user movement.
Overall, we notice that when the speed increases, the motion
similarity decreases in both cases of similar and different
motions. However, in some cases, when the motions have a
very high level of similarity, the difference in speed of fewer
than ten frames does not affect the comparison. Finally, the
main factor that influences the motion similarity is how the
movement is performed. If a user performs the movement with
different body parts from the other user or in different trajec-
tory direction, the comparison algorithm will generate a low

similarity percentage even when the two users have the same
movement speed.

4) Thresholds Adjustment: Because of the sensitivity of
joints coordinates change in 3-D space, it is almost impos-
sible to find two motions that have exactly the same metrics
values even though when they look exactly the same according
to the visual observation. A threshold is a necessity to allow an
interval of error. Therefore, the adjustment of the threshold is
very important for motion comparison. As we previously have
seen with the evaluation of similar and different actions on
the UTD-MHAD dataset, different thresholds generate differ-
ent results. When we want to consider two motions as similar
even though there is a small difference in the performance,
large thresholds must be used. But if we want the compar-
ison algorithm to be very strict in the evaluation, we must
use small thresholds. For example, the results generated with
the previous user study of the sports movements are gener-
ated by adjusting the thresholds each time, then we check the
results of the algorithm with visual observation. The thresholds
used for comparing the sports movements require larger val-
ues than the thresholds of UTD-MHAD dataset. Depending
on the level of similarity we are looking for, with other
types of movements, the algorithm may need larger or smaller
threshold values. In practice, choosing the threshold depend
on the experts of the field where the comparison algorithm
is applied. For example, applying the algorithm to learn a
user practicing some movements, such as martial art sports
movement based on existing saved movement for comparison,
requires the intervention of a coach to decide at what level the
comparison should be strict to set the right threshold. Setting
the right threshold requires initially a set of trails of different
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Fig. 10. Alignment results of seven pairs of skeletons motions generated by SS-DTW, cross-correlation, and our algorithm. The arrows indicate the first
alignment frame of the skeleton sequence in red color with the sequence in blue color.

movements to check the level of similarity each time until
getting the desired similarity results.

C. Comparison With Existing Methods

According to our knowledge, the closely related work to
ours is the work proposed in [37]. They presented an algo-
rithm to align two sequences of skeletons using subsequence
dynamic time warping (SS-DTW), which is a revised ver-
sion of DTW. It was used to measure the similarity between
sequences vary in speed and length. The measurement is based
on calculating the distance matrix between the two sequences
and choose the path that corresponds to the minimum dis-
tance. Following their experimental settings, we also compare
our results with other techniques by using the Euclidian dis-
tance (Edist) [37] metric to measure the difference between the
aligned sequences as ground truth for evaluation. Our compar-
ison was performed with SS-DTW and cross-correlation [37]
to evaluate the alignment accuracy of the seven pairs of skele-
tons motion presented in Fig. 10. The motions were extracted
from the sports movements in a way that the large sequence
(in blue color) has to contain some of the similar frames of
the smaller sequence (red color). Due to the limited space,
we show only the key frames. Each time we slide the smaller
sequence by one frame, then we calculate the SS-DTW, cross-
correlation, and the similarity between the two sequences using
our comparison algorithm. With each slide, we obtain distance
values of SS-DTW and cross-correlation, and also a similarity
value from our algorithm. The sliding process finishes when

the last frames of the two sequences are aligned. The first
frame index of the best alignment for each method is saved,
then the Edist is measured to evaluate the three algorithms
decisions by calculating the distance between the sequences
based on the previously saved frame index. The algorithm
which has the minimum distance is considered to have the
best alignment. The results of the comparison are presented in
Fig. 10. Our algorithm generates distances with less or equal
values to the other methods in all cases, which means that the
alignment decided by our approach is the best one. The figure
also shows the first alignment frame decided by each method
in the seven samples.

V. CONCLUSION

A method for human motion quantification and compari-
son has been proposed in this paper. The proposed method
showed a novel algorithm based on estimating motion met-
rics to model the human movement based on the 3-D joints
coordinates. This paper tried to solve a challenging problem
in the field of human motion analysis by proposing a set of
metrics that quantify the human joints movement based on
the rotation and the translation of the joints, and the angles
between limbs. The main advantage of the proposed method
is that it can estimate the motion from only 3-D Cartesian
coordinates of the body joints without prior knowledge about
the movement parameters. In order to test the effectiveness of
the motion quantification algorithm, we also proposed a com-
parison algorithm to evaluate the similarity between the two
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motions. The overall motion evaluation results and user study
showed that on the one hand, our motion quantification algo-
rithm can effectively model the human movement, and on the
other hand, using the quantification with the comparison algo-
rithm is efficient to judge the similarity between two human
movements. Furthermore, the flexibility of adjusting the com-
parison threshold allows the proposed technique in this paper
to be used for many types of applications.
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