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Abstract

We will demonstrate a 2x2 distributed multi-user MIMO transmission using sigma-delta-over-fiber targeting 5G downlink.
OFDM signals, sigma-delta modulated and digitally up-converted to 3.5 GHz on FPGA, are transmitted over 100-m multi-mode
fibers at 850 nm using a commercial QSFP-100G-SR4 and wirelessly using in-house developed antennas.

1 Introduction

The fifth generation (5G) cellular network demands mas-
sive device connectivity, high data rate, and sustainable cost.
The centralized/cloud radio access network (C-RAN) archi-
tecture in combination with the multiple-input multiple-output
(MIMO) techniques is one of the key enablers to achieve the
challenging goals.

In 5G C-RAN, a central office (CO), where the base-band
units are aggregated, is expected to serve hundreds or even
thousands of remote radio heads (RRHs) via the fronthaul net-
work. The radio-over-fiber (RoF) technologies are the most
convincing candidates for the fronthaul network because of
their high capacity and low latency [1]. In our previous works
[2]-[4], we have discussed the differences between three main
RoF schemes: digitized radio-over-fiber (DRoF), analog radio-
over-fiber (ARoF) and sigma-delta modulated signal over fiber
(SDoF). SDoF combines the advantages of DRoF and ARoF.
It has high scalability because of its simple thus low-cost RRH
architecture. The relaxed requirement of linearity allows the
use of non-linear direct-modulated laser sources. We have pub-
lished the superior performance of transmitting single carrier
data over SDoF links in real-time for the sub-6 GHz [4] and
22.75-27.5 GHz band [5].

The centralized processing allows resource-sharing at the
CO. Furthermore, it provides the possibility of coordinating
the RRHs to operate as a distributed MIMO system without
overloading the backhaul network like LTE [6]. The inter-RRH
interference can be cancelled, allowing an increase in the RRH
density. By exploiting spatial diversity, the overall transmission
data rate increases.

Several recently published papers have demonstrated the
performance of MIMO ARoF systems [7]-[9]. In [10],
MATLAB-generated sigma-delta modulated signals are used to
demonstrate the performance of a single-carrier MIMO SDoF
system.

In this demonstration, we present a 2×2 distributed multi-
user (MU) MIMO orthogonal frequency division multiplexing

(OFDM) SDoF system targeting 5G downlink. The proof-
of-concept SDoF-based C-RAN fronthaul downlink architec-
ture is fully implemented using commercial off-the-shelf and
in-house developed components. The real-time sigma-delta
modulators (SDMs) are implemented on the FPGA. The sigma-
delta modulated OFDM signals centred around 3.5 GHz are
transmitted over OM4 multi-mode fibers (MMFs) using a
QSFP-100G-SR4 which has four 850 nm VCSELs (vertical-
cavity surface-emitting lasers).

The objectives of this demonstration are to show the sim-
plicity of SDoF links and provide a performance comparison.
It will be shown in the live demonstration that the performance
of the distributed MIMO system satisfies the 3GPP error vector
magnitude (EVM) requirements: 12.5% for 16-QAM and 8%
for 64-QAM [11]. The performance is also comparable to the
single-input single-output (SISO) transmission, implying that
the spectral efficiency doubles by exploiting spatial diversity.

2 Demonstration Setup

The detailed system architecture and the proposed demonstra-
tion setup are shown in Fig. 1. Two OFDM data sequences, one
for each receiver, are transmitted. The OFDM signal parame-
ters are summarized in Table 1. The parameters are similar to
those of the IEEE 802.11ac 40 MHz bandwidth case [12]. How-
ever, the signal bandwidth is adjusted to fit the analog-to-digital
converter sampling rate of the receivers.

Table 1 OFDM Signal Parameters

Parameters Values
Carrier frequency 3.44064 GHz
Bandwidth 40.96 MHz
Number of subcarriers 128 (index: -64 to 63)
Null subcarrier indices -1 to 1 (DC), -64 to -59, 59 to 63
Number of Pilots 6 (index: ±11, ±25, ±53)
Cyclic prefix (CP) size 1/4
Modulation scheme 16-QAM (116 Mbps per user),

64-QAM (175 Mbps per user)
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Fig. 1 Demonstration setup. (a) Spectrum and waveform of the OFDM baseband signal; (b) simulated spectrum and waveform of
the digital up-conversion output; (c) measured spectrum of the band-pass filter (BPF) output. (DMA: direct memory access; LP
SDM: low-pass sigma-delta modulator; B: binary driver; E-O: electrical-to-optical; O-E: optical-to-electrical; LNA: low-noise
amplifier; BPF: band-pass filter; PA: power amplifier.)

2.1 Central Office (CO)

The OFDM baseband signals are generated by MATLAB;
Fig. 1(a) shows the spectrum and waveform of the generated
signal. The in-phase (I) and quadrature (Q) signal are 16-bit.
The CO, including the SDMs and digital up-conversion, is
implemented on a Xilinx Virtex Ultrascale FPGA (VCU108).
The data is loaded to the onboard memory of the CO via the
Ethernet connection and then streamed to the low-pass SDMs
(LP SDMs) by a Xilinx AXI direct memory access (DMA) IP.

The 2x2 (one I-Q pair per RRH) LP SDMs modulate the
baseband signal at 7GSps (sample per second). To have a high
signal-to-noise and distortion ratio, second-order LP SDMs are
chosen for this architecture. A parallel multi-stage scheme is
employed to achieve the desired sample rate. The quantiza-
tion noise is shaped by the LP SDMs to higher frequencies.
The detailed hardware implementation of the SDM can be
found in [13]. Digital up-conversion [14] translates the mod-
ulated I and Q signal (both 1-bit) to one binary signal with
a centre frequency around 3.5 GHz for each RRH. Fig. 1(b)
shows the simulated spectrum and waveform using fixed-point
representation.

For the electrical-optical conversion, we use a commer-
cial QSFP-100G-SR4 (850 nm) module to transmit over OM4
MMFs. It consists of four parallel transmitters; each transmit-
ter has a clock and data recovery (CDR) block, a laser driver
and a VCSEL. An MTP/MPO breakout fiber carries the four
light streams into four individual fibers for different RRHs; in
this demonstration, we use two such RRHs connected by fibers.
The optical signals are transmitted over 100 m MMFs.

2.2 Remote Radio Head (RRH)

At each RRH, the photodiode is impedance-matched to the
low-noise amplifier (LNA) to maximize the power transfer at
3.5 GHz [15]; the LNA amplifies the electrical signal com-
ing from the photodiode. Then, the out-of-band quantization
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Fig. 3. Demonstration workflow. (a) Constellation diagram of precoded data; (b) constellation diagram of received data.

noise is filtered by a band-pass filter (BPF) as shown in the
measured spectrum Fig. 1(c). Mini-Circuits amplifiers ZX60-
83LN-S+ are used as the last-stage amplifiers. Two in-house
developed air-filled substrate-integrated-waveguide (AFSIW)
cavity-backed slot antennas (Fig. 2) are used to transmit the
radio-frequency (RF) signals. The highly efficient antennas are
matched to a 50Ω impedance over a wide frequency band
ranging from 2.95 GHz to 3.90 GHz.

2.3 Receiver (Rx)

The two receivers, each with an architecture identical to a SISO
receiver, operate independently. They use the same antennas as
the RRHs. For each receiver, the antenna is first connected to an
LNA with a fixed gain of 20 dB. The amplified received signal
is down-converted and sampled by an analog front-end evalu-
ation kit (Analog Device FMCOMMS1-EBZ) at 163.84 MHz
(4×40.96 MHz). A Xilinx Kintex 7 FPGA (KC705) collects
the data to the onboard memory. The data is loaded to a lap-
top via the Ethernet connection for offline signal processing
using MATLAB. The signal processing includes OFDM frame
boundary detection, carrier frequency offset (CFO) correction,
fast Fourier transform (FFT) and channel estimation. The per-
formance is presented with the constellation diagrams and the
error vector magnitude (EVM) values.

3 Demonstration Workflow

The demonstration workflow illustrated in Fig. 3 is fully
realised in MATLAB. The workflow includes two parts: the
training phase and data transmission.

The training phase starts with loading the frequency-
interleaved training sequence for channel estimation to the CO.
As illustrated in Fig. 4, in the first time slot, RRH 1 only sends
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Fig. 4. Frequency-interleaved training sequence.

QPSK data on the subcarriers with even index while RRH 2
sends data on the odd subcarriers only; in the second time slot,
they switch. Using the received data from each receiver respec-
tively, the channel frequency response between the receiver and
each transmitter can be estimated. A MATLAB function calcu-
lates the precoding matrix for each data subcarrier based on the
estimated channel frequency response using the zero-forcing
algorithm. Then, the data transmission starts with loading the
precoded data (Fig. 3(a)) (one data sequence per receiver) to
the CO, responsible for the transmission. After cancelling the
effect of the channel and the CFO, the received data is demod-
ulated. The constellation diagrams (Fig. 3(b)) and the EVM
values of both receivers are displayed to show the performance.

The precoding minimizes the interference between the sig-
nals for different users. It will be demonstrated that the
performance difference between the MU-MIMO setup and a
SISO-link is negligible in terms of EVM.

4 Conclusion

In this demonstration, we will present a fully implemented
2×2 distributed multi-user MIMO OFDM sigma-delta mod-
ulated signal over fiber (SDoF) system targeting 5G downlink
including both the optical and wireless paths. This proof-of-
concept SDoF-based C-RAN fronthaul downlink architecture
is realised using low-cost commercial off-the-shelf and in-
house developed components. On the FPGA functioning as
the central office, two OFDM baseband signals, generated by
MATLAB, are modulated by the real-time high-speed sigma-
delta modulators, digitally up-converted to a carrier frequency
around 3.5 GHz and transmitted over 100 m OM4 multi-mode
fibers using a commercial QSFP module.

It will be shown that the performance satisfies the
3GPP EVM requirements while exploiting spatial diversity
to increase the (wireless) spectral efficiency. Moreover, the
demonstration will prove that combining SDoF and MIMO
techniques is definitely a feasible and cost-efficient solution to
meet the 5G challenges.

5 Acknowledgements

This work was supported by the ERC Advanced Grant
ATTO project (No.695495) and H2020 5G-PHOS project
(No.761989).

3



6 References

[1] Ranaweera, C., Wong, E., Nirmalathas, A., et al.:
‘5G C-RAN with Optical Fronthaul: an Analysis
from a Deployment Perspective’, Journal of Light-
wave Technology, 2018, 36, (11), pp. 2059-2068, DOI:
10.1109/JLT.2017.2782822

[2] Breyne, L., Torfs, G., Yin, X., et al.: ‘Comparison
Between Analog Radio-over-Fiber and Sigma Delta
Modulated Radio-over-Fiber’, IEEE Photonics Tech-
nology Letters, 2017, 29, (21), pp. 1808-1811, DOI:
10.1109/LPT.2017.2752284

[3] Torfs, G., Li, H., Agneessens, S., et al.: ‘ATTO: Wire-
less Networking at Fiber Speed’, Journal of Light-
wave Technology, 2018, 36, (8), pp. 1468-1477, DOI:
10.1109/JLT.2017.2783038

[4] Wu, C.-Y., Li, H., Van Kerrebrouck, J., et al.: ‘Real-Time
4×3.5 Gbps Sigma Delta Radio-over-Fiber for a Low-
Cost 5G C-RAN Downlink’, Proc. Eur. Conf. Optical
Communication, Rome, Italy, Sept. 2018, pp. 1-3, DOI:
10.1109/ECOC.2018.8535235

[5] Li, H., Verplaetse, M., Verbist J., et al.: ‘Real-
Time 100-GS/s Sigma-Delta All-Digital Radio-over-
Fiber Transmitter for 22.75-27.5 GHz Band’, Opti-
cal Fiber Communication Conference (OFC), San
Diego, United States, Mar. 2019, paper Th1F.4, DOI:
10.1364/OFC.2019.Th1F.4.

[6] Irmer, R., Droste, H., Marsch, P., et al.: ‘Coordi-
nated Multipoint: Concepts, Performance, and Field Trial
Results’, IEEE Communications Magazine, 2011, 49, (2),
pp. 102-111, DOI: 10.1109/MCOM.2011.5706317

[7] Aighobahi, A. E., Gomes N. J.: ‘Capacity and Error
Performance Verification of Multi-Antenna Schemes in
Radio-over-Fiber Distributed Antenna System’, Journal
of Lightwave Technology, 2016, 34, (20), pp. 4779-4785,
DOI: 10.1109/JLT.2016.2565258

[8] Cheng, L., Gul, M. M. U., Lu, F., et al.: ‘Coordi-
nated Multipoint Transmissions in Millimeter-Wave
Radio-over-Fiber Systems’, Journal of Lightwave
Technology, 2016, 34, (2), pp. 653-660, DOI:
10.1109/JLT.2015.2480786

[9] Habib, U., Aighobahi, A. E., Quinlan, T., et al.: ‘Ana-
log Radio-Over-Fiber Supported Increased RAU Spac-
ing for 60 GHz Distributed MIMO Employing Spa-
tial Diversity and Multiplexing’, Journal of Light-
wave Technology, 2018, 36, (19), pp. 4354-4360, DOI:
10.1109/JLT.2018.2832028

[10] Sezgin, I. C., Dahlgren, M., Eriksson, T., et al.: ‘A Low-
Complexity Distributed-MIMO Testbed Based on High-
Speed Sigma-Delta-over-Fiber’, IEEE Transactions on
Microwave Theory and Techniques, 2019, Early Access,
DOI: 10.1109/TMTT.2019.2904265

[11] 3GPP TS 36.104: ‘Evolved Universal Terrestrial Radio
Access (E-UTRA): Base Station (BS) Radio Transmis-
sion and Reception (Release 16) (V16.1.0)’, 2019.

[12] IEEE 802: ‘IEEE 802.11ac-2013’, 2013.

[13] Li, H., Breyne, L., Van Kerrebrouck, J., et al.: ‘A 21-
GS/s Single-Bit Second-Order Delta-Sigma Modulator
for FPGAs’, IEEE Transactions on Circuits and Sys-
tems II: Express Briefs, 2019, 66, (3), pp. 482-486, DOI:
10.1109/TCSII.2018.2855962

[14] Frappe, A., Flament, A., Stefanelli, B., et al.: ‘An
All-Digital RF Signal Generator Using High-Speed
∆Σ Modulators’, IEEE Journal of Solid-State
Circuits, 2009, 44, (10), pp. 2722-2732, DOI:
10.1109/JSSC.2009.2028406

[15] Van Kerrebrouck, J., Breyne, L., Li, H., et al.: ‘Real-
Time All-Digital Radio-over-Fiber LTE Transmission’,
Advances in Wireless and Optical Communications
(RTUWO), Riga, Latvia, Nov. 2017, pp. 83-86, DOI:
10.1109/RTUWO.2017.8228510

4



ECOC 2019 – 45th European Conference on Optical Communication

file:///C|/Users/Administrator/Documents/dstevens/Publicaties%20INTEC/7611_i_i.htm[1/13/2020 11:17:30 AM]

Platinum
sponsor  E-Poster sponsor  Bronze sponsor  Bronze sponsor  

    

 

 

 

The demo session will provide the opportunity to see live demonstrations and prototypes of
research projects, corresponding to all relevant topics of the Conference.

The live session will provide a forum for researchers from Industry and Academia to give a
demonstration of their work with concrete systems, tools and prototypes. The Demo area will be
open to Conference Delegates, providing unique opportunities for potential technological transfer
and dissemination of research results.

This website uses cookies to ensure you get the best experience on our website. 

Accept

Learn more

https://www.huawei.com/uk/
https://uk.tek.com/
https://www.advaoptical.com/en
https://www.infinera.com/
https://www.theiet.org/help/cookies.cfm


ECOC 2019 – 45th European Conference on Optical Communication

file:///C|/Users/Administrator/Documents/dstevens/Publicaties%20INTEC/7611_i_i.htm[1/13/2020 11:17:30 AM]

The Best Demo Prize is sponsored by Pilot
Photonics.

Pilot Photonics produces unique laser and photonic integrated
circuit (PIC) products based on its patented comb source IP, and
its slotted ridge waveguide photonic integration capability. The
company's products are used in communications, sensing,
metrology, and spectroscopy, and include wavelength tunable directly modulated lasers, flexible
pulse and comb sources, and Terabit superchannel light sources

Demo session

Date: Monday 23rd September 2019
Session Time: 14:00 – 18:00
Location: Hibernia Rooms, Intercontinental

Demo 01

Demonstartion of machine-learning-assisted secuirty monitoring in optical
networks 
M Furdek, C Natalino, L Wosinka, Chalmers University of Technology, Sweden; F Lipp, D Hock, N
Aerts, Infosim GmbH, Germany, M Schiano, A Di Gilio, Telecom Italia, Italy

Demo 02

Reliable optical networks with ODTN, resiliency and failover in data plane and
control plane 
A Campanella, Open Networking Foundation, USA; B Yan, Open Networking Foundation, USA &
Beijing University of Posts and Telecommunications, China; R Casellas, CTTC/CERCA, Spain; A
Giorgetti, Scuola Superiore Sant' Anna / CNIT, Italy, V Lopez, Telefonica, Spain, A Mayoral,
Beijinh University of Posts and Telecommunications, China

Demo 03

Coordinated fibre and wireless spectrum allocation in SDN-controlled wireless-
optical-cloud converged architecture 
F Slyne, Y Zhang, M Ruffini, L A DaSilva, Trinity College Dublin, Ireland; R S Guimaraes,
University of Bristol, UK & Federal University of Espírito Santo, Brazil; M Martinello, Federal
University of Espírito Santo, Brazil; R Nejabati, University of Bristol, UK

Demo 04



ECOC 2019 – 45th European Conference on Optical Communication

file:///C|/Users/Administrator/Documents/dstevens/Publicaties%20INTEC/7611_i_i.htm[1/13/2020 11:17:30 AM]

Quantized deep natural network empowering an IM-DD Link running in real-time
on a field programmable gate array 
M Chagnon, Nokia Bell Labs, Germany; J Siirtola, T Rissa, Nokia Bell Labs, Finland; A Verma,
Xilinx, USA

Demo 05

Dynamic synthesis of disaggregated hardware platforms via cache coherent
interconnect optical bridge 
D Syrivelis, A Reale, M Gazzetti, IBM Research, Ireland; P Hofstee, IBM Systems, USA

Demo 06

Distributed MU-MIMO demonstartion using FPGA based sigma-delta-over-fiber
C-Y Wu, H Li, O Caytan, J V Kerrebrouck, L Breyne, S Lemey, H Rogier, J Bauwelinck, P
Demeester, G Torfs, IDLab, Belgium

Demo 07

Demonstartion of fault localisation and recovery of optical connectivity
supporting 5G vRAN 
A Giorgetti, K Kondepu, A Sgambelluri, D Melkamu, N Sambo, L Valcarenghi, Sculoa Superiore
Sant' Anna, Italy; M Capitani, G Landi, Nextworks, Italy

Demo 08

First demonstration of real-time DSP-free 4-mode 10-km MDM transmission 
Y Gao, D Ge, J Cui, J Jia, C Du, Y He, Peking University, China; Z Chen, J Li, Peking University,
China & Peking University Shenzhen Institution, China; L Shen, Yangtze Optical Fibre and Cable
Joint Stock Limited Company, China; G Li, University of Central Florida, USA

Demo 09

Demonstartion of 100 gbit/s active measurements in dynamically provisioned
optical paths 
J E López de Vergara, L Vaquero, S López-Buedo, Naudit High Performance Computing and
Networking, Spain & Universidad Autónoma de Madrid, Spain; M Ruiz, L Gifre, Universidad
Autónoma de Madrid, Spain; M Ruiz, L Velasco, Universitat Politėcnica de Catalunya, Spain, Óscar
González de Dios, Telefónica GCTO, Spain

Demo 10



ECOC 2019 – 45th European Conference on Optical Communication

file:///C|/Users/Administrator/Documents/dstevens/Publicaties%20INTEC/7611_i_i.htm[1/13/2020 11:17:30 AM]

Experimental demonstration of advanced service management in SDN/NFV
fronthaul networks deploying Arof and PoF 
R Muñoz, R Vilalta, C Manso, L. Rodríguez, J M Fàbrega, R Martínez, R Casellas, Centre
Tecnològic de Telecomunicacions de Catalunya (CTTC/CERCA), Spain; J Brenes, G Landi, M
Capitani, Nextworks, Italy; G. Otero, D Larrabeiti, C Vazquez, J D Lopez-Cardona, Universidad
Carlos III de Madrid (UC3M), Spain; E Grivas, T Lagkas, D Klonidis, Eulambia Advanced
Technologies, Greece; S Rommel, I Tafur Monroy, Eindhoven University of Technology, The
Netherlands

Questions regarding the demo session can be directed at ecoc2019@theiet.org at any time.

�  �  �  �
The IET | Help | Cookies | Privacy Statement | Accessibility | Modern Slavery Act Statement | Legal notices

IET Services Limited is registered in England. Registered Office: Savoy Place, London, WC2R 0BL. Registration
Number 909719. IET Services Limited is trading as a subsidiary of the Institution of Engineering and Technology, which

is registered as a Charity in England & Wales (no 211014) and Scotland (no SC038698). 

mailto:ecoc2019@theiet.org
https://twitter.com/ecoc_conference
https://www.facebook.com/TheInstitutionofEngineeringandTechnology/
https://www.instagram.com/theiet/?hl=en
https://www.youtube.com/theiet
https://www.theiet.org/
https://www.theiet.org/help/index.cfm?origin=foot-siteinfo
https://www.theiet.org/help/cookies.cfm?origin=foot-siteinfo
https://www.theiet.org/help/privacy.cfm?origin=foot-siteinfo
https://www.theiet.org/help/accessibility.cfm?origin=foot-siteinfo
https://www.theiet.org/help/anti-slavery-statement.cfm?origin=foot-siteinfo
https://www.theiet.org/help/legalnotices.cfm?origin=foot-siteinfo

	7611_i
	7611_i_i
	Local Disk
	ECOC 2019 – 45th European Conference on Optical Communication



