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Abstract

We define a class of deformations in W 1,p(Ω,Rn), p > n−1, with positive Jacobian that do not exhibit
cavitation. We characterize that class in terms of the non-negativity of the topological degree and the
equality Det = det (that the distributional determinant coincides with the pointwise determinant of the
gradient). Maps in this class are shown to satisfy a property of weak monotonicity, and, as a consequence,
they enjoy an extra degree of regularity. We also prove that these deformations are locally invertible;
moreover, the neighbourhood of invertibility is stable along a weak convergent sequence in W 1,p, and
the sequence of local inverses converges to the local inverse. We use those features to show weak lower
semicontinuity of functionals defined in the deformed configuration and functionals involving composition
of maps. We apply those results to prove existence of minimizers in some models for nematic elastomers
and magnetoelasticity.
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1 Introduction

In this paper we prove a local invertibility result for Sobolev deformations in W 1,p(Ω,Rn) with p > n − 1
and Ω ⊂ Rn. Our motivation comes, on the one hand, from the need of defining a suitable subclass of
deformations in W 1,p that are regular enough so as not to exhibit cavitation, and, on the other hand, to
prove well-posedness of variational models, like those for nematic elastomers and magnetoelasticity, that
involve both reference and deformed configurations.

In the context of nonlinear elasticity, results on global invertibility of deformations can be found in
[7, 15, 70, 71, 63, 61, 16, 42, 43, 44, 45, 46], whereas [32] deals with local invertibility. Most approaches use
the topological degree as an essential tool. Among the papers cited before, we explain some of the ideas of
Müller & Spector [61], since their analysis has been instrumental in our work.

In their study of cavitation in solids (that is, the sudden formation of voids in materials subjected to a large
tension), a key idea of [61] was the introduction of condition INV (see Definition 3.5), which is a topological
condition that, together with the assumption detDu > 0 almost everywhere (henceforth abbreviated as
a.e.), implies invertibility a.e. and provides a sensible notion of orientation preserving Sobolev functions.
Here u : Ω → Rn is the deformation. They also showed that the distributional determinant DetDu (see
Definition 2.26) is able to detect the process of cavitation. In this paper, even though we will deal with
maps that do not present cavitation, we need to have a prior understanding of the mathematical conditions
for cavitation precisely in order to define a class of functions that excludes it. In particular, they showed
that, under natural assumptions (notably, condition INV), the equality DetDu = detDu (meaning that the
distributional determinant can be identified with the L1 function detDu) means exactly that u does not
exhibit cavitation. As a matter of fact, condition DetDu = detDu has been traditionally an intermediate
step to prove existence of minimizers in nonlinear elasticity (see [6, 60, 63] and their many generalizations).
However, in [44] an example was given of a one-to-one a.e. deformation u that creates a cavity even though
detDu > 0 a.e. and DetDu = detDu. That function does not satisfy condition INV and, in fact, the
topological degree takes both positive and negative values. This raises the question of an adequate definition
of orientation preserving Sobolev maps. While the traditional analytical definition is that detDu > 0 a.e.
(or detDu ≥ 0 a.e.), it is more appropriate to use the topological definition stating that the degree is non-
negative: deg(u, U, ·) ≥ 0 a.e. for any open U ⊂ Ω for which the degree of u in U is defined (see Section 3).
We will return to this issue later, notably in the statement of Theorem 1.1.

In [45] it was proven that, under the conditions of [61], the inverse function u−1 is also Sobolev (see [70]
for an earlier related result). Hence, as a by-product of the theory of [61], we may state that the class of
functions u satisfying INV, detDu > 0 a.e. and DetDu = detDu is, possibly, the right analogue in W 1,p

to the concept of orientation-preserving homeomorphism.
Condition DetDu = detDu can be expressed as

detDu(x) =
1

n
Div [adjDu(x) u(x)] , (1.1)

where Div in the right-hand side denotes the distributional divergence. For smooth maps u, equality (1.1)
is a consequence of Piola’s identity, and so is the following variant, introduced in [59, 60, 63] (see also [70,
Eq. (8)]):

div g(u(x)) detDu(x) = Div [adjDu(x) g(u(x))] (1.2)

for all g ∈ C1(Rn,Rn) ∩W 1,∞(Rn,Rn). Obviously, (1.1) follows from (1.2) by taking g = 1
n id, but the
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example of [44] shows that the two conditions are not equivalent. In [42] it was introduced the energy

E(u) := sup
f∈C1

c (Ω×Rn,Rn)
‖f‖∞≤1

∫
Ω

[cof∇u(x) ·Df(x,u(x)) + det∇u(x) div f(x,u(x))] dx,

which measures the new surface in the deformed configuration created by u (for example, by the process of
cavitation), and quantifies the failure of the equality (1.2). For the purpose of this paper, we just need to
know that E(u) = 0 if and only if equality (1.2) holds for all g ∈ C1

c (Rn,Rn). As a matter of fact, in our
setting of W 1,p maps with p > n− 1, condition E(u) = 0 also corresponds to saying that the graph of u is a
current with no boundary in Ω× Rn (see [38, 39, 16]).

One of the main results of the paper is a characterization of a class of functions that are orientation
preserving and do not exhibit cavitation. As said before, the example of [44] shows that conditions E(u) = 0
and DetDu = detDu are not equivalent, nor does condition detDu > 0 a.e. imply deg(u, U, ·) ≥ 0.
Nevertheless, when they are put together, and under some complementary assumptions, they are actually
equivalent.

Theorem 1.1. Let p > n− 1 and suppose that u ∈ W 1,p(Ω,Rn) satisfies detDu ∈ L1
loc(Ω). The following

conditions are equivalent:

a) E(u) = 0 and detDu > 0 a.e.

b) (adjDu) u ∈ L1
loc(Ω,Rn), detDu(x) 6= 0 for a.e. x ∈ Ω, DetDu = detDu, and deg(u, B, ·) ≥ 0 for all

balls B for which deg(u, B, ·) is defined.

Throughout this paper, p > n − 1 is fixed (the borderline case p = n − 1 is yet to be explored, see
[28] for a partial result). We call Ap the class of functions satisfying the conditions of Theorem 1.1. As
a particular case of the theory of [42, 44] (see also the earlier approaches [59, 38]), it turns out that Ap
is a suitable class for proving existence of minimizers of polyconvex functionals in nonlinear elasticity. To
have an idea of how big the set Ap is, we point out that, as a consequence of [63], if u ∈ W 1,p(Ω,Rn)

satisfies cof Du ∈ L
n

n−1 (Ω,Rn×n) and detDu > 0 a.e. then u ∈ Ap. We also show that maps in Ap
satisfy a monotonicity property closely related to Manfredi’s [56] notion (see also [41] and [47, Ch. 2]). As
a consequence, functions in Ap admit a representative that is continuous except for a set of Hn−p-measure
zero and is differentiable a.e.

The second main theorem of the paper is a local invertibility result for functions in Ap: given u ∈ Ap,
for a.e. x ∈ Ω there exists rx > 0 such that the ball B := B(x, rx) satisfies

u|B satisfies INV, u(B) = imT(u, B) a.e. and (u|B)−1 ∈W 1,1(imT(u, B),Rn). (1.3)

The set imT(u, B) is the topological image of B under u (see Definition 3.4; the concept is due to Šverák
[70]), and u(B) is, in truth, the image of a suitable subset of B of full measure under u (see Definition 2.11;
the concept is due to Müller & Spector [61]). Thanks to the continuity of the degree, imT(u, B) is open.
Hence property (1.3) shows that u is an open map, up to sets of measure zero. This is important in order
to give a rigorous definition of the set u(Ω) appearing in the models with varying domains that we have in
mind; in W 1,p with p ≤ n, this is a delicate matter since two functions u and u1 that coincide a.e. might have
images u(Ω) and u1(Ω) that differ in a set of positive measure (see, e.g., [61] or [47, Ch. 4]). Thus, property
(1.3) expresses that the class Ap seems to be the counterpart of the concept of an orientation-preserving local
homeomorphism in W 1,p. This local invertibility result shows, in particular, that the pathological behaviour
of one-to-one a.e. maps with detDu > 0 not satisfying INV (see [61, Sect. 11], [62, Sect. 5] and [44, Sect. 7]
for some examples) is excluded when cavitation is prohibited.

Moreover, if a sequence {uj}j∈N ⊂ Ap tends to u ∈ Ap weakly in W 1,p, conditions (1.3) are satisfied
simultaneously for all members uj of a subsequence. Furthermore, the local inverses (uj |B)−1 converge
to (u|B)−1, as well as their gradients, adjoints and determinants. The convergence is in the appropriate
topology to make the direct method of the calculus of variations work for (u|B)−1. This local invertibility
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result generalizes the work of Fonseca & Gangbo [32] from p = n to p > n− 1. In the context of geometric
function theory and quasiregular mappings, the existence of local homeomorphisms has been studied by
[52, 51], again for the exponent p = n.

This theorem on invertibility and stability of the inverse is especially suitable to prove lower semicontinuity
for functionals of the form ∫

u(Ω)

W (Dw(y)) dy (1.4)

and ∫
Ω

W0(Du(x),w(u(x))) dx. (1.5)

The difficulty of the analysis of (1.4) relies in the fact that the domain u(Ω) of w varies along a minimizing
sequence {uj}j∈N. This obstacle is overcome by working in subdomains V ⊂⊂ u(Ω) such that V ⊂ uj(Ω)
for all j. On the other hand, the key difficulty of (1.5) is the composition w ◦ u, since, in general, it is
not continuous with respect to the weak topology of the corresponding functional spaces. We solve that by
working in balls B ⊂ Ω where u and all uj are invertible and perform a change of variables that brings the
analysis of the energy to the deformed configuration, again using the local invertibility property (1.3).

Thus, the results are suitable to show existence of minimizers for variational models that involve refer-
ence and deformed configurations simultaneously. We have chosen two examples: nematic elastomers and
magnetoelasticity. In this introduction we only explain a particular case of the former.

Recently, in [11], a model for nematic elastomers was investigated, where the elastic behaviour of the
polymer chains is coupled to the orientational order of the nematic mesogens through the minimization a
total free energy

I(u,n) =

∫
Ω

Wmec(Du(x),n(u(x))) dx +

∫
u(Ω)

|Dn(y)|2 dy

that consists of a polyconvex energy term depending on the deformation u (defined on the reference con-
figuration Ω), and of a Frank energy term penalizing spatial variations of the nematic director n (defined
in the deformed configuration u(Ω)). Thus, this model combines (1.4) and (1.5). We refer the reader to
[11, 26, 74] and the references therein (see also Subsection 8.1) for its physical motivation. This allows us to
reduce the exponent p = n in the coercivity assumption of [11] to p > n− 1. We also establish the existence
of minimizers for the Landau-de Gennes model for nematic elastomers of [14] and one in magnetoelasticity
studied in [69, 53], under more realistic hypotheses than in those papers.

The outline of the paper is as follows. In Section 2 we set the notation and recall some previous results used
in the proof of our theorems. In Section 3 we explain the degree for W 1,p maps. We also recall Šverák’s [70]
notion of topological image and Müller & Spector’s [61] condition INV. In Section 4 we prove Theorem 1.1.
In Section 5 we analyze fine properties of functions in Ap, notably, weak monotonicity and its consequences,
and the Sobolev regularity of the local inverse stated in (1.3). In Section 6 we prove that property (1.3) is
stable under weak convergence in W 1,p. In Section 7 we establish lower semicontinuity results for integrals of
the form (1.4) and (1.5), and also for Div-quasiconvex integrands under incompressibility. Finally, in Section
8 we apply the above analysis to show the well-posedness of variational models for nematic elastomers and
magnetoelasticity.

2 Notation and preliminary results

In this section we set the notation and concepts of the paper, and state some preliminary results. Part of
those results are standard in the theory of weakly differentiable functions (see, e.g., [30, 29, 2]), and part are
collected from the works by [61, 16, 42, 43, 44, 46] on cavitation.
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2.1 General notation

We will work in dimension n ≥ 2, and Ω is a bounded open set of Rn. Vector-valued and matrix-valued
quantities will be written in boldface. Coordinates in the reference configuration will be denoted by x, and
in the deformed configuration by y.

The closure of a set A is denoted by Ā, its boundary by ∂A, and its characteristic function by χA. Given
two sets U, V of Rn, we will write U ⊂⊂ V if U is bounded and Ū ⊂ V . The open ball of radius r > 0 centred
at x ∈ Rn is denoted by B(x, r); unless otherwise stated, a ball is understood to be open. The function dist
indicates the distance from a point to a set, or between two sets.

Given a square matrix A ∈ Rn×n, its determinant is denoted by det A. The adjugate matrix adj A
satisfies (det A)I = A adj A, where I denotes the identity matrix. The transpose of adj A is the cofactor
cof A. If A is invertible, its inverse is denoted by A−1. The inner (dot) product of vectors and of matrices
will be denoted by ·. The Euclidean norm of a vector x is denoted by |x|, and the associated matrix norm is
also denoted by |·|. Given a,b ∈ Rn, the tensor product a⊗b is the n× n matrix whose component (i, j) is
ai bj . The set Rn×n+ denotes the subset of matrices in Rn×n with positive determinant. The set Sn−1 denotes
the subset of unit vectors in Rn.

The Lebesgue measure in Rn is denoted by Ln, and the s-dimensional Hausdorff measure by Hs for
real s ≥ 0; in most cases we will deal with Hn−1. The abbreviation a.e. stands for almost everywhere or
almost every ; unless otherwise stated, it refers to the Lebesgue Ln measure. For 1 ≤ p ≤ ∞, the Lebesgue
Lp, Sobolev W 1,p and bounded variation BV spaces are defined in the usual way. So are the functions of
class Ck, for k a positive integer of infinity, and their versions Ckc of compact support. The set of (positive
or vector-valued) Radon measures is denoted by M. The conjugate exponent of p is written p′. We do
not identify functions that coincide a.e.; moreover an Lp or W 1,p function may eventually be defined only
at a.e. point of its domain. We will indicate the domain and target space, as in, for example, Lp(Ω,Rn),
except if the target space is R, in which case we will simply write Lp(Ω); the corresponding norm is written
‖·‖Lp(Ω,Rn). Given S ⊂ Rn, the space Lp(Ω, S) denotes the set of u ∈ Lp(Ω,Rn) such that u(x) ∈ S for a.e.

x ∈ Ω, and analogously for other function spaces. The space W 1,p
loc (Ω) is the set of funcions u defined in Ω

such that u|A ∈W 1,p(A) for any open A ⊂⊂ Ω; we will analogously use the subscript loc for other function

spaces. Weak convergence (typically, in Lp or W 1,p) is indicated by ⇀, while
∗
⇀ is the symbol for weak∗

convergence in M or in BV . The supremum norm in a set A (typically, a sphere) is indicated by ‖·‖∞,A,

while −
∫
A

denotes the integral in A divided by the measure of A. The identity function in Rn is denoted by
id. The support of a function is indicated by spt.

The distributional derivative of a Sobolev function u is written Du, which is defined a.e. If u is differen-
tiable at x, its derivative is denoted by Du(x), while if u is differentiable everywhere, the derivative function
is also denoted by Du. Other notions of differentiability, which carry different notations, are explained in
Section 2.2 below.

If µ is a measure on a set U , and V is a µ-measurable subset of U , then the restriction of µ to V is
denoted by µ V . The measure |µ| denotes the total variation of µ.

Given two sets A,B of Rn, we write A ⊂ B a.e. if Ln(A\B) = 0, while A = B a.e. means A ⊂ B a.e. and
B ⊂ A a.e. An analogous meaning is given to the expression Hn−1-a.e. With 4 we denote the symmetric
difference of sets: A4B := (A \B) ∪ (B \A).

In the proofs of convergence, we will continuously use subsequences, which not be relabelled.

2.2 Approximate continuity and approximate differentiability

The density D(A,x) and upper density D̄(A,x) of a measurable set A ⊂ Rn at an x ∈ Rn are defined,
respectively, as

D(A,x) := lim
r↘0

Ln(A ∩B(x, r))

Ln(B(x, r))
, D̄(A,x) := lim sup

r↘0

Ln(A ∩B(x, r))

Ln(B(x, r))
.

The following notions are due to Federer [30] (see also [61, Def. 2.3] or [2, Def. 4.31]).
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Definition 2.1. Let u : Ω→ Rn be a measurable function, and consider x0 ∈ Ω.

a) We say that the approximate limit of u at x0 is y0 when

D
(
{x ∈ Ω : |u(x)− y0| ≥ δ},x0) = 0 for each δ > 0.

In this case, we write ap limx→x0
u(x) = y0. We say that u is approximately continuous at x0 if u is

defined at x0 and ap limx→x0
u(x) = u(x0).

b) We say that u is approximately differentiable at x0 if u is approximately continuous at x0 and there
exists F ∈ Rn×n such that

D

({
x ∈ Ω \ {x0} :

|u(x)− u(x0)− F(x− x0)|
|x− x0|

≥ δ
}
,x0

)
= 0 for each δ > 0.

In this case, F is uniquely determined, called the approximate differential of u at x0, and denoted by
∇u(x0).

c) We denote the set of approximate differentiability points of u by Ωd, or, when we want to emphasize the
dependence on u, by Ωu,d.

We shall use the fact that maps in W 1,p(Ω,Rn) are approximately continuous ouside a set of zero p-
capacity, denoted by capp. We follow here the statement of [61, Prop. 2.8]; for a thorough discussion of
precise representatives and capacities, we refer to [75, 29].

Proposition 2.2. Let 1 ≤ p < n and u ∈ W 1,p(Ω,Rn). Let p∗ := np/(n − p) be the Sobolev conjugate
exponent. Denote by P the set of points x0 ∈ Ω where the following property fails: there exists u∗(x0) ∈ Rn
such that

lim
r↘0
−
∫
B(x0,r)

|u(x)− u∗(x0)|p
∗

dx = 0. (2.1)

Then capp(P ) = 0.

Remark 2.3. a) By Jensen’s inequality,

u∗(x0) = lim
r↘0
−
∫
B(x0,r)

u(x) dx

for every x0 ∈ Ω \ P . Moreover, u(x) = u∗(x) for a.e. x ∈ Ω by Lebesgue’s differentiation theorem.

b) It is well known that limit (2.1) implies that ap limx→x0
u(x) = u∗(x0) and that if u ∈ L∞loc(Ω,Rn) then

the converse also holds (a proof can be found, e.g., in [2, Prop. 3.65]).

c) The property capp(P ) = 0 implies that Hδ(P ) = 0 for every δ > n − p. In particular, if p > n − 1 then
H1(P ) = 0, so for each x ∈ Ω there exists an L1-null set N ⊂ (0,∞) such that P ∩ ∂B(x, r) = ∅ for all
r ∈ (0,dist(x, ∂Ω)) \N .

d) If p > n then, by Morrey’s embedding, u has a representative u∗ that is continuous; consequently, limit
(2.1) holds for every x0 ∈ Ω and every p∗ < ∞. If p = n, since in this paper we will work under the
assumption detDu > 0 a.e., we have again that u has a continuous representative u∗ (see, e.g., [73, Th.
2.3.2] or [70, Th. 5]). In either of these cases, when invoking Proposition 2.2 we will tacitly understand
that P = ∅.

By the Calderón–Zygmund theorem (see, e.g., [2, Th. 3.83]), BV functions are approximately differen-
tiable a.e. We point out the following remark on the approximate differentiability of two different represen-
tatives.
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Remark 2.4. For maps u1,u2 ∈W 1,p(Ω,Rn) that coincide a.e., the sets Ωu1,d and Ωu2,d may not be the same,
but u1(x) = u2(x) and ∇u1(x) = ∇u2(x) for all x ∈ Ωu1,d ∩ Ωu2,d (which is a set of full measure). Indeed,
if x0 ∈ Ωui,d (i = 1, 2) then ui(x0) = ap limx→x0

ui(x), but two functions that coincide a.e. have the same
approximate limit. Similarly, if x0 ∈ Ωu1,d and u1(x0) = u2(x0) then x0 ∈ Ωu2,d and ∇u1(x0) = ∇u2(x0).

Definition 2.5. Let u : Ω→ Rn be a measurable function, and consider x0 ∈ Ω. We say that u has a regular
approximate differential F at x0 when u is approximately continuous at x0 and there exists a measurable
set A ⊂ (0,∞) satisfying D(A, 0) = 1/2 such that for every r ∈ A the map u is well defined at every point
of ∂B(x0, r) and

lim
r→0
r∈A

sup
x∈∂B(x0,r)

|u(x)− u(x0)− F(x− x0)|
|x− x0|

= 0.

In this case, x0 ∈ Ωd and F = ∇u(x0).

Definition 2.5 is due to Goffman & Ziemer [40, Sect. 3] (see also [61, Def. 8.2], [32, Def. 2.6] or [31,
Def. 5.2], although the name of this notion slightly differs), who proved in [40, Th. 3.4] (see also [61, Prop.
8.3] or [31, Th. 5.21]) that W 1,p maps with p > n − 1 have a representative with a regular approximate
differential a.e.

Proposition 2.6. Let u ∈ W 1,p(Ω,Rn) with p > n − 1. Let u∗ and P be as in Proposition 2.2. Then
u∗ : Ω \ P → Rn has a regular approximate differential at a.e. point of Ω, and ∇u∗ coincides a.e. with the
distributional derivative Du.

2.3 Area formulas and geometric image

We recall that a function u : Ω → Rn defined everywhere satisfies Lusin’s N condition if the image of a
subset of Ω of measure zero is a set of measure zero. It satisfies Lusin’s N−1 condition if the preimage of a
subset of Rn of measure zero is a set of measure zero.

Given a measurable u : Ω → Rn that is approximately differentiable a.e., for any A ⊂ Rn and y ∈ Rn,
we denote by NA(y) the number of x ∈ Ωd ∩ A such that u(x) = y. We will use the following version of
Federer’s [30] area formula, the formulation of which is taken from [61, Prop. 2.6].

Proposition 2.7. Let u : Ω → Rn be measurable and approximately differentiable a.e. Then, for any
measurable set A ⊂ Ω and any measurable function ϕ : Rn → R,∫

A

ϕ(u(x)) |detDu(x)|dx =

∫
Rn

ϕ(y)NA(y) dy,

whenever either integral exists. Moreover, given ψ : A → R measurable, the function ψ̄ : u(Ωd ∩ A) → R
defined by

ψ̄(y) :=
∑

x∈Ωd∩A
u(x)=y

ψ(x)

is measurable and satisfies∫
A

ψ(x)ϕ(u(x)) |detDu(x)|dx =

∫
u(Ωd∩A)

ψ̄(y)ϕ(y) dy,

whenever the integral of the left-hand side exists.

The following consequences of Proposition 2.7 hold.

Lemma 2.8. Let u : Ω→ Rn be measurable and approximately differentiable a.e.

a) If E ⊂ Ω has measure zero then NE = 0 a.e. and u(Ωd ∩ E) has measure zero.
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b) If A =
⋃
k∈NAk a.e. for a disjoint family {Ak}k∈N, then

NA =
∑
k∈N
NAk

a.e.

c) If detDu(x) 6= 0 for a.e. x ∈ Ω, then u satisfies Lusin’s N−1 condition.

Proof. Property a) is an immediate consequence of Proposition 2.7. For b), we notice that

N⋃
k∈N Ak

=
∑
k∈N
NAk

and apply a) to A4
⋃
k∈NAk.

To prove c), let A ⊂ u−1(B) be measurable, and call Ω1 the set of x ∈ Ωd such that detDu(x) 6= 0.
Then, thanks to Proposition 2.7 we have

Ln(A) =

∫
Ω1∩A

dx =

∫
u(Ω1∩A)

∑
x∈Ω1∩A
u(x)=y

1

|detDu(x)|
dy ≤

∫
B

∑
x∈Ω1∩A
u(x)=y

1

|detDu(x)|
dy = 0.

Thus, Ln(A) = 0 and, consequently, u−1(B) is measurable with Ln(u−1(B)) = 0.

As a consequence of Lemma 2.8 a), u|Ω0
satisfies Lusin’s N condition and the formulas of Proposition 2.7

still hold if Ωd is replaced by any Ω′ ⊂ Ωd with Ln(Ω′) = Ln(Ω). The conclusion of Lemma 2.8 c) will also
be used several times and, in particular, is important because of the following result, which is well known
and has an easy proof (see, e.g., [4, p. 73]).

Lemma 2.9. Let u : Ω→ Rn be measurable satisfying Lusin’s N−1 condition. Let f : Rn → R be measurable.
Then f ◦ u is measurable.

We recall the definition of a.e. invertibility and mention some basic properties that are relevant for the
analysis of local invertibility.

Definition 2.10. A function u : Ω → Rn is said to be one-to-one a.e. in a subset A of Ω if there exists an
Ln-null subset N of A such that u|A\N is one-to-one.

Thanks to Lemma 2.8, an a.e. approximately differentiable map u : Ω → Rn such that det∇u 6= 0 a.e.
is one-to-one a.e. in a measurable set A ⊂ Ω if and only if NA ≤ 1 a.e. in Rn. Of course, if B ⊂ A and u is
one-to-one a.e. in A then so is in B.

Now we present the notion of the geometric image of a set (see [61, 16, 44]).

Definition 2.11. Let u ∈ W 1,p(Ω,Rn) and suppose that detDu(x) 6= 0 for a.e. x ∈ Ω. Define Ω0 as the
set of x ∈ Ω for which the following are satisfied:

a) u is approximately differentiable at x and det∇u(x) 6= 0; and

b) there exist w ∈ C1(Rn,Rn) and a compact set K ⊂ Ω of density 1 at x such that u|K = w|K and
∇u|K = Dw|K .

In order to emphasise the dependence on u, the notation Ωu,0 will also be employed. For any measurable
set A of Ω, we define the geometric image of A under u as u(A ∩ Ω0), and denote it by imG(u, A).

The set Ω0 is of full measure in Ω. Indeed, the Calderón–Zygmund theorem shows that property a) is
satisfied a.e., while standard arguments, essentially due to Federer [30, Thms. 3.1.8 and 3.1.16] (see also [61,
Prop. 2.4] and [16, Rk. 2.5]), show that property b) is also satisfied a.e. Note also that u is well defined at
every x ∈ Ω0, because of Definition 2.1 b).

The reason we consider the set Ω0 of points x around which u is almost C1 and ∇u(x) is invertible is
the following measure-theoretic inverse function theorem by Müller & Spector [61, Lemma 2.5] (see also [43,
Lemma 1]).
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Proposition 2.12. Let u ∈W 1,p(Ω,Rn) satisfy detDu(x) 6= 0 for a.e. x ∈ Ω. Then, for every x ∈ Ω0 and
every measurable set A ⊂ Ω,

D(imG(u, A),u(x)) = 1 whenever D(A,x) = 1.

We present the notion of tangential approximate differentiability (cf. [30, Def. 3.2.16]).

Definition 2.13. Let S ⊂ Rn be a C1 differentiable manifold of dimension n − 1, and let x0 ∈ S. Let
Tx0

S be the linear tangent space of S at x0. A map u : S → Rn is said to be Hn−1 S-approximately
differentiable at x0 if there exists L ∈ Rn×n such that for all δ > 0,

lim
r↘0

1

rn−1
Hn−1

({
x ∈ S ∩B(x0, r) :

|u(x)− u(x0)− L(x− x0)|
|x− x0|

≥ δ
})

= 0.

In this case, the linear map L|Tx0S
: Tx0

S → Rn is uniquely determined, called the tangential approximate
derivative of u at x0, and is denoted by ∇u(x0).

We will see in Section 2.4 that the equality ∇(u|S)(x) = ∇u(x)|TxS holds for most points x if u is a
Sobolev map.

The following convention will be used throughout the paper.

Convention 2.14. If u ∈ W 1,p(Ω,Rn) and u|∂U ∈ W 1,p(∂U,Rn) for some C1 open set U ⊂⊂ Ω and some
p > n − 1, then in expressions like u(∂U) or u|∂U we shall be referring to the continuous representative of
u|∂U in W 1,p(∂U,Rn), which exists thanks to Morrey’s embedding theorem. Moreover, we will usually write
u ∈W 1,p(∂U,Rn) instead of u|∂U ∈W 1,p(∂U,Rn).

Federer’s change of variables formula for surface integrals [30, Cor. 3.2.20] (see also [61, Prop. 2.7] and
[44, Prop. 2.9]), combined with Lusin’s property for Sobolev maps proved by Marcus & Mizel [57], will play
an important role in the paper. We will adopt the following formulation.

Proposition 2.15. Let u ∈ W 1,p(Ω,Rn), p > n − 1. Suppose that U is a C1 open subset of Ω, and
u|∂U ∈ W 1,p(∂U,Rn). Assume, further, that ∇(u|∂U )(x) = ∇u(x)|Tx∂U for Hn−1-a.e. x ∈ ∂U . Then, for
any Hn−1-measurable subset A ⊂ ∂U ,

Hn−1(u(A)) =

∫
A

|(cof∇u(x))ν(x)|dHn−1(x),

where ν(x) denotes the outward unit normal to ∂U at x.

Remark 2.16. a) By u(A) we refer to the image ofA by the continuous representative of u|∂U inW 1,p(∂U,Rn),
due to Convention 2.14.

b) We are mostly interested in the facts that Hn−1(u(∂U)) < ∞ and that Hn−1(u(A)) = 0 for every
Hn−1-null set A ⊂ ∂U . In particular, Ln(u(∂U)) = 0, and u(∂U) = u(∂U ∩ Ω0) Hn−1-a.e. if ∂U ⊂ Ω0

Hn−1-a.e., where Ω0 is the set of Definition 2.11.

2.4 A class of good open sets

In the following definition, given a nonempty open set U ⊂⊂ Ω with a C2 boundary, we call d : Ω → R the
function given by

d(x) :=


dist(x, ∂U) if x ∈ U
0 if x ∈ ∂U
−dist(x, ∂U) if x ∈ Ω \ Ū

and
Ut := {x ∈ Ω : d(x) > t} , (2.2)

for each t ∈ R. We note (see, e.g., [27, Th. 16.25.2], [70, p. 112] or [61, p. 48]) that there exists δ > 0 such
that for all t ∈ (−δ, δ), the set Ut is open, compactly contained in Ω and has a C2 boundary.

9



Definition 2.17. Let p > n− 1. Let u ∈ W 1,p(Ω,Rn). We define Uu as the family of nonempty open sets
U ⊂⊂ Ω with a C2 boundary that satisfy the following conditions:

a) u|∂U ∈W 1,p(∂U,Rn), and (cof∇u)|∂U ∈ L1(∂U,Rn×n).

b) ∂U ⊂ Ω0 Hn−1-a.e., where Ω0 is the set of Definition 2.11, and ∇(u|∂U )(x) = ∇u(x)|Tx∂U for Hn−1-a.e.
x ∈ ∂U .

c) lim
ε↘0
−
∫ ε

0

∣∣∣∣∫
∂Ut

| cof∇u|dHn−1 −
∫
∂U

| cof∇u|dHn−1

∣∣∣∣ dt = 0.

d) For every g ∈ C1(Rn,Rn) with (adjDu)(g ◦ u) ∈ L1
loc(Ω,Rn),

lim
ε↘0
−
∫ ε

0

∣∣∣∣∫
∂Ut

g(u(x)) · (cof∇u(x)νt(x)) dHn−1(x)−
∫
∂U

g(u(x)) · (cof∇u(x)ν(x)) dHn−1(x)

∣∣∣∣dt = 0,

where νt denotes the unit outward normal to Ut for each t ∈ (0, ε), and ν the unit outward normal to U .

Remark 2.18. The fact that u ∈ W 1,p(∂U,Rn) is not enough to ensure that (cof∇u)|∂U ∈ L1(∂U,Rn×n)
because cof∇u involves not only the tangential derivatives of u but also its normal derivative; recall that
∇u is the approximate gradient of u : Ω→ Rn according to Definition 2.1 b).

Remark 2.19. If u1,u2 ∈ W 1,p(Ω,Rn) coincide a.e. and U ∈ Uu1
∩ Uu2

, then u1(x) = u2(x) for Hn−1-
a.e. x ∈ ∂U . Indeed, both Ωu1,0 ∩ ∂U and Ωu2,0 ∩ ∂U are of full Hn−1-measure on ∂U , and u1 = u2 on
Ωu1,0 ∩ Ωu2,0 by Remark 2.4.

Let P be the singular set of Proposition 2.2. Then, Remark 2.3 c), [61, Prop. 2.8] and [43, Lemma 2 and
Def. 11] (or [44, Lemma 2.16]) guarantee that there are enough sets in Uu whose boundaries do not intersect
P and which, furthermore, are such that the continuous representative of Convention 2.14 is given by the
precise representative u∗.

Lemma 2.20. Let p > n−1. Let u ∈W 1,p(Ω,Rn) be such that detDu > 0 a.e. Let U ⊂⊂ Ω be a nonempty
open set with a C2 boundary. Then, for a.e. t ∈ (−δ, δ),

Ut ∈ Uu, ∂Ut ∩ P = ∅ and u∗|∂Ut
is continuous.

Moreover, for each compact K ⊂ Ω there exists U ′ ∈ Uu such that K ⊂ U ′.

Remark 2.21. Let u∗ be the precise representative of Proposition 2.2. Every set U ∈ Uu satisfying ∂U∩P = ∅
belongs to Uu∗ . Indeed, suppose that U ∈ Uu. Then ∂U ⊂ Ω0 Hn−1-a.e. By definition of Ω0, u is
approximately differentiable (and, hence, approximately continuous) at every point in Ω0. By Remark 2.3 b)
and the definition of approximate differentiability, this implies that u = u∗ and ∇u = ∇u∗ in Ω0 \ P . This
is enough to see that all the conditions in Definition 2.17 are satisfied.

Lemma 2.22. Let U1, U2 ∈ Uu. If U1 ⊂⊂ U2 then U2 \ Ū1 ∈ Uu. If Ū1 ∩ Ū2 = ∅ then U1 ∪ U2 ∈ Uu.

Proof. It is enough to observe that, in the first case, ∂(U2 \ Ū1) = ∂U1 ∪ ∂U2 with disjoint union and, in the
second case, ∂(U1 ∪ U2) = ∂U1 ∪ ∂U2 with disjoint union.

The following result, with slightly different assumptions, was shown in the proof of [42, Th. 2] (see also
[43, Th. 2] or [44, Prop. 5.1]).

Proposition 2.23. Let p > n−1, u ∈W 1,p(Ω,Rn) and U ∈ Uu. Then there exists a family {φδ}δ>0 in C1
c (Ω)

such that φδ ↗ χU pointwise in Ω as δ ↘ 0 and, for each g ∈ C1(Rn,Rn) with (adjDu)(g◦u) ∈ L1
loc(Ω,Rn),

lim
δ↘0

∫
Ω

g(u(x)) · (cof Du(x)Dφδ(x)) dx = −
∫
∂U

g(u(x)) · (cof∇u(x)ν(x)) dHn−1(x),

where ν is the outward normal to U .
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The following result is a consequence of Morrey’s embedding and Fubini’s theorem (see [61, Lemma 2.9]
for a proof).

Lemma 2.24. Let p > n − 1. For each j ∈ N let uj ,u ∈ W 1,p(Ω,Rn) satisfy uj ⇀ u in W 1,p(Ω,Rn)
as j → ∞. Let U ⊂⊂ Ω be an open set with a C2 boundary. Then there exists δ > 0 such that for a.e.
t ∈ (−δ, δ),

uj ,u ∈W 1,p(∂Ut,Rn) for all j ∈ N

and, for a subsequence (depending on t),

uj → u uniformly on ∂Ut as j →∞.

2.5 Surface energy and distributional determinant

The following concepts were defined in [42].

Definition 2.25. Let u : Ω → Rn be measurable and approximately differentiable a.e. Suppose that
det∇u ∈ L1

loc(Ω) and cof∇u ∈ L1
loc(Ω,Rn×n). For every f ∈ C1

c (Ω× Rn,Rn), define

E(u, f) :=

∫
Ω

[cof∇u(x) ·Df(x,u(x)) + det∇u(x) div f(x,u(x))] dx (2.3)

and
E(u) := sup

{
E(u, f) : f ∈ C1

c (Ω× Rn,Rn), ‖f‖∞ ≤ 1
}
.

In equation (2.3), Df(x,y) denotes the derivative of f(·,y) evaluated at x, while div f(x,y) is the diver-
gence of f(x, ·) evaluated at y.

The functional E was introduced in [42] to measure the creation of new surface of a deformation. In this
paper we are only interested in the case where u does not create new surface, so E(u) = 0. When u ∈W 1,p,
as is the case of interest in this paper, this was shown in [44, Th. 4.6] to be equivalent to the requirement
that u does not exhibit cavitation. Again by [44, Th. 4.6], or just using the density in C1

c (Ω × Rn,Rn) of
sums of functions of separate variables (see, e.g., [54, Cor. 1.6.5]), one can see that equality E(u) = 0 is
equivalent to ∫

Ω

[cof∇u(x) · (g(u(x))⊗Dφ(x)) + det∇u(x)φ(x) div g(u(x))] dx = 0, (2.4)

for all φ ∈ C1
c (Ω) and g ∈ C1

c (Rn,Rn), which, in turn, is equivalent to identities (1.2) in the sense of
distributions for all g ∈ C1

c (Rn,Rn).
We present the definition of distributional determinant (see [6] or [60]). With 〈·, ·〉 we indicate the duality

product between a distribution and a smooth function.

Definition 2.26. Let u ∈W 1,p(Ω,Rn) satisfy (adjDu) u ∈ L1
loc(Ω,Rn). The distributional determinant of

u is the distribution DetDu defined as

〈DetDu, φ〉 := − 1

n

∫
Ω

u(x) · (cof Du(x))Dφ(x) dx, φ ∈ C∞c (Ω).

When DetDu can be identified with a Radon measure or an L1 function, we will use that identification
without further comment. In particular, equality DetDu = detDu, which can be expressed as (1.1) in the
distributional sense, means that

− 1

n

∫
Ω

u(x) · (cof Du(x))Dφ(x) dx =

∫
Ω

detDu(x)φ(x) dx for all φ ∈ C∞c (Ω).
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3 Degree for Sobolev maps

In this section we recall the definition of the Brouwer degree in W 1,p, p > n− 1; it will play a fundamental
role in the proof of the local invertibility and openness properties in the class Ap of sufficiently regular
and orientation-preserving Sobolev maps to be defined in Section 4. We then summarize the properties
of the degree that are used in our study: on the one hand, the relation of the local degree to the sign
of detDu; on the other hand, that the distributional derivative of the degree is related to cof Du in the
reference configuration. Finally, we state Šverák’s [70] definition of the topological image of a set and Müller
& Spector’s [61] topological condition of invertibility.

We assume that the reader has some familiarity with the topological degree for continuous functions (see,
e.g., [21, 31]). Let U be a bounded open set of Rn and let φ : ∂U → Rn be continuous. By Tietze’s theorem,
it admits a continuous extension φ̃ : Ū → Rn. We define the degree deg(φ, U, ·) : Rn \ φ(∂U) → Z of φ on
U as the degree deg(φ̃, U, ·) : Rn \φ(∂U)→ Z of φ̃ on U . This definition is consistent since the degree only
depends on the boundary values (see, e.g., [21, Th. 3.1 (d6)]).

The following continuity property of the degree is normally proved for functions defined in the whole Ū
and not just in ∂U .

Lemma 3.1. Let U be a bounded open set of Rn, and let φ1,φ2 ∈ C(∂U,Rn) and y ∈ Rn satisfy

‖φ1 − φ2‖∞ < dist(y,φ2(∂U)). (3.1)

Then y /∈ φ1(∂U) and deg(φ1, U,y) = deg(φ2, U,y).

Proof. Let φ̃1, φ̃2 ∈ C(Ū ,Rn) be extensions of φ1 and φ2, respectively. Define H : [0, 1]× Ū → Rn as

H(t,x) := tφ̃1(x) + (1− t)φ̃2(x).

Condition (3.1) implies that y /∈ H([0, 1]× ∂U). By the homotopy-invariance of the degree, deg(φ̃1, U,y) =
deg(φ̃2, U,y), and the conclusion follows.

Let p > n − 1 and U a C1 open set of Rn such that u ∈ W 1,p(∂U,Rn). Then u has a continuous
representative, which we still call u (see Convention 2.14). Hence, u has a degree deg(u, U, ·); moreover,
Ln(u(∂U)) = 0. We will interpret deg(u, U, ·) in two ways: as a continuous function from Rn \ u(∂U) to Z,
and as a BV function defined a.e. from Rn to Z (see [61, Lemma 3.5]). In the former case, deg(u, U, ·) is
constant in each connected component of Rn \u(∂U). In particular, if u ∈W 1,p(Ω,Rn) and x0 ∈ Ω, thanks
to the coarea formula,

u ∈W 1,p(∂B(x0, r),Rn)

for a.e. r ∈ (0,dist(x0, ∂Ω)), so deg(u, B(x0, r), ·) is defined for those r, and u|∂B(x0,r) is identified with its
continuous representative, according to Convention 2.14.

That the degree of linear invertible maps coincides with the sign of the determinant is a classic result,
and so is the formula for the degree of C1 maps at regular values (see, e.g., [31, Th. 2.9]). The extension
to continuous maps with a regular approximate differential (recall Definition 2.5) was given in [31, Lemma
5.10]. In the next lemma, we extend their result for our situation at hand.

Lemma 3.2. Let p > n − 1, u ∈ W 1,p(Ω,Rn) and x0 ∈ Ω. Assume that u has a regular approximate
differential at x0 with det∇u(x0) 6= 0. Then there exists a measurable set A ⊂ (0,∞) with D(A, 0) = 1

2
such that for every h ∈ A,

B(x0, h) ∈ Uu, u(x0) /∈ u(∂B(x0, h)) and deg(u, B(x0, h),u(x0)) = sgn det∇u(x0).

Moreover, if h′, h ∈ A satisfy h′ < h
2 and B(x0, h

′) ∈ Uu then u(∂B(x0, h
′)) is included in the connected

component of Rn \ u(∂B(x0, h)) containing u(x0).
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Proof. Take a set A ⊂ R as in Definition 2.5. Thanks to Lemma 2.20, by removing from A a negligible set,
it is possible to assume in addition that for every h ∈ A one has that B(x0, h) ∈ Uu. Define for each h ∈ A,

εh := sup
x∈∂B(x0,h)

|u(x)− u(x0)−∇u(x0)(x− x0)|
|x− x0|

,

and δ := min{|∇u(x0) z| : z ∈ Sn−1}. As det∇u(x0) 6= 0, the quantity δ is positive. Moreover, recalling
Definition 2.5, we can choose an hx0 > 0 such that εh < δ/4 for any h ∈ (0, hx0) ∩ A. For simplicity of
notation, we rename A as this new set (0, hx0) ∩A.

Define the affine map L : Rn → Rn

L(x) := u(x0) +∇u(x0)(x− x0).

For each h ∈ A and x ∈ ∂B(x0, h) we have that

|u(x)− L(x)|
h

=
|u(x)− u(x0)−∇u(x0)(x− x0)|

|x− x0|
≤ εh (3.2)

and
|L(x)− u(x0)| = |∇u(x0)(x− x0)| ≥ δ h. (3.3)

Inequalities (3.2) and (3.3) conclude that

‖u− L‖∞,∂B(x0,h) ≤ εh h < δ h ≤ dist(u(x0),L(∂B(x0, h))).

By Lemma 3.1, u(x0) /∈ u(∂B(x0, h)) and deg(u, B(x0, h),u(x0)) = deg(L, B(x0, h),u(x0)). As L is affine
with det∇u(x0) 6= 0, it satisfies deg(L, B(x0, h),u(x0)) = sgn det∇u(x0).

Let now h′ ∈ (0, h2 )∩A satisfyB(x0, h
′) ∈ Uu. Define the setD :=

{
y ∈ Rn : dist

(
y,L(B̄(x0, h

′))
)
≤ δ h

8

}
,

which is convex (and, hence, connected) since so is L(B̄(x0, h
′)). By (3.2) applied to h′ we have that

‖u− L‖∞,∂B(x0,h′)
≤ εh′h′ <

δ h

8
,

so u(∂B(x0, h
′)) ⊂ D. Now, for any x1 ∈ ∂B(x0, h) and x2 ∈ B̄(x0, h

′), we get, using (3.2),

|u(x1)− L(x2)| ≥ |L(x1)− L(x2)| − |u(x1)− L(x1)| ≥ |∇u(x0)(x1 − x2)| − εh h ≥
δ h

2
− εh h >

δh

4
.

Therefore, D ∩ u(∂B(x0, h)) = ∅. Altogether, the set D is connected and

u(∂B(x0, h
′)) ⊂ D ⊂ Rn \ u(∂B(x0, h)).

Therefore, D is included in the connected component of Rn \ u(∂B(x0, h)) containing u(x0).

The following formula for the distributional derivative of the degree will be widely used (see, e.g., [62,
Prop. 2.1] or [61, Prop. 2.1]).

Proposition 3.3. Let U ⊂ Rn be a C1 open set. Suppose that u is the continuous representative of a
function in W 1,p(∂U,Rn). Then, for all g ∈ C1(Rn,Rn),∫

∂U

g(u(x)) · (cof Du(x)ν(x)) dHn−1(x) =

∫
Rn

div g(y) deg(u, U,y) dy,

where ν is the unit outward normal to U .

The concept of topological image was introduced by Šverák [70] (see also [61]).
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Definition 3.4. Let p > n − 1 and let U ⊂⊂ Rn be a nonempty open set with a C1 boundary. If u ∈
W 1,p(∂U,Rn), we define imT(u, U), the topological image of U under u, as the set of y ∈ Rn \ u(∂U) such
that deg(u, U,y) 6= 0.

Due to the continuity of the degree for W 1,p maps when p > n − 1, the set imT(u, U) is open and
∂ imT(u, U) ⊂ u(∂U). In addition, as deg(u, U, ·) is zero in the unbounded component of Rn \ u(∂U) (see,
e.g., [21, Sect. 5.1]), it follows that imT(u, U) is bounded.

Condition INV (see [61, 16]) is defined as follows.

Definition 3.5. Let u ∈W 1,p(Ω,Rn) with p > n− 1. We say that u satisfies condition INV provided that
for every x0 ∈ Ω and a.e. r ∈ (0,dist(x0, ∂Ω)), the following conditions hold:

a) u(x) ∈ imT(u, B(x0, r)) for a.e. x ∈ B(x0, r).

b) u(x) /∈ imT(u, B(x0, r)) for a.e. x ∈ Ω \B(x0, r).

The following consequence of Lemma 3.1 will be used several times.

Lemma 3.6. Let p > n− 1 and let U ⊂⊂ Rn be a nonempty open set with a C1 boundary. For each j ∈ N,
let u,uj ∈W 1,p(∂U,Rn) satisfy uj → u uniformly in ∂U as j →∞. Then:

a) For each compact K ⊂ imT(u, U) there exists jK ∈ N such that K ⊂ imT(uj , U) for all j ≥ jK .

b) For each compact K ⊂ Rn \ (imT(u, U) ∪ u(∂U)) there exists jK ∈ N such that K ⊂ Rn \ (imT(uj , U) ∪
uj(∂U)) for all j ≥ jK .

c) χimT(uj ,U) → χimT(u,U) a.e. and in L1(Rn) as j →∞.

Proof. For part a), let jK ∈ N be such that for all j ≥ jK ,

‖uj − u‖∞ < dist(K,Rn \ imT(u, U)).

By Lemma 3.1, any y ∈ K satisfies y /∈ uj(∂U) and deg(uj , U,y) = deg(u, U,y) 6= 0 for all j ≥ jK , so
y ∈ imT(uj , U).

For part b), notice that, by the continuity of the degree, imT(u, U) ∪ u(∂U) is closed. Let jK ∈ N be
such that for all j ≥ jK ,

‖uj − u‖∞ < dist(K, imT(u, U) ∪ u(∂U)).

By Lemma 3.1, any y ∈ K satisfies y /∈ uj(∂U) and deg(uj , U,y) = deg(u, U,y) = 0 for all j ≥ jK , so
y /∈ imT(uj , U).

Parts a) and b) show that χimT(uj ,U) → χimT(u,U) pointwise in Rn \u(∂U), hence a.e. thanks to Remark
2.16 b). Now, χimT(uj ,U) = 0 in the unbounded connected component of Rn \ uj(∂U), for each j ∈ N.
Therefore, as

⋃
j∈N uj(∂U) is bounded, so is

⋃
j∈N imT(uj , B). By dominated convergence, the convergence

of c) also holds in L1(Rn).

4 Local invertibility and preservation of orientation

In [44, Sect. 7], an example was shown of a one-to-one a.e. map u ∈ L∞(Ω,Rn) (n = 2) satisfying u ∈
W 1,p(Ω,Rn) for all p < n, DetDu = detDu, detDu > 0 a.e. and E(u) > 0. The result seems contradictory
since, for invertible maps, E(u) measures the area of the cavity surfaces created by u (see [44, Th. 4.6]),
and, for orientation-preserving maps, the difference between DetDu and detDu gives the location of the
cavitation singularities together with the volume of the created cavities (see [61, Th. 8.4] or [44, Th. 6.2]).
What happens in that construction is that, when p < n, the pointwise condition detDu > 0 a.e. proves
insufficient to prevent a reversal of orientation: this reversal takes place at the surface of a created cavity
in the deformed configuration, which corresponds to an isolated point in the reference configuration. The
lesson we draw is that, in our context, the notion of preservation of orientation should be expressed in terms
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of the non-negativity of the degree. In particular, under this more accurate assumption, we are able to show
in this section, by proving Theorem 1.1, that the conditions DetDu = detDu and E(u) = 0 are indeed
equivalent. This turns out to be intrinsically related to the fact that, under any of these conditions, u is
locally invertible a.e.

We start by proving the easier implication, i.e., E(u) = 0 implies DetDu = detDu. Recall the notation
N from Section 2.3.

Theorem 4.1. Let u ∈ W 1,p(Ω,Rn), p > n − 1, detDu ∈ L1
loc(Ω), E(u) = 0 and detDu > 0 a.e. Then

u ∈ L∞loc(Ω,Rn), DetDu = detDu and, for all U ∈ Uu,

deg(u, U, ·) = NU a.e. (4.1)

Proof. Let U ∈ Uu and let {φδ}δ>0 be the family of Proposition 2.23. Fix g ∈ C1
c (Rn,Rn) and let ν be the

outward normal to U . Using Proposition 3.3 as well, we find that∫
Rn

div g(y) deg(u, U,y) dy =

∫
∂U

g(u(x)) · (cof Du(x)ν(x)) dHn−1(x)

= − lim
δ↘0

∫
Ω

g(u(x)) · (cof Du(x)Dφδ(x)) dx.

(4.2)

Now, using E(u) = 0 in the form (2.4), dominated convergence and Proposition 2.7, we find that

− lim
δ↘0

∫
Ω

g(u(x)) · (cof Du(x)Dφδ(x)) dx = lim
δ↘0

∫
Ω

φδ(x) div g(u(x)) detDu(x) dx

=

∫
U

div g(u(x)) detDu(x) dx =

∫
Rn

div g(y)NU (y) dy.

(4.3)

From (4.2) and (4.3) we obtain that∫
Rn

div g(y) deg(u, U,y) dy =

∫
Rn

div g(y)NU (y) dy.

Therefore, there exists c ∈ Z such that NU − deg(u, U, ·) = c a.e.
Now we show that imG(u, U) ⊂ imT(u, U) a.e. For all y ∈ imG(u, U) \ (imT(u, U) ∪ u(∂U)) we have

NU (y) ≥ 1 and deg(u, U,y) = 0, so if

Ln(imG(u, U) \ imT(u, U)) > 0 (4.4)

we would obtain c ≥ 1. Thus, for a.e. y ∈ Rn \ imT(u, U) we would have deg(u, U,y) = 0, so NU (y) = c ≥ 1
and, hence, y ∈ imG(u, U). Therefore, Rn\imT(u, U) ⊂ imG(u, U) a.e., so, using that imT(u, U) is bounded,
as well as Proposition 2.7,

∞ = Ln (Rn \ imT(u, U)) ≤ Ln (imG(u, U)) ≤
∫

imG(u,U)

NU (y) dy =

∫
U

detDu(x) dx,

which contradicts the fact that detDu ∈ L1
loc(Ω); this contradiction comes from assumption (4.4). Thus,

imG(u, U) ⊂ imT(u, U) a.e.; consequently, imG(u, U) is essentially bounded and u ∈ L∞(U,Rn). Therefore,
u ∈ L∞loc(Ω,Rn).

Now, for a.e. y ∈ Rn \ imT(u, U) we have deg(u, U,y) = 0, y /∈ imG(u, U) and, hence, NU (y) = 0. Thus
c = 0 and, hence, deg(u, U, ·) = NU a.e.

Now let φ ∈ C1
c (Ω) and choose, thanks to Lemma 2.20, U ∈ Uu such that sptφ ⊂ U . As imG(u, U) is

essentially bounded, we can find g ∈ C1
c (Rn,Rn) such that g = − 1

n id a.e. in imG(u, U). Using again (2.4),
we obtain that

〈DetDu, φ〉 = − 1

n

∫
Ω

u(x) · (cof Du(x)Dφ(x)) dx =

∫
Ω

g(u(x)) · (cof Du(x)Dφ(x)) dx

= −
∫

Ω

φ(x) div g(u(x)) detDu(x) dx =

∫
Ω

φ(x) detDu(x) dx,

which shows that DetDu = detDu.
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In order to prove the reverse implication, i.e., DetDu = detDu implies E(u) = 0 when the topological
degree is non-negative, we need some preliminary results. We start by fixing a suitable family of mollifiers.
Let ψ ∈ C1([0,∞)) be such that

ψ ≥ 0, ψ′ ≤ 0, ψ′(0) = 0, sptψ ⊂ [0, 1),

∫
Rn

ψ(|x|) dx = 1

and, for t > 0, define ψt ∈ C1(R) and ϕt ∈ C1(Rn) as

ψt(r) :=
1

tn
ψ(
r

t
), ϕt(x) := ψt(|x|). (4.5)

The following result is essentially contained in the proof of [61, Lemma 8.1].

Lemma 4.2. Let u ∈ W 1,p(Ω,Rn) with p > n − 1. Let φ ∈ C1
c (Ω) and g ∈ C1(Rn,Rn). Assume that

(adjDu) (g ◦ u) ∈ L1
loc(Ω,Rn). Then∫

Ω

g(u(x)) · (cof Du(x)Dφ(x)) dx = lim
t↘0

∫
Ω

φ(x)

∫ t

0

ψ′t(r)

∫
Rn

div g(y) deg(u, B(x, r),y) dy dr dx.

Proof. Denoting by ? the convolution operator, we find that φ ? Dϕt → Dφ uniformly in Ω as t ↘ 0, since
φ ∈ C1

c (Ω). Therefore,∫
Ω

g(u(x)) · (cof Du(x)Dφ(x)) dx =

∫
Ω

(adjDu(x) g(u(x))) ·Dφ(x) dx

= lim
t↘0

∫
Ω

(adjDu(x) g(u(x))) · (φ ? Dϕt)(x) dx.

Now, for 0 < t < dist(sptφ, ∂Ω),∫
Ω

(adjDu(x) g(u(x))) · (φ ? Dϕt)(x) dx =

∫
sptφ

φ(z)

∫
B(z,t)

(adjDu(x) g(u(x))) ·Dϕt(x− z) dx dz.

By the coarea formula and (4.5), for each z ∈ sptφ,∫
B(z,r)

(adjDu(x) g(u(x))) ·Dϕt(x− z)dx =

∫ t

0

ψ′t(r)

∫
∂B(z,r)

(adjDu(x) g(u(x))) · ν(x) dHn−1(x) dr,

where ν(x) := x−z
|x−z| is the unit exterior normal to B(z, r). By Proposition 3.3, for a.e. r ∈ (0, t),∫

∂B(z,r)

(adjDu(x) g(u(x))) · ν(x) dHn−1(x) =

∫
∂B(z,r)

g(u(x)) · (cof Du(x)ν(x)) dHn−1(x)

=

∫
Rn

div g(y) deg(u, B(z, r),y) dy.

This chain of equalities concludes the proof.

The following proposition shows that an important part of the analysis of the distributional determinant
carried out in [61, Sect. 8] (in particular, the monotonicity of the topological images) does not depend on the
invertibility of the deformations but only on the preservation of orientation (the positivity of the degree).

Proposition 4.3. Let p > n − 1 and u ∈ W 1,p(Ω,Rn). Assume that (adjDu) u ∈ L1
loc(Ω,Rn) and that

deg(u, B(x, r), ·) ≥ 0 a.e. for all x ∈ Ω and r > 0 for which B(x, r) ∈ Uu. Then

a) DetDu is a positive Radon measure.
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b) detDu ∈ L1
loc(Ω), detDu ≥ 0 a.e. and DetDu = (detDu)Ln + µs for some measure µs that is singular

with respect to the Lebesgue measure.

c) For every U ∈ Uu we have deg(u, U, ·) ≥ 0 a.e. and in Rn \ u(∂U).

d) For every U1, U2 ∈ Uu with U1 ⊂⊂ U2,

deg(u, U1, ·) ≤ deg(u, U2, ·) a.e. and in Rn \ u(∂U1 ∪ ∂U2), and imT(u, U1) ⊂ imT(u, U2).

e) u ∈ L∞loc(Ω,Rn) and for every U ∈ Uu we have imG(u, U) ⊂ imT(u, U) a.e. and imG(u, U) ⊂ imT(u, U).

f) If, in addition DetDu = detDu, then, for every U ∈ Uu and every family F of balls contained in U and
such that, for a.e. x ∈ U ,

D̄ ({r > 0 : B(x, r) ∈ F} , 0) > 0, (4.6)

there exists a countable family {Bk}k∈N ⊂ F ∩ Uu such that

B̄i ∩ B̄j = ∅ for i 6= j, U =
⋃
k∈N

Bk a.e. and deg(u, U, ·) =
∑
k∈N

deg(u, Bk, ·) a.e.

Proof. Parts a), c) and f) of the proof proceed as in [61, Th. 9.1].

Part a). For each g ∈ C1(Rn,Rn) such that (adjDu) (g ◦ u) ∈ L1
loc(Ω,Rn), define the linear functional

Λg as

〈Λg, φ〉 := −
∫

Ω

g(u(x)) · (cof Du(x)Dφ(x)) dx, φ ∈ C1
c (Ω).

If div g ≥ 0, then Lemma 4.2 and the assumption on the degree imply that 〈Λg, φ〉 ≥ 0 for all φ ∈ C1
c (Ω)

with φ ≥ 0. Hence (see, e.g., [29, Cor. 1.8.1]) Λg is a positive measure in Ω. In particular, since (adjDu) u ∈
L1

loc(Ω,Rn), we can apply this result to g := 1
n id and conclude that DetDu is a positive measure. This

proves part a).

Part c). Suppose now that g is any vector field in C1(Rn,Rn) such that (adjDu) (g ◦ u) ∈ L1
loc(Ω,Rn)

and div g ∈ L∞(Rn). Call cg := 1
n inf div g and consider ḡ := g − cg id. Note that div ḡ ≥ 0 and Λḡ =

Λg − n cg DetDu. By the result above, Λḡ is a positive measure and, hence, Λg is a Radon measure in Ω
with

|Λg| ≤ Λḡ + n |cg|DetDu. (4.7)

Applying twice Lemma 4.2, first to ḡ and then to − 1
n id, we obtain that, for any φ ∈ C1

c (Ω) with φ ≥ 0,

〈Λḡ, φ〉 ≤ −‖div ḡ‖∞ lim
t↘0

∫
Ω

φ(x)

∫ t

0

ψ′t(r)

∫
Rn

deg(u, B(x, r),y) dy dr dx = ‖div ḡ‖∞ 〈DetDu, φ〉.

This shows that Λḡ ≤ ‖div ḡ‖∞DetDu. Since |div ḡ| ≤ |div g|+ n |cg|, thanks to (4.7), we obtain that

|Λg| ≤ (‖div g‖∞ + 2n |cg|) DetDu. (4.8)

Let U ∈ Uu and let FU be the family of closed balls B̄ contained in U such that B ∈ Uu and DetDu(∂B) =
0. As DetDu is finite on compact sets, FU is a fine covering of U . By Besicovitch’s covering theorem (see,
e.g., [2, Th. 2.19]), there exists a countable family {Bk}k∈N of open balls in Uu with disjoint closures such
that

DetDu

(⋃
k∈N

∂Bk

)
= 0 and (Ln + DetDu)

(
U \

⋃
k∈N

Bk

)
= 0. (4.9)

Let {φδ}δ>0 be the family of Proposition 2.23. Then, for each g ∈ C1(Rn,Rn) for which (adjDu) (g ◦ u) ∈
L1

loc(Ω,Rn) and div g ∈ L∞(Rn),∫
∂U

g(u(x)) · (cof Du(x)ν(x)) dHn−1(x) = lim
δ↘0
〈Λg, φδ〉 = Λg(U),
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where ν is the outward normal to U . Thus, thanks to Proposition 3.3, (4.8) and (4.9),∫
Rn

div g(y) deg(u, U,y) dy = Λg(U) =
∑
k∈N

Λg(Bk) =
∑
k∈N

∫
Rn

div g(y) deg(u, Bk,y) dy. (4.10)

When we apply (4.10) to ḡ := g − cg id, we obtain, using monotone convergence, that∫
Rn

div ḡ(y) deg(u, U,y) dy =
∑
k∈N

∫
Rn

div ḡ(y) deg(u, Bk,y) dy =

∫
Rn

div ḡ(y)
∑
k∈N

deg(u, Bk,y) dy, (4.11)

whereas when we apply it to 1
n id, we obtain, again by monotone convergence,∫

Rn

deg(u, U,y) dy =
∑
k∈N

∫
Rn

deg(u, Bk,y) dy =

∫
Rn

∑
k∈N

deg(u, Bk,y) dy. (4.12)

In particular,
∑
k∈N deg(u, Bk, ·) ∈ L1(Ω) and

n cg

∫
Rn

deg(u, U,y) dy = n cg

∫
Rn

∑
k∈N

deg(u, Bk,y) dy. (4.13)

Adding the equalities (4.11) and (4.13), we get∫
Rn

div g(y) deg(u, U,y) dy =

∫
Rn

div g(y)
∑
k∈N

deg(u, Bk,y) dy.

This equality is true for all g ∈ C1(Rn,Rn) for which (adjDu) (g ◦ u) ∈ L1
loc(Ω,Rn) and div g ∈ L∞(Rn),

so, in particular, it is valid for all g ∈ C1
c (Rn,Rn), which implies that the function

deg(u, U, ·)−
∑
k∈N

deg(u, Bk, ·)

is constant a.e., but with (4.12) we obtain that, in fact,

deg(u, U, ·) =
∑
k∈N

deg(u, Bk, ·) ≥ 0 a.e.,

which proves c).

Part d). Let U1, U2 ∈ Uu satisfy U1 ⊂⊂ U2. By Lemma 2.22, we have that U2 \ Ū1 ∈ Uu, so by c) we
obtain that deg(u, U2 \ Ū1, ·) ≥ 0 a.e. Thanks to the additivity of the Brouwer degree (see, e.g., [21, Th. 3.1
(d2)]), for all y ∈ Rn \ u(∂U1 ∪ ∂U2),

deg(u, U2,y) = deg(u, U2 \ Ū1,y) + deg(u, U1,y).

We thus obtain that deg(u, U1, ·) ≤ deg(u, U2, ·) a.e. In particular, imT(u, U1) ⊂ imT(u, U2) ∪ u(∂U2). As
Ln(u(∂U2)) = 0 and imT(u, U1) is open, given y0 ∈ imT(u, U1) there exists a sequence {yj}j∈N in Rn\u(∂U2)

tending to y0. Therefore, yj ∈ imT(u, U2) for all j ∈ N. This shows that imT(u, U1) ⊂ imT(u, U2) and,

consequently, imT(u, U1) ⊂ imT(u, U2), which concludes the proof of d).

Part e). Define

U+ := {x ∈ U ∩ Ω0 : u∗ has a regular approximate differential at x with det∇u∗(x) > 0} ,
U0 := {x ∈ U ∩ Ω0 : u∗ has a regular approximate differential at x with det∇u∗(x) = 0} ,

where u∗ is the precise representative of Definition 2.2. Proposition 2.6, Lemma 3.2 and the non-negativity
of the degree show that U+ ∪ U0 = U a.e. Lemma 3.2 also implies that for all x ∈ U+ there exists r > 0
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such that B(x, r) ∈ Uu, B(x, r) ⊂⊂ U , and u∗(x) ∈ imT(u, B(x, r)); then, by part d), u∗(x) ∈ imT(u, U).
On the other hand, Proposition 2.7 shows that Ln(imG(u, U0)) = 0. Altogether, imG(u, U) ⊂ imT(u, U) a.e.
By Proposition 2.12, each y0 ∈ imG(u, U) satisfies D(imT(u, U),y0) = 1; since imT(u, U) is closed, we must
have that y0 ∈ imT(u, U). Therefore, imG(u, U) ⊂ imT(u, U) and u ∈ L∞(U,Rn).

Part b). Thanks to parts a) and e), we are in the assumptions of De Lellis & Ghiraldin [20, Th. 1.2],
and can conclude that DetDu = (detDu)Ln + µs for some measure µs that is singular with respect to the
Lebesgue measure. As a consequence of this decomposition, detDu ∈ L1

loc(Ω) and detDu ≥ 0 a.e.

Part f). Assume DetDu = detDu, take U ∈ Uu and let F be a family of balls as in the statement. Let
F ′ be the set of B̄ such that B ∈ F ∩ Uu. Let A be the set of points x ∈ U for which (4.6) is satisfied.
By Besicovitch’s covering theorem, there exists a countable family {Bk}k∈N ⊂ F ∩ Uu of balls with disjoint
closures such that A =

⋃
k∈NBk a.e. On the other hand, by hypothesis, U = A a.e. Therefore,

U =
⋃
k∈N

Bk a.e.

From this point, we can apply verbatim the reasoning of part c) of the proof, having in mind that DetDu
and Λg are absolutely continuous with respect to the Lebesgue measure. We conclude that deg(u, U, ·) =∑
k∈N deg(u, Bk, ·) a.e., which finishes the proof.

In order to prove that maps with nonnegative degree and satisfying DetDu = detDu necessarily have
zero surface energy, we need to establish first that these two conditions imply the local invertibility of the
deformation.

Definition 4.4. Let u ∈ W 1,p(Ω,Rn), p > n − 1. We define U in
u as the class of U ∈ Uu such that u is

one-to-one a.e. in U . We denote by Ωin the set
⋃
U in
u .

Thus, Ωin consists of the sets of points around which u is locally a.e. invertible: x ∈ Ωin if and only if
there exists r > 0 such that u is one-to-one a.e. in B(x, r). The set Ωin does not depend on the particular
representative of u. Indeed, if u1 = u2 a.e. and x ∈ U1 with U1 ∈ Uu1

satisfies that u1 is one-to-one a.e. in
U1 then, by Lemma 2.20, there exists U2 ∈ Uu2

with x ∈ U2 and U2 ⊂ U1, so u2 is one-to-one a.e. in U2.

Proposition 4.5. Let p > n − 1 and u ∈ W 1,p(Ω,Rn). Assume that (adjDu) u ∈ L1
loc(Ω,Rn) and that

deg(u, B(x, r), ·) ≥ 0 a.e. for all x ∈ Ω and r > 0 for which B(x, r) ∈ Uu.

a) Suppose that U ∈ Uu and that u∗ has a regular approximate differential at two points x1,x2 ∈ U . Suppose,
further, that x1 ∈ Ω0, det∇u(x2) 6= 0, u(x1) = u(x2) := y0, and

D({y ∈ Rn \ u(∂U) : deg(u, U,y) = 1},y0) = 1. (4.14)

Then x1 = x2.

b) Suppose that U1, U2 ∈ Uu, U1 ⊂ U2 and deg(u, U2, ·) = 1 a.e. in imT(u, U1). Assume further that
det∇u(x) 6= 0 for a.e. x ∈ U2. Then u is one-to-one a.e. in U1 and u(x) /∈ imG(u, U1) for a.e.
x ∈ U2 \ U1.

c) Suppose that U1, U2 ∈ Uu, U1 ⊂⊂ U2, ∂U1 and ∂U2 are connected, u(∂U1)∩u(∂U2) = ∅ and deg(u, U2, ·) =
1 on u(∂U1). Then deg(u, U2,y) = 1 for every y ∈ imT(u, U1).

d) Ωin is open and {x ∈ Ωd : det∇u(x) 6= 0} ⊂ Ωin a.e.

Proof. Part a). Suppose, for a contradiction, that x1 6= x2. By Lemma 3.2, for i ∈ {1, 2} there exists ri > 0
such that the balls Bi := B(xi, ri) satisfy Bi ∈ Uu, y0 /∈ u(∂Bi), B̄1 ∩ B̄2 = ∅, B̄1 ∪ B̄2 ⊂ U and

deg(u, Bi, ·) = 1 in Ci,
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where Ci is the connected component of Rn \ u(∂Bi) containing y0. Thus,

deg(u, B1, ·) = deg(u, B2, ·) = 1 in C1 ∩ C2. (4.15)

By Lemma 2.22 and Proposition 4.3 d),

deg(u, B1 ∪B2, ·) ≤ deg(u, U, ·) a.e. (4.16)

But, by the additivity of the degree (see, e.g., [21, Th. 3.1 (d2)]),

deg(u, B1 ∪B2, ·) = deg(u, B1, ·) + deg(u, B2, ·) in Rn \ (u(∂B1) ∪ u(∂B2)). (4.17)

Thus, for a.e. y ∈ C1 ∩ C2, owing to (4.15), (4.16) and (4.17),

2 = deg(u, B1,y) + deg(u, B2,y) = deg(u, B1 ∪B2,y) ≤ deg(u, U,y).

In particular, since C1 ∩ C2 is an open neighbourhood of y0,

D({y ∈ Rn \ u(∂U) : deg(u, U,y) ≥ 2},y0) = 1,

which contradicts (4.14).

Part b). By Remark 2.3, Proposition 2.6, the fact that Ln(Ω\Ω0) = 0 and Lemma 2.8, it suffices to prove
that if u∗ has a regular approximate differential at two points x1 ∈ U1∩Ω0 and x2 ∈ U2 with det∇u(x2) 6= 0
and u∗(x1) = u∗(x2) then x1 = x2. Call y0 := u∗(x1). By Proposition 2.12, D(imG(u, U1),y0) = 1, so
thanks to Proposition 4.3 e) we obtain D(imT(u, U1),y0) = 1. Our assumption indicates that

imT(u, U1) ⊂ {y ∈ Rn \ u(∂U2) : deg(u, U2,y) = 1} a.e.,

and, hence,
D ({y ∈ Rn \ u(∂U2) : deg(u, U2,y) = 1} ,y0) = 1.

Part a) then concludes that x1 = x2.

Part c). The set u(∂U1) is connected and contained in Rn \ u(∂U2); let C be the connected component
of Rn \ u(∂U2) containing u(∂U1). Since deg(u, U2, ·) = 1 in C, our aim is to show that imT(u, U1) ⊂ C.
As u(∂U2) is connected, we have that Rn \ C is connected (see, e.g., [12, Ex. I.11.4 b)]) and contained in
Rn \u(∂U1), so Rn \C, being unbounded, must be contained in the unbounded component D of Rn \u(∂U1).
As deg(u, U1, ·) = 0 in D, we have that imT(u, U1) ⊂ Rn \D. As Rn \D ⊂ C, the proof of c) is done.

Part d). It is clear that Ωin is open, as a union of open sets. In order to prove that Ln({x ∈ Ωd :
det∇u(x) 6= 0} \ Ωin) = 0, by Proposition 2.6 and Proposition 4.3 b) it suffices to show that x0 ∈ Ωin for
every x0 ∈ Ωd at which det∇u(x0) > 0 and u∗ has a regular approximate differential. By Lemma 3.2, there
exists r > 0 such that the ball B := B(x0, r) satisfies B ∈ Uu, u∗(x0) /∈ u(∂B) and

deg(u, B,y) = 1 for all y ∈ C0,

where C0 is the connected component of Rn\u(∂B) containing u(x0). Moreover, there also exists r′ < r such
that the ball B′ := B(x0, r

′) satisfies B′ ∈ Uu and u(∂B′) ⊂ C0. Part c) then shows that deg(u, B, ·) = 1 in
imT(u, B′), while Part b) yields that u is one-to-one a.e. in B′, so x0 ∈ Ωin and d) is proved.

We are now in a position to conclude our characterization.

Theorem 4.6. Let u ∈ W 1,p(Ω,Rn), p > n − 1, satisfy detDu ∈ L1
loc(Ω), (adjDu) u ∈ L1

loc(Ω,Rn),
detDu(x) 6= 0 a.e. x ∈ Ω, DetDu = detDu, and deg(u, B(x, r), ·) ≥ 0 a.e. for all x ∈ Ω and r > 0 for
which B(x, r) ∈ Uu. Then E(u) = 0 and detDu > 0 a.e.
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Proof. Property detDu > 0 a.e. is an immediate consequence of Proposition 4.3 b).
We show that, for every U ∈ U in

u ,

deg(u, U, ·) = NU = χimG(u,U) = χimT(u,U) a.e. (4.18)

By Proposition 4.3 e),
imG(u, U) ⊂ imT(u, U) a.e. (4.19)

As, by Proposition 4.3 c), deg(u, U, ·) ≥ 0 a.e., we have, using also Proposition 3.3,

Ln (imT(u, U)) ≤
∫
Rn

deg(u, U,y) dy =
1

n

∫
∂U

u(x) · (cof Du(x)ν(x)) dHn−1(x), (4.20)

where ν is the unit outward normal to U .
Let {φδ}δ>0 be the family of Proposition 2.23. Then

1

n

∫
∂U

u(x) · (cof Du(x)ν(x)) dHn−1(x) = − 1

n
lim
δ↘0

∫
Ω

u(x) · (cof Du(x)Dφδ(x)) dx = lim
δ↘0
〈DetDu, φδ〉.

(4.21)
Using the assumption DetDu = detDu and dominated convergence we obtain

lim
δ↘0
〈DetDu, φδ〉 = lim

δ↘0

∫
Ω

φδ(x) detDu(x) dx =

∫
U

detDu(x) dx. (4.22)

By Proposition 2.7 and the fact that u is one-to-one a.e. in U , we obtain∫
U

detDu(x) dx =

∫
Rn

NU (y) dy = Ln (imG(u, U)) . (4.23)

We recapitulate the conclusion of relations (4.20), (4.21), (4.22), (4.23) and (4.19):

Ln (imT(u, U)) ≤
∫
Rn

deg(u, U,y) dy =

∫
Rn

NU (y) dy = Ln (imG(u, U)) ≤ Ln (imT(u, U)) .

This chain of inequalities proves the validity of (4.18).
Now fix φ ∈ C1

c (Ω) and g ∈ C1
c (Rn,Rn), and consider the functions ψt and ϕt of (4.5). For each 0 < t < 1

define ht : sptφ→ R as

ht(z) :=

∫ t

0

ψ′t(r)

∫
Rn

div g(y) deg(u, B(z, r),y) dy dr. (4.24)

By Lemma 4.2, ∫
Ω

g(u(x)) · (cof Du(x)Dφ(x)) dx = lim
t↘0

∫
sptφ

φ(z)ht(z) dz. (4.25)

Fix z ∈ sptφ and r > 0 such that B(z, r) ∈ Uu. Thanks to (4.18) and Proposition 4.5 d), we can apply
Proposition 4.3 f) to the family F of balls B ∈ Uu such that B ⊂ B(z, r) and

deg(u, B, ·) = NB = χimG(u,B) a.e.

Thus, there exists a disjoint sequence {Bk}k∈N in Uu such that

B(z, r) =
⋃
k∈N

Bk a.e., deg(u, B(z, r), ·) =
∑
k∈N

deg(u, Bk, ·) a.e. (4.26)

and, for all k ∈ N,
deg(u, Bk, ·) = NBk

= χimG(u,Bk) a.e. (4.27)
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Therefore, by dominated convergence, (4.26), (4.27) and Proposition 2.7,∫
Rn

div g(y) deg(u, B(z, r),y) dy =
∑
k∈N

∫
Rn

div g(y) deg(u, Bk,y) dy =
∑
k∈N

∫
imG(u,Bk)

div g(y) dy

=
∑
k∈N

∫
Bk

div g(u(x)) detDu(x) dx =

∫
B(z,r)

div g(u(x)) detDu(x) dx.

This and (4.24) imply that

ht(z) =

∫ t

0

ψ′t(r)

∫
B(z,r)

div g(u(x)) detDu(x) dx dr.

Noticing that, thanks to the fundamental theorem of Calculus and the coarea formula,

d

dr

∫
B(z,r)

div g(u(x)) detDu(x) dx dr =

∫
∂B(z,r)

div g(u(x)) detDu(x) dHn−1(x),

an integration by parts and again the coarea formula yield

−ht(z) =

∫ t

0

ψt(r)

∫
∂B(z,r)

div g(u(x)) detDu(x) dHn−1(x) dr

=

∫
B(z,t)

ϕt(z− x) div g(u(x)) detDu(x) dx = (ϕt ? ((div g ◦ u)(detDu))) (z).

Hence, we can apply a standard property of convolutions and obtain that

lim
t↘0

∫
sptφ

φ(z)ht(z) dz = −
∫

sptφ

φ(z) div g(u(z)) detDu(z) dz. (4.28)

Equalities (4.25) and (4.28) show that E(u, φg) = 0, i.e., equality (2.4) holds, and, consequently, E(u) = 0.
This concludes the proof.

Note that, thanks to Proposition 4.3, assumptions detDu ∈ L1
loc(Ω) and DetDu = detDu in Theorem

4.6 are equivalent to saying that the measure DetDu is absolutely continuous with respect to Ln. For ease
of reference, Theorems 1.1, 4.1 and 4.6, and Proposition 4.5 d) are summarized in the following corollary.

Corollary 4.7. Let u ∈ W 1,p(Ω,Rn), p > n − 1, detDu ∈ L1
loc(Ω). Then the following conditions are

equivalent:

a) E(u) = 0 and detDu > 0 a.e.

b) (adjDu) u ∈ L1
loc(Ω,Rn), detDu(x) 6= 0 for a.e. x ∈ Ω, DetDu = detDu, and deg(u, B(x, r), ·) ≥ 0

a.e. for all x ∈ Ω and r > 0 for which B(x, r) ∈ Uu.

Moreover, in either case we have that u ∈ L∞loc(Ω,Rn), for all U ∈ Uu formula (4.1) holds, and for a.e.
x ∈ Ω there exists r0 > 0 such that u is one-to-one a.e. in B(x, r0).

Motivated by Corollary 4.7, we introduce the functional class that is the object of our work.

Definition 4.8. For each p > n−1, we define Ap as the set of u ∈W 1,p(Ω,Rn) such that detDu ∈ L1
loc(Ω),

detDu > 0 a.e. and E(u) = 0.

The class Ap is not really new since, except for the requirement of the positivity of the determinant, it
was introduced by Müller [59] without giving it a name. It was also used in Giaquinta, Modica & Souček
[38, Def. 3.2.1.3 and Prop. 3.2.4.1].

As mentioned in the introduction, if p > n−1, u ∈W 1,p(Ω,Rn), cof Du ∈ L
n

n−1 (Ω,Rn×n) and detDu > 0
a.e. then u belongs to the functional space we have just defined (it follows from Müller, Qi & Yan [63, Th.
3.2]).

A more accurate notation for Ap would be Ap(Ω), in order to stress the dependence on Ω. However,
since the domain Ω is fixed throughout the paper, we prefer to use the notation Ap.
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5 Fine properties of deformations in Ap
In this section we show some fine properties of the deformations in the class Ap and of their local inverses.

5.1 Condition INV and Sobolev regularity of the inverse

We begin by noting that equality (4.1) implies a sort of openness property for u: for every U ∈ Uu,

imT(u, U) = imG(u, U) a.e. (5.1)

Next, we show that in our class Ap, the a.e. invertibility of a map in a subdomain is equivalent to
condition INV (Definition 3.5). Müller & Spector [61] showed that, under the assumption detDu > 0 a.e.,
INV implies invertibility a.e, but the converse is false in general (see, e.g., [61, Sect. 11], [62, Sect. 5] or [44,
Sect. 7]).

Lemma 5.1. Let u ∈ Ap.

a) Given U ∈ Uu, one has that u|U satisfies INV if and only if u is one-to-one a.e. in U .

b) Given U1, U2 ∈ U in
u and U1 ⊂⊂ U2 then u(x) ∈ imT(u, U1) for a.e. x ∈ U1, and u(x) /∈ imT(u, U1) for

a.e. x ∈ U2 \ U1.

Proof. By [61, Lemma 3.4] (or [43, Lemma 1]), if u|U satisfies INV then u is one-to-one a.e. in U . In order
to show the converse it is in fact enough to prove property b). So let U1, U2 ∈ U in

u satisfy U1 ⊂⊂ U2. Thus
χimG(u,Ui) = NUi

a.e. for i ∈ {1, 2}, and, thanks to equality (5.1),

χimT(u,Ui) = χimG(u,Ui) = NUi
a.e., i ∈ {1, 2}. (5.2)

As u(x) ∈ imG(u, U1) for all x ∈ U1 ∩ Ω0 (recall Definition 2.11), by (5.2) we have that u(x) ∈ imT(u, U1)
for a.e. x ∈ U1. Analogously, by (5.2), u(x) ∈ imT(u, U2) and NU2

(u(x)) = 1 for a.e. x ∈ U2. As U2 ∈ U in
u ,

we must have NU1
(u(x)) = 0 for a.e. x ∈ U2 \ U1, so by (5.2), u(x) /∈ imT(u, U1) for a.e. x ∈ U2 \ U1. This

concludes the proof.

It follows from [43, Lemma 3] that if u : Ω → Rn is approximately differentiable a.e. and is one-to-one
a.e. in a subset U ⊂ Ω then u|U∩Ω0

is injective, where Ω0 is the set of Definition 2.11. By the definition of
geometric image, this means that u|U∩Ω0

is a bijection from U ∩ Ω0 onto imG(u, U). By virtue of (5.1), if
U ∈ Uu, it is then possible to define the local inverse (u|U )−1 in the open set imT(u, U) as follows.

Definition 5.2. Let u ∈ Ap and U ∈ U in
u . The inverse (u|U )−1 : imT(u, U) → Rn is defined a.e. as

(u|U )−1(y) = x, for each y ∈ imG(u, U), and where x ∈ U ∩ Ω0 satisfies u(x) = y.

Since maps in Ap satisfy condition INV locally (by Proposition 4.5 d), Definition 4.4 and Lemma 5.1),
we obtain the following result as a particular case of [45, Th. 3.3].

Proposition 5.3. Let u ∈ Ap and U ∈ U in
u . Then

(u|U )−1 ∈W 1,1(imT(u, U),Rn) and D(u|U )−1 =
(
Du ◦ (u|U )−1

)−1
a.e.

5.2 Monotonicity, continuity and differentiability

In this subsection we show that maps in Ap satisfy a weak notion of monotonicity and they admit a repre-
sentative that is continuous Hn−p-a.e., differentiable a.e. and satisfies Lusin’s condition N .

We first identify the boundary of imT(u, U). Recall from Proposition 2.2 the definition of the represen-
tative u∗ and the set P .

Lemma 5.4. Let p > n− 1, u ∈ Ap and U ∈ Uu. The following assertions hold.

23



a) imT(u, U) ∪ u(∂U) is closed, imT(u, U) ⊂ imT(u, U) ∪ u(∂U) and ∂ imT(u, U) ⊂ u(∂U).

b) Suppose that ∂U ∩ P = ∅ and u∗|∂U is continuous. Then

imT(u, U) = imT(u, U) ∪ u(∂U) and ∂ imT(u, U) = u(∂U).

Proof. Part a) follows immediately from the continuity of the degree.
Assume the hypotheses of Part b). First note that U ∈ Uu∗ , by Remark 2.21. Let x0 ∈ ∂U . By Remark

2.3 b), u∗(x0) = ap limx→x0
u(x), so there exists a sequence {xj}j∈N in U ∩ Ω0 converging to x0 such that

u(xj)→ u∗(x0) as j →∞. By Proposition 4.3 e), u(xj) ∈ imT(u, U) for all j ∈ N. Consequently, u∗(x0) ∈
imT(u, U), which proves u∗(∂U) ⊂ imT(u, U). But by Convention 2.14 and Remark 2.19, u∗(∂U) = u(∂U).
Finally, as imT(u, U) is open and does not intersect u(∂U), we also have ∂ imT(u, U) = u(∂U).

Now we show that maps in Ap satisfy a version of the maximum and minimum principles. For each
i ∈ {1, . . . , n}, we denote by ui the ith component of u.

Proposition 5.5. Let u ∈ Ap, U ∈ Uu and i ∈ {1, . . . , n}. Then,

minui(∂U) ≤ ui(x) ≤ maxui(∂U) a.e. x ∈ U. (5.3)

Proof. Thanks to Lemma 2.8 c) and equality (5.1), u(x) ∈ imT(u, U) for a.e. x ∈ U . Denote by πi : Rn → R
the projection onto the ith coordinate. Then, using also that projections are open maps, as well as Lemma
5.4 a), we obtain

ess sup
U

ui ≤ supπi(imT(u, U)) = sup ∂(πi(imT(u, U))) ≤ supπi(∂ imT(u, U)) ≤ supπi(u(∂U)),

where ess sup denotes the essential supremum. This shows that ui(x) ≤ maxui(∂U) for a.e. x ∈ U , and the
other inequality of (5.3) is proved analogously.

Property (5.3) is closely related to Manfredi’s [56] notion of weak monotonicity and earlier related defini-
tions (see, e.g., [73]). In fact, one can see, e.g., from the proof of [47, Th. 2.17] that a Sobolev map satisfying
detDu > 0 a.e. and DetDu = detDu is weakly monotone. Also, our property (5.3) means that u is weakly
pseudomonotone in the sense of [41, Sect. 2].

It is well-known (see, e.g., [47, Ch. 2]) that the above notions of monotonicity imply regularity properties
for the map: in particular, a representative of u is continuous Hn−p-a.e. (if p ≤ n) and differentiable a.e.
However, we will not deal with the representative normally used in the theory of monotone maps (see, e.g.,
[70, 56, 72, 41, 47]) but rather with the one defined in [61, Th. 7.4], which we explain in the following
paragraphs.

Definition 5.6. Let u ∈ Ap. We define the topological image of a point x ∈ Ω by u as

imT(u,x) :=
⋂
r>0

B(x,r)∈Uu

imT(u, B(x, r)),

and NC := {x ∈ Ω: H0(imT(u,x)) > 1}.

Remark 5.7. a) The topological image of a point is compact and non-empty, since it is defined as a decreasing
intersection of compact and non-empty sets. The fact that the intersection is decreasing is a consequence
of Proposition 4.3 d), and the fact that the sets involved are non-empty is a consequence of, for example,
Proposition 4.3 e).
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b) We have Ln(imT(u,x)) = 0. Indeed, this is an immediate consequence of [44, Th. 4.6], but we provide a
brief self-contained proof. By Lemma 5.4 a), equality (5.1) and Remark 2.16 b), we obtain that

Ln(imT(u,x)) = inf
r>0

B(x,r)∈Uu

Ln(imT(u, B(x, r))) ≤ inf
r>0

B(x,r)∈Uu

Ln(imG(u, B(x, r))

= Ln
( ⋂

r>0
B(x,r)∈Uu

imG(u, B(x, r))

)
= Ln(imG(u, {x})) = 0.

c) Given u1,u2 ∈ Ap that coincide a.e. and U ∈ Uu1
, by Lemma 2.20, for each x ∈ Ω there is r > 0 with

B(x, r) ∈ Uu1
∩ Uu2

such that B(x, r) ⊂⊂ U and u1 = u2 Hn−1-a.e. in ∂B(x, r). Then, by Proposition
4.3 d),

imT(u2, B(x, r)) = imT(u1, B(x, r)) ⊂ imT(u1, U).

Consequently, neither the topological image of a point nor the set NC depend on the particular repre-
sentative of u.

d) As observed in a), the definition of imT(u,x) involves a decreasing intersection. Moreover, the theory
of monotone maps ensures that there exists a representative ū of u that is continuous Hmax{n−p,0}-a.e.,
and, as mentioned in c), imT(u,x) does not depend on the representative. Consequently, imT(u,x) also
equals the intersection of imT(ū, B(x, r)) when r > 0 satisfies B(x, r) ∈ Uū ∩ Uu and ū is continuous in
∂B(x, r). But for those r we have, thanks to Lemma 5.4 b) and Convention 2.14,

imT(ū, U) = imT(ū, U) ∪ ū(∂U) = imT(u, U) ∪ u(∂U).

Therefore, Definition 5.6 coincides with Šverák’s [70, pp. 114–115] (see also [61, Eqs. (7.4) and (7.13)]).

Following [61, Sect. 7], we define a representative that enjoys better properties than that of Proposi-
tion 2.2.

Definition 5.8. Let p > n− 1. Given u ∈ Ap, we define

û(x) :=

{
u∗(x) if x ∈ Ω \ (P ∪NC),

any element of imT(u,x) if x ∈ P ∪NC.

Note that û is defined everywhere in Ω. The definition in P ∪NC is possible due to the axiom of choice.

Proposition 5.9. Let p > n−1 and u ∈ Ap. Then û(x) ∈ imT(u,x) for every x ∈ Ω, Hmax{n−p,0}(NC) = 0,
û is continuous at every point of Ω\NC, and û is differentiable a.e. Moreover, if N ⊂ Ω satisfies Ln(N) = 0
then Ln(û(N)) = 0.

Proof. The facts û(x) ∈ imT(u,x) for every x ∈ Ω, Hmax{n−p,0}(NC) = 0 and û is continuous at every
point of Ω\NC can be established exactly as in Müller & Spector [61, Th. 7.4]. They assume condition INV
for u, but all that matters is [61, Lemma 7.3(i)], which is our Proposition 4.3 d). Recall also from Remark
5.7.d) that our definition of û coincides with theirs. Notice, in addition, that they assume p < n. If p > n,
Morrey’s embedding theorem implies that u∗ is continuous and, consequently, P = ∅, whereas the proof of
[61, Th. 7.4] also shows that u∗ is discontinuous at NC, so NC = ∅ in this case. If p = n, as detDu > 0
a.e., thanks to [73] (see also all the theory of monotone maps cited at the beginning of the Section), u∗ is
continuous, so again P ∪NC = ∅.

We deal now with the differentiability a.e. As before, for p > n, we have that û = u∗, and it is a
well-known result in Sobolev spaces (see, e.g., [29, Sect. 6.2]) that u∗ is differentiable a.e. For p = n, again
due to the assumption detDu > 0 a.e., we have û = u∗ and the differentiability a.e. of u∗ is covered by the
theory of monotone functions (see, e.g., [68, Sect. III.4.3] or [47, Th. 2.24]).

Therefore, we can assume that p < n. The first step consists of the following oscillation estimate:
mimicking the proof of [61, Th. 7.4] (or else those of the theory of weakly monotone functions; see, e.g., [56,
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Th. 1], [41, Th. 4.1] or [47, Th. 2.24]) we obtain that there exists C > 0 such that for all i ∈ {1, . . . , n},
x0 ∈ Ω and r > 0 for which B(x0, 2r) ⊂ Ω, we have

ess sup
B(x0,r)

ui − ess inf
B(x0,r)

ui ≤ C r

(
−
∫
B(x0,2r)

|Dui|p dx

) 1
p

.

Said otherwise, for a.e. x1,x2 ∈ B(x0, r),

|u(x2)− u(x1)| ≤ C r

(
−
∫
B(x0,2r)

|Du|p dx

) 1
p

. (5.4)

Let x1 ∈ Ω\(P ∪NC) be a Lebesgue point of |∇u|p, and let x2 ∈ Ω\(P ∪NC) satisfy B(x1, 2|x2−x1|) ⊂ Ω.
Then, recalling (2.1) and using (5.4),

|û(x2)− û(x1)| =

∣∣∣∣∣ limr↘0

(
−
∫
B(x2,r)

u dx−−
∫
B(x1,r)

u dx

)∣∣∣∣∣ ≤ lim inf
r↘0

−
∫
B(0,1)

|u(x2 + rz)− u(x1 + rz)|dz

≤C |x2 − x1|

(
−
∫
B(x1,2|x2−x1|)

|Du|p dx

) 1
p

,

so

lim sup
x2→x1

x2 /∈P∪NC

|û(x2)− û(x1)|
|x2 − x1|

<∞. (5.5)

Now let x2 ∈ P∪NC. By Definition 5.6 and equality (5.1), there exists x3 ∈ Ωû,0∩B(x2, |x2−x1|)\(P∪NC)
such that |û(x2)− û(x3)| ≤ |x2 − x1|. Thus,

|û(x2)− û(x1)|
|x2 − x1|

≤ |û(x2)− û(x3)|
|x2 − x1|

+
|û(x3)− û(x1)|
|x3 − x1|

|x3 − x1|
|x2 − x1|

≤ 1 + 2
|û(x3)− û(x1)|
|x3 − x1|

,

so (5.5) shows that

lim sup
x2→x1

x2∈P∪NC

|û(x2)− û(x1)|
|x2 − x1|

≤ 1 + 2 lim sup
x3→x1

x3 /∈P∪NC

|û(x3)− û(x1)|
|x3 − x1|

<∞. (5.6)

Altogether, (5.5) and (5.6) yield that

lim sup
x2→x1

|û(x2)− û(x1)|
|x2 − x1|

<∞

for all x1 ∈ Ω \ (P ∪ NC) that is Lebesgue point of |∇u|p. Stepanov’s theorem (see, e.g., [47, Th. 2.23])
concludes the differentiability a.e.

Finally, the fact that Ln(û(N)) = 0 for any N ⊂ Ω with Ln(N) = 0 can be proved exactly as in [61,
Th. 10.1] (in fact, slightly shorter because here we have the additional assumption DetDu = detDu). This
finishes the proof.

Remark 5.10. As an immediate consequence of Proposition 5.9, we have that P ⊂ NC and

û(x) =

{
u∗(x) if x ∈ Ω \NC,
any element of imT(u,x) if x ∈ NC.

Note also that if U ∈ Uu and ∂U ∩NC = ∅ then ∂U ∩ P = ∅ and u∗|∂U is continuous, so the assumptions
of Lemma 5.4 b) are satisfied.
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We will see that the restriction ∂U ∩ NC = ∅ for a U ∈ Uu plays an important role in the sequel.
Accordingly, we set the following definition.

Definition 5.11. Let u ∈ Ap. Define UNu := {U ∈ Uu : ∂U ∩NC = ∅} and UN,inu := UNu ∩ U in
u .

As a consequence of Lemma 2.20 and Proposition 5.9, the following result holds.

Lemma 5.12. Let u ∈ Ap. Let U ⊂⊂ Ω be a non-empty open set with a C2 boundary. Then there exists
δ > 0 such that Ut ∈ UNu for a.e. t ∈ (−δ, δ), where Ut is defined as in (2.2). Moreover, for each compact
K ⊂ Ω there exists U ′ ∈ UNu such that K ⊂ U ′.

5.3 Hn−1-continuity of the local inverse

In this subsection we define a precise representative of the local inverse of Definition 5.2. Given U ∈ UN,inu ,
we shall show that Hn−1-a.e. y ∈ imT(u, U) has only one preimage in U by û, so we can define a precise
representative of the inverse (u|U )−1, which is fact is continuous at any such y. This subsection is not used
elsewhere in the paper and may be omitted in a first reading.

In order to prove these results, we follow Šverák [70] and set, for every u ∈ Ap, U ⊂⊂ Ω, y ∈ Rn and
K ⊂ Rn,

GU (y) :=
{
x ∈ Ū : y ∈ imT(u,x)

}
, GU (K) :=

⋃
y∈K

GU (y).

First we show some general results of the set-valued function GU that do not require invertibility.

Lemma 5.13. Let u ∈ Ap and U ∈ UNu . The following properties hold:

a) If y ∈ imT(u, U), then GU (y) ⊂ U .

b) If A ⊂ Rn is open, then A∗ := {x ∈ Ω: imT(u,x) ⊂ A} is open.

c) If K ⊂ Ω is compact, then K̃ :=
⋃

x∈K imT(u,x) is compact.

d) If K ⊂ imT(u, U) is compact, then GU (K) is compact.

e) Consider the set

Y :=
⋃
x∈U

imT(u,x).

Then imT(u, U) ⊂ Y and GU (y) ∩ U 6= ∅ for every y ∈ imT(u, U).

Proof. Part a). It suffices to note that y /∈ u(∂U) and that if x ∈ ∂U , then imT(u,x) = {u(x)}, since
∂U ∩NC = ∅.

Part b). Let x0 ∈ A∗. As imT(u,x0) ⊂ A and imT(u,x0) was defined as a decreasing intersection of
compact sets, there exists r0 > 0 such that B(x0, r0) ∈ Uu and

imT(u,x0) ⊂ imT(u, B(x0, r0)) ⊂ A.

Take x ∈ B(x0,
r0
2 ) \ {x0}. Then B(x, |x− x0|) ⊂ B(x0, r0) so, by Proposition 4.3 d),

imT(u, B(x, r)) ⊂ imT(u, B(x0, r0)),

for any r ∈ (0, |x− x0|) such that B(x, r) ∈ Uu, and, hence,

imT(u,x) =
⋂

0<r<|x−x0|
B(x,r)∈Uu

imT(u, B(x, r)) ⊂ imT(u, B(x0, r0)) ⊂ A.

Consequently, x ∈ A∗ and B(x0,
r0
2 ) ⊂ A∗.
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Part c). Consider an open covering A of K̃; as K̃ ⊂ imT(u, U ′). Since for each x ∈ K the set imT(u,x) is
compact, there exists a finite family Ax ⊂ A that covers imT(u,x). Call Ax :=

⋃
Ax. Then imT(u,x) ⊂ Ax,

the family A′ := {Ax : x ∈ K} is also an open covering of K̃, and x ∈ A∗x, thanks to part b). Therefore, the
family A∗ := {A∗x : x ∈ K} is an open covering of K. Thus, there exist p ∈ N and x1, . . . ,xp ∈ K such that

K ⊂
p⋃
i=1

A∗xi
.

Now, for any y ∈ K̃ there exists x ∈ K such that y ∈ imT(u,x), so x ∈ A∗xi
for some i ∈ {1, . . . , p}, and,

hence, imT(u,x) ⊂ Axi
. This shows that

K̃ ⊂
p⋃
i=1

Axi
=

p⋃
i=1

⋃
Axi

,

which proves the compactness of K̃.

Part d). Suppose that {xk}k∈N ⊂ Ū and {yk}k∈N ⊂ K are such that yk ∈ imT(u,xk) for all k ∈ N.
Passing to a subsequence, we can assume that xk → x0 and yk → y0 as k → ∞, for some x0 ∈ Ū and
y0 ∈ K. We shall prove that x0 ∈ GU (K). By Proposition 4.3 d), for any r > 0 such that B(x0, r) ∈ Uu
there exists kr ∈ N for which for all k ≥ kr,

yk ∈ imT(u,xk) ⊂ imT(u, B(x0, r)).

Hence y0 ∈ imT(u, B(x0, r)), and, consequently, y0 ∈ imT(u,x0). It follows that x0 ∈ GU (y0) ⊂ GU (K).

Part e). Let Y ′ :=
⋃

x∈Ū imT(u,x). Since imT(u,x) = {u(x)} for every x ∈ ∂U , we can write Y ′ =
Y ∪ u(∂U). Therefore, it is enough to show the inclusion imT(u, U) ⊂ Y ′. Since Y ′ is compact by part c),
the set H := imT(u, U) \ Y ′ is open.

On the other hand, for all x ∈ U , as imT(u,x) ∩H = ∅, by Remark 5.10 we have û(x) /∈ H. In other
words, û(U)∩H = ∅. By Lemma 2.8 a) and Proposition 5.9 we have Ln(imG(u, U)∩H) = 0, and by (5.1),
Ln(imT(u, U)∩H) = 0, so Ln(H) = 0. As H is open, we must have H = ∅. Therefore imT(u, U) ⊂ Y and,
as a consequence, GU (y) ∩ U 6= ∅ for every y ∈ imT(u, U).

The following result will allow us to define a precise representative of the inverse. Given u ∈ Ap and
U ∈ UNu , we denote by U+ the set of the points in U where û has a regular approximate differential with
positive Jacobian.

Proposition 5.14. Let u ∈ Ap and U ∈ UN,inu . The following properties hold.

a) If y ∈ imT(u, U), then GU (y) is connected.

b) If x ∈ U+ and û(x) ∈ imT(u, U), then GU (û(x)) = {x}.

c) The set
T := {y ∈ imT(u, U) : H0(GU (y)) > 1}

has null Hn−1-measure, while Ln(GU (T )) = 0.

d) The set

T ′ :=
⋃

x∈U∩NC
imT(u,x) ∩ imT(u, U)

has null measure.
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Proof. For simplicity of notation, we assume, without loss of generality, that u = û.

Part a). Assume, for a contradiction, that GU (y) is not connected. Since, by Lemma 5.13, GU (y) is
compact and contained in U , we can write it as GU (y) = K1 ∪K2, where K1 and K2 are two non-empty,
compact and disjoint subsets of U . By Lemma 5.12, we can find two disjoint sets U1, U2 ∈ UNu such that
Ki ⊂ Ui ⊂ U for i ∈ {1, 2}.

Assume that y = u(x) for some x ∈ ∂Ui and some i ∈ {1, 2}. Since imT(u,x) = {u(x)} we have that
x ∈ GU (y), so x ∈ Ki with Ki ∩ ∂Ui = ∅, a contradiction. Therefore, y /∈ u(∂U1 ∪ ∂U2). Now take xi ∈ Ki

for each i ∈ {1, 2}. Then y ∈ imT(u,xi), so by Definition 5.6 and Proposition 4.3 d), y ∈ imT(u, Ui), but
by Lemma 5.4, y ∈ imT(u, Ui). Therefore, y ∈ imT(u, U1) ∩ imT(u, U2). Now we argue as in the proof of
Proposition 4.5 a). By Proposition 4.3 c), deg(u, Ui,y) ≥ 1 for each i ∈ {1, 2}, so, by the additivity of the
degree and Proposition 4.3 d),

2 ≤ deg(u, U1 ∪ U2,y) ≤ deg(u, U,y).

Therefore, deg(u, U, ·) ≥ 2 in a neighbourhood of y. On the other hand, since U ∈ U in
u , we have that NU = 1

a.e. in imG(u, U), so by (4.18) we obtain that deg(u, U, ·) = 1 a.e. in imT(u, U), which is a contradiction.

Part b). Call y := û(x). Clearly, x ∈ GU (y). Assume, for a contradiction, that GU (y) has more than one
point. Since it is connected by part a), for every sufficiently small r > 0 there exists xr ∈ GU (y)∩ ∂B(x, r).
Taking only those r > 0 such that ∂B(x, r) ∩ NC = ∅, we find that for a.e. r > 0 sufficiently small there
exists xr ∈ ∂B(x, r) such that y = û(xr). This is a contradiction with Lemma 3.2, according to which
y /∈ û(∂B(x, h)) for all h in a set A ⊂ (0,∞) of density 1

2 at 0.

Part c). Since GU (T )∩U+ \NC = ∅ due to part b), we have Ln(GU (T )) = 0 thanks to Proposition 5.9.
It remains to show that Hn−1(T ) = 0. Assume that T 6= ∅. Denote by πi : Rn → R the projection onto
the ith coordinate, i ∈ {1, . . . , n}, and by Hi

t the hyperplane {x ∈ Rn : πi(x) = t}, t ∈ R. We also denote
by J i the family of non-empty open intervals with rational endpoints that are included in πi(GU (y)) for
some y ∈ T . For every y ∈ T the set GU (y) is connected by part a) and contains more than one point.
Therefore, for at least one i ∈ {1, . . . , n} (depending on y) there exists a J ∈ J i such that J ⊂ πi(GU (y)).
Given i ∈ {1, . . . , n} and J ∈ J i, we set T iJ := {y ∈ T : J ⊂ πi(GU (y))}.

Let i ∈ {1, . . . , n} and J ∈ J i. Bearing in mind that Hmax{n−p,0}(NC) = 0 and that Ln(GU (T )) = 0,
for a.e. t ∈ J the intersection Hi

t ∩NC is empty, the intersection Hi
t ∩GU (T iJ) has null Hn−1 measure and

u ∈W 1,p(Hi
t ∩ Ω,Rn). Fix a tJ in J such that

Hi
tJ ∩NC = ∅, Hn−1(Hi

tJ ∩GU (T iJ)) = 0, and u ∈W 1,p(Hi
tJ ∩ Ω,Rn).

We claim that

T ⊂
n⋃
i=1

⋃
J∈J i

u
(
Hi
tJ ∩GU (T iJ)

)
. (5.7)

Indeed, given y ∈ T , let i ∈ {1, . . . , n} and J ∈ J i be such that J ⊂ πi(GU (y)), and let x ∈ Hi
tJ ∩GU (y).

Since x /∈ NC we have u(x) = y. Moreover, since y ∈ T iJ , it follows that x ∈ GU (T iJ) so y = u(x) ∈
u(Hi

tJ ∩GU (T iJ)). Inclusion (5.7) is then proved. Finally, by Remark 2.16 b), Hn−1(u(Hi
tJ ∩GU (T iJ))) = 0.

From (5.7) we conclude that Hn−1(T ) = 0.

Part d). As u is one-to-one a.e. in U , we have NU = 1 a.e. in imG(u, U) and, due to (5.1), there exists
a set N ⊂ imT(u, U) of zero measure such that NU = 1 in imT(u, U) \ N . By Proposition 5.9, the set
M := u(U \U+) has zero measure. Then, by part b), for each y ∈ imT(u, U) \ (N ∪M) there exists x ∈ U+

such that GU (y) = {x}. Therefore T ′ ⊂ N ∪M .

The sets T and T ′ are singular regions in the deformed configuration. While T ′ represents damage
zones in imT(u, U), the set T indicates a degeneration of the material coming from GU (T ) due to extreme
compression, with a loss of the injectivity.

We can now define a precise representative of the inverse of Definition 5.2.

Definition 5.15. Let u ∈ Ap and U ∈ UN,inu . Define û−1
U : imT(u, U)→ Rn as

û−1
U (y) = any element of GU (y).
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By Lemma 5.13 e) and the axiom of choice, û−1
U is well defined. Moreover, by Lemma 5.13 a), it takes

values in U . Furthermore, having in mind Proposition 5.14 c) and the set T defined therein, for each
y ∈ imT(u, U) \ T there is a unique x ∈ U such that y ∈ imT(u,x), hence the definition of û−1

U is univocal
up to an Hn−1-negligible set. In particular, as û(x) ∈ imT(u,x) for all x ∈ Ω, we have that û−1

U = (û|U )−1

in imG(û, U)∩ imT(u, U) \ T , where (û|U )−1 is as in Definition 5.2. Of course, imG(û, U)∩ imT(u, U) \ T is
of full measure in imT(u, U), thanks to (4.1). In fact, it is easy to verify (see, if necessary, Lemma 7.2 below
and Remark 2.21) that û−1

U = (u|U )−1 a.e. in imT(u, U), for any representative u.
The function û−1

U is an inverse of û in the following sense: considering the set T ′ of Proposition 5.14 d),
we have that û(û−1

U (y)) = y for each y ∈ imT(u, U)\T ′, while û−1
U (û(x)) = x for each x ∈ imT(u, U)∗∩U \

GU (T ). Note that, since imT(u, U)∗ ∩ U = U \GU (u(∂U)) for U ∈ UNu , one has imT(u, U)∗ ∩ U \GU (T ) =
U \GU (T ∪ u(∂U)).

The main result of this section is the continuity of û−1
U at Hn−1-a.e. point.

Proposition 5.16. Let u ∈ Ap and U ∈ UN,inu , and consider the set T of Proposition 5.14 c). Then û−1
U is

continuous at each point of imT(u, U) \ T .

Proof. Given y ∈ imT(u, U) \ T , let x := û−1
U (y). Since y /∈ T , given r > 0 such that B̄(x, r) ⊂ U and

∂B(x, r) ∩NC = ∅, it is not possible that y ∈ û(∂B(x, r)). In particular, by Lemma 5.4,

y ∈ imT(u,x) =
⋂
r>0

B(x,r)∈UN
u

imT(u, B(x, r)).

We shall show that for any r > 0 there exists a neighbourhood A of y such that if y′ ∈ A then û−1
U (y′) ∈

B(x, r). Let r′ < r be such that B(x, r′) ∈ UNu and let A := imT(u, B(x, r′)) ∩ imT(u, U). If y′ ∈ A,
then GU (y′) ∩ ∂B(x, r′) = ∅. Therefore, since GU (y′) is connected by Proposition 5.14 a), we have two
alternatives: GU (y′) ⊂ B(x, r′) or GU (y′) ∩ B̄(x, r′) = ∅. Suppose, for a contradiction, that the second
option holds. Since, by Lemma 5.13, GU (y′) is compact and contained in U , we can find a U ′ ∈ UNu
contained in U such that Ū ′ ∩ B̄(x, r′) = ∅ and GU (y′) ⊂ U ′. This last inclusion implies that y′ /∈ û(∂U ′).
Let x′ ∈ GU (y′); then x′ ∈ U ′ and, by Proposition 4.3 d) and Lemma 5.4,

y′ ∈ imT(u,x′) ⊂ imT(u, U ′).

Thus, by Proposition 4.3 c), deg(u, U ′,y′) ≥ 1 and deg(u, B(x, r′),y′) ≥ 1. By the additivity of the degree,
we find that

2 ≤ deg(u, U ′,y′) + deg(u, B(x, r′),y′) = deg(u, U ′ ∪B(x, r′),y′).

In particular, deg(u, U ′ ∪B(x, r′), ·) ≥ 2 in a non-empty open set. By Lemma 2.22, U ′ ∪B(x, r′) ∈ U in
u , so,

by (4.1), deg(u, U ′ ∪B(x, r′), ·) ≤ 1 a.e., a contradiction.
Therefore, GU (y′) ⊂ B(x, r′) and, consequently, û−1

U (y′) ∈ B(x, r).

5.4 The topological image

Since Ω /∈ Uu, a suitable definition of the topological image imT(u,Ω) of Ω under u must be given. In this
subsection we explore its properties, which will be essential in the applications of the next sections.

Definition 5.17. Let u ∈ Ap. Define

imT(u,Ω) :=
⋃

U∈UN
u

imT(u, U).

We will see in Section 8 that imT(u,Ω) plays the role of the deformed configuration. By the continuity of
the degree, imT(u, U) is open, and hence, so is imT(u,Ω). Notice also that, owing to the Lindelöf property,
there exists a countable family B ⊂ UNu such that

imT(u,Ω) =
⋃
B∈B

imT(u, B). (5.8)
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We present some properties of the topological image. Recall the notation Ut of (2.2).

Lemma 5.18. Let u ∈ Ap. The following properties hold:

a) For each U ∈ UNu and each compact K ⊂ imT(u, U) there exists δ > 0 such that

K ⊂
⋂

t∈(0,δ)

Ut∈UN
u

imT(u, Ut).

b) If u1 ∈ Ap and u1 = u a.e. then imT(u,Ω) = imT(u1,Ω).

c) imT(u,Ω) = imG(u,Ω) a.e.

d) There exists a disjoint family {Vk}k∈N of open sets such that

imT(u,Ω) =
⋃
k∈N

Vk a.e.

and for each k ∈ N there exists Bk ∈ UNu for which Vk ⊂⊂ imT(u, Bk).

Proof. Part a). By Remarks 2.21 and 5.10 we have u∗|∂U = û|∂U , U ∈ Uû, the continuous representative of
u|∂U is û|∂U , and, due to Convention 2.14, u|∂U = û|∂U . Consider η := dist(K, û(∂U)). As û is continuous
at each point of the compact set ∂U , an elementary property shows that there exists δ > 0 such that if
x0 ∈ ∂U and x ∈ B(x0, δ) then x ∈ Ω and

|û(x)− û(x0)| < η. (5.9)

Before continuing with the proof, we establish some results and notation that were inherent in the construc-
tion of Section 2.4; we refer to [27, Th. 16.25.2] for the proofs. Making the above δ > 0 smaller, we can
assume that the map

p : ∂U × (−δ, δ)→ {z ∈ Rn : dist(z, ∂U) < δ}
(x0, t) 7→ x0 − tν(x0)

is a C1 diffeomorphism, where ν is the unit exterior normal to ∂U .
Take any t ∈ (0, δ) such that Ut ∈ UNu . Then the continuous representative of u|∂Ut is û|∂Ut . Define

v : Ū → Rn as {
v(x) := u(x) if x ∈ Ut,
v(p(x0, λ)) := (1− λ

t )û(x0) + λ
t û(p(x0, t)) if (x0, λ) ∈ ∂U × [0, t].

Note that v is defined a.e. in Ut and everywhere in Ū \ Ut; in fact, v|Ū\Ut
is continuous,

p (∂U × [0, t]) = Ū \ Ut and p (∂U × {t}) = ∂Ut.

By construction, v = û in ∂U ∪ ∂Ut so

deg(v, U, ·) = deg(u, U, ·) in Rn \ u(∂U) and deg(v, Ut, ·) = deg(u, Ut, ·) in Rn \ u(∂Ut).

Now, thanks to (5.9) we have that for each y ∈ K, x0 ∈ ∂U and λ ∈ [0, t],

|y − v(p(x0, λ))| ≥ |y − û(x0)| − λ

t
|û(x0)− û(p(x0, t))| > 0,

so y /∈ v(Ū \ Ut). By the excision property of the degree, deg(v, U,y) = deg(v, Ut,y) so, in total,

0 6= deg(u, U,y) = deg(v, U,y) = deg(v, Ut,y) = deg(u, Ut,y),
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and, hence y ∈ imT(u, Ut).

Part b). Let y ∈ imT(u,Ω) and let U ∈ UNu be such that y ∈ imT(u, U). By part a) and Lemma 5.12,
there exists t > 0 such that Ut ∈ UNu ∩UNu1

and y ∈ imT(u, Ut). By Remark 2.19, imT(u, Ut) = imT(u1, Ut),
so y ∈ imT(u1,Ω). The symmetry of the argument provides the other inclusion.

Part c). By Lemma 5.12, there exists an increasing sequence {Uk}k∈N in UNu such that Ω =
⋃
k∈N Uk, so

imG(u,Ω) =
⋃
k∈N imG(u, Uk). Let B be the family of (5.8). Since for any B ∈ B there exists k ∈ N such

that B ⊂⊂ Uk, we have, by Proposition 4.3 d), that imT(u, B) ⊂ imT(u, Uk) ⊂ imT(u,Ω) a.e. Therefore,
imT(u,Ω) =

⋃
k∈N imT(u, Uk) a.e. Using now (5.1), the above equalities may be summarized as

imT(u,Ω) =
⋃
k∈N

imT(u, Uk) =
⋃
k∈N

imG(u, Uk) = imG(u,Ω) a.e.

Part d). For each U ∈ UNu let VU be the family of all open sets V such that V ⊂⊂ imT(u, U). The
conclusion then follows from a standard application of Besicovitch’s covering theorem to the family {V : V ∈
VU for some U ∈ UNu }.

6 Stability of the inverse

In this section we show an important stability result in Ap: the weak W 1,p-convergence of a sequence in
Ap implies the weak W 1,1-convergence of the local inverses (Theorem 6.3). We first state a compactness
property of Ap, which is a direct consequence of the main result of [42].

Proposition 6.1. Let p > n − 1 and, for each j ∈ N let uj ∈ Ap. Assume that {uj}j∈N is bounded in
W 1,p(Ω,Rn) and {detDuj}j∈N is equiintegrable. Then there exists u ∈ W 1,p(Ω,Rn) with detDu ≥ 0 a.e.,
detDu ∈ L1(Ω) and E(u) = 0 such that, for a subsequence,

uj ⇀ u in W 1,p(Ω,Rn) and detDuj ⇀ detDu in L1(Ω)

as j →∞. Moreover, if detDu > 0 a.e. then u ∈ Ap.

Proof. For a subsequence (not relabelled), we have that there exist u ∈ W 1,p(Ω,Rn) and θ ∈ L1(Ω) such
that

uj ⇀ u in W 1,p(Ω,Rn) and detDuj ⇀ θ in L1(Ω).

as j → ∞. Thanks to [42, Th. 3], we have θ = detDu a.e. and E(u) = 0. Clearly, detDu ≥ 0 a.e., and if
detDu > 0 a.e. then u ∈ Ap.

As mentioned after Definition 4.8, [59, 38] also worked with the class Ap and, in fact, Proposition 6.1 is
also a direct consequence of [59, Th. 4] or else [38, Th. 3.3.2.1 and Prop. 3.3.2.3].

Remark 6.2. The equiintegrability of {detDuj}j∈N cannot be removed from the statement of Proposition 6.1.
Without that assumption, the weak limit in W 1,p of a sequence in Ap may not be in Ap, even if the limit
function u satisfies detDu > 0 a.e. In fact, Ponomarev’s [67] example (see also [61, Sect. 11]) exhibits such
a situation. It was shown that, when Ω is the unit square in R2, there exist a sequence {uj}j∈N of Lipschitz
homeomorphisms and a homeomorphism u in W 1,p(Ω,R2), for every p < 2, such that uj ⇀ u in W 1,p(Ω,R2)
as j → ∞. Moreover, detDuj > 0 a.e. and ‖detDuj‖L1(Ω,R2) = 1 for each j ∈ N, whereas detDu > 0 a.e.

and detDu ∈ L1(Ω,R2). As each uj is Lipschitz, it follows that E(uj) = 0. The same reasoning that in
[61] showed that Per imG(u,Ω) = ∞ can be adapted to show that E(u) = ∞; in fact, a shorter argument
goes as follows. The deformation u does not satisfy Lusin’s N condition, as shown in [61]. By [42, Th.
5.5], a homeomorphism in W 1,p(Ω,R2) not satisfying Lusin’s N condition has infinite surface energy E . In
conclusion, uj ∈ Ap for all j ∈ N but u /∈ Ap.
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The main result of this section shows that the ball of local invertibility of a u ∈ Ap (see Proposition 4.5 d)
or Corollary 4.7) can be chosen to be the same for all members of a W 1,p-weakly convergent sequence to u,
and proves the convergence of the derivative of the inverse and its minors in the appropriate topology. It
generalizes the result contained in [32, Lemmas 4.3 and 4.5]. Of course, a minor refers to a subdeterminant
defined in the set Rn×n of matrices.

Theorem 6.3. For each j ∈ N, let uj ,u ∈ Ap satisfy uj ⇀ u in W 1,p(Ω,Rn) as j → ∞. The following
assertions hold:

a) For any U ∈ UNu and any compact set K ⊂ imT(u, U) there exists a subsequence for which K ⊂ imT(uj ,Ω)
for all j ∈ N.

b) For a subsequence, there exists a disjoint family

{Bk}k∈N ⊂ UN,inu ∩
⋂
j∈N
UN,inuj

such that Ω =
⋃
k∈NBk a.e. and, for each k ∈ N,

uj → u uniformly in ∂Bk as j →∞. (6.1)

c) Let B ∈ U in
u ∩

⋂
j∈N U in

uj
and take an open set V ⊂⊂ imT(u, B) such that V ⊂ imT(uj , B) for all j ∈ N.

Then

1) (uj |B)−1 ∗⇀ (u|B)−1 in BV (V,Rn) as j →∞;

2) for any minor M , we have M(D(uj |B)−1), M(D(u|B)−1) ∈ L1(V ) for all j ∈ N and

M
(
D(uj |B)−1

) ∗
⇀M

(
D(u|B)−1

)
in M(V ) as j →∞.

If, in addition, the sequence {detD(uj |B)−1}j∈N is equiintegrable in V , then the convergence in c1) holds
in the weak topology of W 1,1(V,Rn), and the convergence in c2) holds in the weak topology of L1(V ).

d) For a subsequence we have that χimT(uj ,Ω) → χimT(u,Ω) a.e. and in L1(Rn) as j →∞.

Proof. Part a). By Lemmas 5.18 a), 5.12 and 2.24 there exists t > 0 such that, Ut ∈ UNu ∩
⋂
j∈N UNuj

,
K ⊂ imT(u, Ut) and, for a subsequence,

uj → u uniformly in ∂Ut as j →∞.

Thanks to Lemma 3.6, there exists jK ∈ N such that K ⊂ imT(uj , Ut) ⊂ imT(uj ,Ω) for all j ≥ jK . The
conclusion follows.

Part b). First we prove that for a.e. x0 ∈ Ω there exist a subsequence (not relabelled) and Ux0
∈

U in
u ∩

⋂
j∈N U in

uj
containing x0. Let x0 ∈ Ω0 be such that u∗ has a regular approximate differential at x0

with det∇u(x0) > 0, and note by Proposition 2.6 that a.e. point in Ω satisfies this condition. In addition,
u(x0) = u∗(x0) and ∇u(x0) = ∇u∗(x0) (recall Remark 2.4). By Lemmas 2.24 and 3.2 and Remark 2.19,
there exist r0, r1 > 0 with r0 <

r1
2 such that, calling U0 := B(x0, r0) and U1 := B(x0, r1), we have that

U0, U1 ∈ Uu ∩ Uu∗ ∩
⋂
j∈N

(
Uuj
∩ Uu∗j

)
,

u(x0) /∈ u(∂U1), deg(u, U1,u(x0)) = 1, u(∂U0) is included in the connected component of Rn \ u(∂U1)
containing u(x0),

u|∂Ui = u∗|∂Ui and uj |∂Ui = u∗j |∂Ui for each j ∈ N and i ∈ {1, 2}
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and, for a subsequence,

uj → u uniformly in ∂Ui as j →∞ for each i ∈ {1, 2}. (6.2)

Consequently, deg(u, U1, ·) = 1 in u(∂U0). By (6.2) and the fact that u(∂U0) and u(∂U1) are disjoint,
deg(u, U1, ·) = 1 in uj(∂U0) for large enough j ∈ N, but now, thanks to Lemma 3.1 and (6.2) we have that
deg(uj , U1, ·) = 1 in uj(∂U0) for large enough j ∈ N. For such j, by Proposition 4.5 c),

deg(u, U1, ·) = 1 in imT(u, U0) and deg(uj , U1, ·) = 1 in imT(uj , U0)

and, by Proposition 4.5 b), u and uj are one-to-one a.e. in U0.
Thus, we have proved that for a.e. x0 ∈ Ω, for a subsequence there exists Ux0

∈ U in
u ∩

⋂
j∈N U in

uj
containing

x0. Thanks also to Lemma 2.24, the family of B ∈ UNu ∩
⋂
j∈N UNuj

such that B ⊂ Ux0
for some x0 as above

and, in addition, uj → u uniformly in ∂B, forms a fine covering of a.e. Ω. Hence by Besicovitch’s covering
theorem, there exists a disjoint countable subfamily {Bk}k∈N such that Ω =

⋃
k∈NBk a.e. Employing a

diagonal argument, we can extract a subsequence in j such that (6.1) holds for each k ∈ N.

Part c). By Proposition 5.3,

(u|B)−1 ∈W 1,1(imT(u, B),Rn) and D(u|B)−1 =
(
Du ◦ (u|U )−1

)−1
a.e.,

and, for all j ∈ N,

(uj |B)−1 ∈W 1,1(imT(uj , B),Rn) and D(uj |B)−1 =
(
Duj ◦ (uj |B)−1

)−1
a.e.

Take a subsequence such that
uj → u a.e. in Ω as j →∞. (6.3)

We prove that, for each ϕ ∈ Cc(V ),

χ(uj |B)−1(V ∩imG(uj ,B))(x)ϕ(uj(x))→ χ(u|B)−1(V ∩imG(u,B))(x)ϕ(u(x)) a.e. x ∈ Ω, as j →∞. (6.4)

Indeed, given x ∈ Rn, as a consequence of Definition 5.2, we have that

x ∈ (u|B)−1(V ∩ imG(u, B)) if and only if x ∈ Ω0 ∩B and u(x) ∈ V (6.5)

and, for large enough j,

x ∈ (uj |B)−1(V ∩ imG(uj , B)) if and only if x ∈ Ωj ∩B and uj(x) ∈ V, (6.6)

where Ω0 is the set of Definition 2.11 corresponding to u, and Ωj is the corresponding one to uj . In order
to show (6.4), take x ∈ Ω0 ∩

⋂
j∈N Ωj satisfying uj(x)→ u(x) as j →∞, and note that, thanks to (6.3), a.e.

point in Ω fulfills these conditions. Then ϕ(uj(x))→ ϕ(u(x)) as j →∞. If u(x) ∈ V , as V is open, we have
that uj(x) ∈ V for j large enough, so, thanks to (6.5)–(6.6), convergence (6.4) holds for this x, regardless of
whether x belongs to B or not. If, on the other hand, u(x) /∈ V , then u(x) /∈ sptϕ, and hence uj(x) /∈ sptϕ
for j large enough, so convergence (6.4) holds for this x as well.

Now, let Mk be a minor of order k ∈ {1, . . . , n}. Using the formula (sometimes called Jacobi’s equality)
relating the minors of the inverse F−1 of a matrix F ∈ Rn×n in terms of the minors of F (see, e.g., [37, Sect.
1.4]), we can see that there exists a minor Nn−k of order n− k such that, up to a sign,

Mk(F−1) =
Nn−k(F)

det F
for all invertible F ∈ Rn×n. (6.7)

For the sake of simplicity of notation, the possible sign change is incorporated in our definition of Nn−k, so
that formula (6.7) holds true. Proposition 2.7, (5.1) and (6.7) show that, for j ∈ N large enough,∫

V

∣∣Mk

(
D(uj |B)−1(y)

)∣∣ dy =

∫
(uj |B)−1(V ∩imG(u,B))

|Nn−k (Duj(x))|dx ≤ ck,n
∫

Ω

|Duj(x)|n−k dx, (6.8)
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for some ck,n > 0 depending on k and n. Therefore, Mk(D(uj |B)−1) ∈ L1(V ) and, similarly, Mk(D(u|B)−1) ∈
L1(V ). A classic result on the continuity of minors (see, e.g., [17, Th. 8.20]) shows that

Nn−k(Duj) ⇀ Nn−k(Du) in L1(Ω) as j →∞. (6.9)

Now, by (5.1), Proposition 2.7 and (6.7) we have that for j large enough and ϕ ∈ Cc(V ),∫
V

ϕ(y)Mk

(
D(uj |B)−1(y)

)
dy =

∫
V ∩imG(uj ,B)

ϕ(y)Mk

(
D(uj |B)−1(y)

)
dy

=

∫
(uj |B)−1(V ∩imG(uj ,B))

ϕ(uj(x))Nn−k (Duj(x)) dx

(6.10)

and, similarly,∫
V

ϕ(y)Mk

(
D(u|B)−1(y)

)
dy =

∫
(u|B)−1(V ∩imG(u,B))

ϕ(u(x))Nn−k (Du(x)) dx. (6.11)

By (6.4), (6.9) and the convergence result [33, Prop. 2.61], we find that

lim
j→∞

∫
(uj |B)−1(V ∩imG(uj ,B))

ϕ(uj(x))Nn−k (Duj(x)) dx =

∫
(u|B)−1(V ∩imG(u,B))

ϕ(u(x))Nn−k (Du(x)) dx,

so thanks to (6.10)–(6.11) we obtain that

lim
j→∞

∫
V

ϕ(y)Mk

(
D(uj |B)−1(y)

)
dy =

∫
V

ϕ(y)Mk

(
D(u|B)−1(y)

)
dy,

which proves c2). In particular, D(uj |B)−1 ∗
⇀ D(u|B)−1 in M(V,Rn×n) as j → ∞. As {(uj |B)−1}j∈N is

bounded in L∞(V,Rn), we infer, under the additional assumption that V is connected, that there exists
c ∈ Rn such that, for a subsequence,

(uj |B)−1 → (u|B)−1 + c a.e. in V as j →∞. (6.12)

If V is not connected, we argue in each connected component, since in any case we shall show that c =
0. Assume, by contradiction, that c 6= 0 and take a ball U ∈ Uu ∩

⋂
j∈N Uuj

contained in B of radius
smaller than |c|/2 for which uj → u uniformly in ∂U as j → ∞, which is possible thanks to Lemma
2.24. Let W ⊂⊂ imT(u, U) be open and non-empty. Then, by Lemma 3.6 there exists jW ∈ N such that
W ⊂ imT(uj , U) for all j ≥ jW . Thanks to (5.1) and (6.12), for a.e. y ∈ W and large enough j ∈ N there
exist xj ∈ U ∩ Ωj and a ∈ U ∩ Ω0 such that y = uj(xj) = u(a) and (uj |B)−1(y)→ (u|B)−1(y) + c, that is
to say, xj → a + c as j →∞. Therefore, a + c ∈ Ū , which is impossible because a ∈ U and the radius of U
is smaller than |c|/2. Thus, c = 0 and convergence c1) is proved.

If, in addition, the sequence {detD(uj |B)−1}j∈N is equiintegrable in V , then so is {Mk(D(uj |B)−1)}j∈N
for any minor Mk of order k ∈ {1, . . . , n − 1}. Indeed, call q := p

n−k and notice that, thanks to Hölder’s
inequality, we have that for any measurable set A ⊂ V ,

∫
A

∣∣Mk

(
D(uj |B)−1(y)

)∣∣dy ≤

(∫
A

∣∣Mk

(
D(uj |B)−1(y)

)∣∣q
(detD(uj |B)−1(y))

q
q′

dy

) 1
q (∫

A

detD(uj |B)−1(y) dy

) 1
q′

and, arguing as in (6.8),∫
A

∣∣Mk

(
D(uj |B)−1(y)

)∣∣q
(detD(uj |B)−1(y))

q
q′

dy =

∫
(uj |B)−1(A)

|Nn−k (Duj(x))|q dx ≤ cqk,n
∫

Ω

|Duj(x)|p dx.
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Therefore, Mk

(
D(uj |B)−1

)
⇀Mk

(
D(u|B)−1

)
in L1(V ) as j →∞ for any minor Mk of order k ∈ {1, . . . , n},

so the convergence in c2) holds in the weak topology of L1(V ), and the convergence in c1) holds in the weak
topology of W 1,1(V,Rn).

Part d). Thanks to Lemma 2.24, for each x0 ∈ Ω there exists a ball B ∈ Uu ∩
⋂
j∈N Uuj

centred at x0

such that, for a subsequence, uj → u uniformly in ∂B as j → ∞. By the Lindelöf property, there exists a
countable family {Bk}k∈N of such balls such that Ω =

⋃
k∈NBk. Applying a standard diagonal argument,

we can find a subsequence such that for all k ∈ N,

uj → u uniformly in ∂Bk as j →∞.

By Lemma 3.6 we have
χimT(uj ,Bk) → χimT(u,Bk) in L1(Rn) as j →∞. (6.13)

Using Lemma 5.18 c) we find that

Ln (imT(uj ,Ω)4 imT(u,Ω)) = Ln (imG(uj ,Ω)4 imG(u,Ω)) ≤
∑
k∈N
Ln (imG(uj , Bk)4 imG(u, Bk)) ,

so applying (6.13), (5.1) and a standard diagonal argument, we obtain the existence of a subsequence for
which the convergence of d) holds.

7 Lower semicontinuity

In this section we exploit Theorem 6.3 and, hence, the possibility of working in the deformed configuration,
to prove some lower semicontinuity results. As seen in Lemma 5.18, imT(u,Ω) is open, does not depend on
the representative of u and imT(u,Ω) = imG(u,Ω) a.e. These features make imT(u,Ω) a natural definition
of deformed configuration.

This section consists of three subsections. In Subsection 7.1 we analyze integral functionals involving
variations of the domain under the assumption of quasiconvexity. In Subsection 7.2 we prove that Div-
quasiconvexity is a sufficient condition for lower semicontinuity under the incompressibility constraint. In
Subsection 7.3 we study polyconvex functionals that involve a composition of maps. The results of Subsection
7.1 and 7.3 will be applied in Section 8 to actual physical models.

7.1 Quasiconvex functionals in the deformed configuration

We analyze integral functionals defined in the deformed configuration of the type

I(w,u) :=

∫
imT(u,Ω)

W (Dw(y)) dy, (7.1)

where d ∈ N, W : Rd×n → R is a given density, u ∈ Ap, and w : imT(u,Ω)→ Rd is an additional map. This
kind of functionals were initially studied in Fonseca & Parry [35, 36] to describe the equilibria of crystals
with defects within a variational framework.

In general, the direct method of the calculus of variations may fail to provide existence of minima of
(7.1). The essence of that difficulty is the lack of compactness. Indeed, while bounds on I imply bounds on
Dw under certain coercivity conditions on W , in no way do they imply bounds on Du (see the discussion
in [18, 32]). We will see in Section 8 that the necessary compactness will be achieved by adding a suitable
term to the energy, which, as a matter of fact, will be analyzed in Subsection 7.3.

In this subsection we analyze the semicontinuity of (7.1). The main difficulty consists in the varying
domain imT(uj ,Ω) for a minimizing sequence {(wj ,uj)}j∈N and, in particular, in the compactness of {wj}j∈N
with {‖wj‖W 1,r(imT(uj ,Ω),Rd)}j∈N bounded. Assuming the convergence uj ⇀ u in W 1,p(Ω,Rn), thanks to

Theorem 6.3 we will have compactness of {wj |V }j∈N for each subdomain V ⊂⊂ imT(u, U) with U ∈ UNu .
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The results of this section require the quasiconvexity of W . Recall (see, e.g., [17, Def. 5.1]) that a Borel
and locally bounded function W : Rd×n → R is quasiconvex if

W (F) ≤
∫

(0,1)n
W (F +Dϕ(x)) dx

for every F ∈ Rd×n and every ϕ ∈W 1,∞
0 ((0, 1)n,Rd).

The proof of the following result is inspired in that of Barchiesi & DeSimone [11], but we lower the
exponent of integrability from p ≥ n to p > n− 1.

Proposition 7.1. Let r > 1, p > n− 1, d ∈ N and K a closed subset of Rd. For each j ∈ N, let u,uj ∈ Ap
and wj ∈W 1,r(imT(uj ,Ω),K) be such that

uj ⇀ u in W 1,p(Ω,Rn) as j →∞ and sup
j∈N

[
‖wj‖L1(imT(uj ,Ω),Rd) + ‖Dwj‖Lr(imT(uj ,Ω),Rd×n)

]
<∞.

(7.2)
Let W : Rd×n → [0,∞) be a quasiconvex function for which there is a c > 0 with

W (F) ≤ c (1 + |F|r) , F ∈ Rd×n.

Then there exists w ∈W 1,r(imT(u,Ω),K) such that∫
imT(u,Ω)

W (Dw(y)) dy ≤ lim inf
j→∞

∫
imT(uj ,Ω)

W (Dwj(y)) dy (7.3)

and, for a subsequence,

χimT(uj ,Ω)wj → χimT(u,Ω)w a.e.,

χimT(uj ,Ω)Dwj ⇀ χimT(u,Ω)Dw in Lr(Rn,Rd×n) as j →∞.
(7.4)

If, in addition, detDu ∈ L1(Ω) and K is compact then

χimT(uj ,Ω)wj → χimT(u,Ω)w in Lr(Rn,Rd) as j →∞. (7.5)

In (7.4)–(7.5), χimT(uj ,Ω)wj and χimT(u,Ω)w denote, respectively, the extensions to Rn of wj and w
by zero; analogous meaning for χimT(uj ,Ω)Dwj and χimT(u,Ω)Dw. In the proof of this proposition we will
make use of the biting convergence (see [13, 10] or else, e.g., [38, Def. 1.2.7.1], [2, Lemma 5.32]); the precise
definition is not important in the proof but only the fact that one can find a subsequence and a limit in L1

from a bounded sequence in L1.

Proof. For a subsequence, we can assume that the lim inf of the right-hand side of (7.3) is actually a limit.
For each j ∈ N, let w̄j and Wj be the extensions of wj and Dwj , respectively, by zero to Rn. Since
{w̄j}j∈N is bounded in L1(Rn,Rd) and {Wj}j∈N is bounded in Lr(Rn,Rd×n), there exist w̄ ∈ L1(Rn,Rd)
and W ∈ Lr(Rn,Rd×n) such that, for a subsequence,

w̄j
b
⇀ w̄ in L1(Rn,Rd) and Wj ⇀ W in Lr(Rn,Rd×n) as j →∞. (7.6)

We have denoted by
b
⇀ convegence in the biting sense.

Let y ∈ imT(u,Ω). Then there exist U ∈ UNu and a smooth open set V ⊂⊂ imT(u, U) such that y ∈ V .
By Theorem 6.3 a), for a subsequence, V ⊂ imT(uj ,Ω) for all j ∈ N, so w̄j |V = wj |V . Since {wj}j∈N
is bounded in W 1,1(V,Rd) and {Dwj}j∈N is bounded in Lr(V,Rd×n), a bootstrap argument based on the
Sobolev embedding (or else a version of the Poincaré inequality; see, e.g., [58, Sect. 1.1.11], if necesary) shows
that {wj}j∈N is bounded in W 1,r(V,Rd). Thus, by (7.6) we have

wj ⇀ w̄ in W 1,r(V,Rd) and wj → w̄ a.e. in V, as j →∞, (7.7)
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again for a subsequence. Thus, w̄ ∈ W 1,r(V,Rn) and W = Dw̄ a.e. in V . In fact, as K is closed,
w̄ ∈W 1,r(V,K). Therefore, w̄ ∈W 1,r

loc (imT(u,Ω),Rn). Moreover, by the Lindelöf property, imT(u,Ω) can be

expressed as a countable union of sets V as before, hence w̄j → w̄ a.e. in imT(u,Ω), w̄ ∈W 1,r
loc (imT(u,Ω),K)

and Dw̄ = W a.e. in imT(u,Ω), so that actually w̄ ∈W 1,r(imT(u,Ω),K).
Define w := w̄|imT(u,Ω). Due to (7.7) and Theorem 6.3 d) we immediately have the first convergence of

(7.4). Having in mind (7.6) and (7.7), the second convergence will be completed as soon as we show that
W = 0 a.e. in Rn \ imT(u,Ω). In order to achieve this, we notice that given any bounded measurable set
C ⊂ Rn \ imT(u,Ω),∣∣∣∫

C

W dy
∣∣∣ = lim

j→∞

∣∣∣∫
C

Wj dy
∣∣∣ ≤ lim

j→∞

∫
imT(uj ,Ω)\imT(u,Ω)

|Wj |dy = 0,

where for the last equality we have used Theorem 6.3 d) and the equiintegrability of {Wj}j∈N. Therefore,
W = χimT(u,Ω)Dw and the second convergence of (7.4) holds.

Let now {Vk}k∈N be the family of Lemma 5.18 d). Then,∫
imT(u,Ω)

W (Dw) dy =
∑
k∈N

∫
Vk

W (Dw) dy (7.8)

and, for each j ∈ N, ∫
imT(uj ,Ω)∩imT(u,Ω)

W (Dwj) dy =
∑
k∈N

∫
imT(uj ,Ω)∩Vk

W (Dwj) dy.

For each k ∈ N, let Bk ∈ UNu be such that Vk ⊂⊂ imT(u, Bk). Since, by Theorem 6.3 a), Vk ⊂ imT(uj ,Ω) for
a subsequence, thanks to the bound in (7.2) and the convergences of (7.6), we obtain, arguing as in (7.7),
that wj ⇀ w in W 1,r(Vk,Rd) as j →∞. By the lower semicontinuity theorem [17, Th. 8.4] for quasiconvex
functions, ∫

Vk

W (Dw) dy ≤ lim inf
j→∞

∫
Vk

W (Dwj) dy = lim inf
j→∞

∫
imT(uj ,Ω)∩Vk

W (Dwj) dy. (7.9)

Putting together equations (7.8)–(7.9) we obtain∫
imT(u,Ω)

W (Dw) dy ≤
∑
k∈N

lim inf
j→∞

∫
imT(uj ,Ω)∩Vk

W (Dwj) dy

≤ lim inf
j→∞

∫
imT(uj ,Ω)∩imT(u,Ω)

W (Dwj) dy

≤ lim inf
j→∞

∫
imT(uj ,Ω)

W (Dwj) dy,

which concludes the proof of (7.3).
We finally show convergence (7.5) under the assumption that K is compact and detDu ∈ L1(Ω). Let

M > 0 be such that |z| ≤ M for all z ∈ K. Consider the family {Bk}k∈N of Theorem 6.3 b) and the
subsequence therein. Fix ε > 0, and let kε ∈ N be such that

Ln
( ⋃
k>kε

imT(u, Bk)
)
≤ ε

(2M)r
, (7.10)

which is possible since, by (5.1), Proposition 2.7 and the assumption detDu ∈ L1(Ω),∑
k∈N
Ln(imT(u, Bk)) =

∑
k∈N
Ln(imG(u, Bk)) ≤

∑
k∈N

∫
Bk

detDu dx <∞.
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For each k ∈ N, let Wk ⊂⊂ imT(u, Bk) be a smooth open set such that

Ln (imT(u, Bk) \Wk) ≤ 2−k
ε

(2M)r
. (7.11)

By Lemma 3.6, Wk ⊂ imT(uj , Bk) for all j ∈ N, provided that a subsequence has been selected. Arguing as
in (7.7), we obtain that w̄j |Wk

= wj |Wk
, the sequence {w̄j}j∈N is bounded in W 1,r(Wk,Rd) and

w̄j → w̄ in Lr(Wk,Rd) as j →∞, (7.12)

again for a subsequence, which, by a diagonal argument, can be assumed to be valid for all k ∈ N. We now
have ∫

Rn

|w̄j − w̄|r dy ≤
∫

imT(u,Ω)

|w̄j − w̄|r dy +Mr Ln (imT(uj ,Ω) \ imT(u,Ω)) , (7.13)

and, using (7.10) and (7.11),∫
imT(u,Ω)

|w̄j − w̄|r dy ≤
kε∑
k=1

∫
imT(u,Bk)

|w̄j − w̄|r dy + ε ≤
kε∑
k=1

∫
Wk

|w̄j − w̄|r dy + 2ε. (7.14)

Thanks to convergence (7.12) for each k ∈ N, Theorem 6.3 d) and equations (7.13) and (7.14) conclude the
proof of (7.5).

We now explain an alternative form of (7.1), as well as the corresponding lower semicontinuity result; for
this we follow [35, 36, 18, 32]. When we introduce the function v := w ◦ u, the functional I of (7.1) can be
formally rewritten as ∫

Ω

W (Dv(x) (Du(x))−1) dx, (7.15)

under the additional incompressibility constraint detDu = 1 a.e. and the assumption that u is one-to-one
a.e. Since (Du)−1 = adjDu ∈ L

p
n−1 (Ω,Rn×n), in order to have the integrability of Dv(Du)−1, we need to

assume that v ∈W 1,q(Ω,Rd) with q ≥ ( p
n−1 )′. The following version of the chain rule for w holds.

Lemma 7.2. Let p > n−1, d ∈ N and q := ( p
n−1 )′. Let u,u1 ∈ Ap be such that u = u1 a.e. and detDu = 1

a.e. Let v,v1 ∈ W 1,q(Ω,Rd) satisfy v = v1 a.e. Given B ∈ U in
u ∩ U in

u1
, define w := v ◦ (u|B)−1 and

w1 := v1 ◦ (u1|B)−1. Then (u|B)−1 = (u1|B)−1 a.e., w = w1 a.e.,

w ∈W 1,1(imT(u, B),Rd) and Dw =
(
Dv ◦ (u|B)−1

)
D(u|B)−1 a.e.

Proof. Let Ω0 be the set of Definition 2.11 corresponding to u, and Ω1 the one corresponding to u1. Let Ω′

be the set where u and u1 coincide. By Definition 5.2, it is easy to see that

(u|B)−1 = (u1|B)−1 in imG(u, B ∩ Ω′) ∩ imG(u1, B ∩ Ω′) ∩ imT(u, B) ∩ imT(u1, B).

By Remark 2.19 and Convention 2.14,

imT(u, B) = imT(u1, B), (7.16)

whereas by (5.1) and Lemma 2.8 a),

imT(u, B) = imG(u, B) = imG(u, B ∩ Ω1 ∩ Ω′) = imG(u1, B ∩ Ω0 ∩ Ω′) = imG(u1, B) = imT(u1, B) a.e.
(7.17)

Therefore, (u|B)−1 = (u1|B)−1 a.e.
Now let Ω′′ be the set where v and v1 coincide. Then w = w1 in

G :=
{
y ∈ imG(u, B ∩ Ω′) ∩ imG(u1, B ∩ Ω′) ∩ imT(u, B) : (u|B)−1(y) ∈ Ω′′

}
,
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but by (7.16), (7.17) and Proposition 2.7,

Ln(G) ≥ Ln
(
{y ∈ imG(u, B) : (u|B)−1(y) ∈ Ω′′}

)
=

∫
B∩Ω′′

detDu(x) dx = Ln(imG(u, B)),

so w = w1 a.e.
In order to prove the measurability of w, it is enough to show, thanks to Lemma 2.9, that the preim-

age under (u|B)−1 of a null set is also a null set, so by Lemma 2.8 c) it suffices to show that the matrix
D(u|B)−1(y) is invertible for a.e. y ∈ imT(u, B), and this fact is a consequence of Proposition 5.3. Analo-
gously, the function

(
Dv ◦ (u|B)−1

)
D(u|B)−1 is measurable. In addition, by Proposition 2.7,∫

imT(u,B)

|w(y)|dy =

∫
B

|v(x)|dx (7.18)

and, using Hölder’s inequality,∫
imT(u,B)

∣∣Dv(u|B)−1(y)D(u|B)−1(y)
∣∣dy =

∫
B

∣∣Dv(x)D(u|B)−1(u(x))
∣∣dx

=

∫
B

|Dv(x) adjDu(x)|dx

≤ cn ‖Dv‖Lq(B,Rd×n) ‖Du‖n−1
Lp(B,Rn×n) ,

(7.19)

for some constant cn > 0 depending on n, so

w ∈ L1(imT(u, B),Rd) and
(
Dv ◦ (u|B)−1

)
D(u|B)−1 ∈ L1(imT(u, B),Rd×n).

Now let {v̄i}i∈N be a sequence in C1(B̄,Rd) converging to v in W 1,q(B,Rd). By the chain rule (see, e.g.,
[29, Th. 4 in Sect. 4.2.2]), for each i ∈ N, the function w̄i := v̄i ◦ (u|B)−1 is in W 1,1(imT(u, B),Rd) and
Dw̄i =

(
Dv̄i ◦ (u|B)−1

)
D(u|B)−1 a.e. As in (7.18)–(7.19), we obtain∫

imT(u,B)

|w̄i(y)−w(y)|dy =

∫
B

|v̄i(x)− v(x)|dx

and ∫
imT(u,B)

∣∣Dw̄i(y)−Dv(u|B)−1(y)D(u|B)−1(y)
∣∣dy =

∫
B

|(Dv̄i(x)−Dv(x)) adjDu(x)|dx

≤ cn ‖Dv̄i −Dv‖Lq(B,Rd×n) ‖Du‖n−1
Lp(B,Rn×n) .

Thus,

w̄i → w in L1(imT(u, B),Rd) and Dw̄i →
(
Dv ◦ (u|B)−1

)
D(u|B)−1 in L1(imT(u, B),Rd×n)

as i→∞, which allows us to conclude the proof.

The following proposition is a lower semicontinuity result for functionals of the form (7.15). This kind of
functional will not be given an application in Section 8 but it may be useful in some contexts. As a matter
of fact, it provides a partial answer in the affirmative to questions posed in [32, Eq. (44) and Rk. 4.2.4]; in
particular, it extends [32, Th. 4.1] from p ≥ n to p > n− 1.

Proposition 7.3. Let p > n − 1, q > ( p
n−1 )′, r := pq

p+(n−1)q and d ∈ N. Let {uj}j∈N be a sequence in Ap
such that detDuj = 1 a.e. for all j ∈ N, and uj ⇀ u in W 1,p(Ω,Rn) as j →∞, for some u ∈W 1,p(Ω,Rn).
Let also {vj}j∈N be a sequence in W 1,q(Ω,Rd). Consider a quasiconvex function W : Rd×n → [0,∞) for
which there exists c > 0 such that

W (F) ≤ c (1 + |F|r) , F ∈ Rd×n.

The following assertions hold:
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a) If Dvj (Duj)
−1 ⇀ L in Lr(Ω,Rd×n) as j →∞ for some L ∈ Lr(Ω,Rd×n), then∫

Ω

W (L(x)) dx ≤ lim inf
j→∞

∫
Ω

W (Dvj(x)Duj(x)−1) dx. (7.20)

b) If vj ⇀ v in W 1,q(Ω,Rd) as j →∞ for some v ∈W 1,q(Ω,Rd×n), then

Dvj (Duj)
−1 ⇀ Dv (Du)−1 in Lr(Ω,Rd×n) as j →∞.

Proof. Notice that, by Proposition 6.1, detDu = 1 a.e. and u ∈ Ap. Note also that r > 1.
We start by proving a). For a subsequence, we can assume that the lim inf of the right-hand side of

(7.20) is actually a limit, and that convergence (6.3) holds. Let {Bk}k∈N be the family of Theorem 6.3 b)
and consider the subsequence therein. By Lemma 7.2, for each j, k ∈ N, the function wjk := vj ◦ (uj |Bk

)−1

satisfies
wjk ∈W 1,1(imT(uj , Bk),Rd) and Dwj =

(
Dvj ◦ (uj |Bk

)−1
)
D(uj |Bk

)−1 a.e. (7.21)

In addition,

sup
j∈N

∫
imT(uj ,Bk)

|Dwjk(y)|r dy = sup
j∈N

∫
Bk

∣∣Dvj(x)Duj(x)−1
∣∣r dx <∞. (7.22)

Consider a smooth connected open set Vk ⊂⊂ imT(u, Bk). By Lemma 3.6 a), for a subsequence in j, we
have Vk ⊂ imT(uj , Bk) for all j ∈ N. Then, thanks to (7.22) and the Poincaré–Wirtinger inequality, there
is cjk ∈ Rn such that {wjk − cjk}j∈N is bounded in W 1,r(Vk,Rn), so there exists wk ∈ W 1,r(Vk,Rn) such
that, for a subsequence,

wjk − cjk ⇀ wk in W 1,r(Vk,Rn) as j →∞. (7.23)

Let ϕ ∈ Cc(Vk). The proof of Theorem 6.3 c) shows that the analogue of (6.4) holds, with Bk replacing
B and Vk replacing V . Then, thanks to the assumption in a) we have

lim
j→∞

∫
Vk

ϕ(y)Dwjk(y) dy = lim
j→∞

∫
(uj |Bk

)−1(Vk∩imG(uj ,Bk))

ϕ(uj(x))Dvj(x)Duj(x)−1 dx

=

∫
(u|Bk

)−1(Vk∩imG(u,Bk))

ϕ(u(x)) L(x) dx =

∫
Vk

ϕ(y) L((u|Bk
)−1(y)) dy.

This shows that Dwjk
∗
⇀ L ◦ (u|Bk

)−1 in M(Vk,Rd×n) as j →∞. Comparing this with (7.23) we find that
Dwk = L ◦ (u|Bk

)−1 a.e. in Vk. By the lower semicontinuity theorem for quasiconvex functions (see, e.g.,
[17, Th. 8.4]), thanks to (7.23) we have∫

Vk

W (L ◦ (u|Bk
)−1) dy =

∫
Vk

W (Dwk) dy ≤ lim inf
j→∞

∫
Vk

W (Dwjk) dy ≤ lim inf
j→∞

∫
imT(uj ,Bk)

W (Dwjk) dy.

As Vk is arbitrary in imT(uj , Bk), by monotone convergence, we conclude that∫
imT(uj ,Bk)

W (L ◦ (u|Bk
)−1) dy ≤ lim inf

j→∞

∫
imT(uj ,Bk)

W (Dwjk) dy,

whereas by a change of variables, we get∫
Bk

W (L(x)) dx ≤ lim inf
j→∞

∫
Bk

W (Dvj(x)Duj(x)−1) dx.

Summing in k ∈ N the above inequality, we conclude (7.20).
In order to prove b), observe that, since (Duj)

−1 = adjDuj for all j ∈ N, the sequence {(Duj)
−1}j∈N is

bounded in L
p

n−1 (Ω,Rn×n), so, thanks to Hölder’s inequality, {Dvj (Duj)
−1}j∈N is bounded in Lr(Ω,Rd×n).

Moreover, using the fact that the distributional divergence of the columns of adjDuj is zero (this is Piola’s
identity for Sobolev maps, see, e.g., [6, Lemma 6.1] or [38, Prop. 3.2.4.1]), by applying componentwise the
div-curl lemma (see, e.g., [64]) we obtain the conclusion of b).
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7.2 Div-quasiconvex functionals under incompressibility

As is well-known (see, e.g., [17, Sect. 8.2]), quasiconvexity of W is a necessary and sufficient condition for
the lower semicontinuity in W 1,p(Ω,Rn) of functionals of the form

u 7→
∫

Ω

W (Du(x)) dx. (7.24)

In this subsection we show that in the set {u ∈ Ap : detDu = 1 a.e.} the lower semicontinuity also holds
when the integrand W : Rn×n → R is Div-quasiconvex on columns.

Definition 7.4. A Borel function W : Rn×n → R is said to be Div-quasiconvex on columns if

W (F) ≤
∫

(0,1)n
W (F + Φ(z)) dz

for all F ∈ Rn×n and all (0, 1)n-periodic functions Φ ∈ C∞(Rn,Rn×n) such that Div Φ = 0 and∫
(0,1)n

Φ(z) dz = 0.

Here and in the rest of the section, the operator Div acts as a divergence on each column.

We refer to Fonseca & Müller [34] for the theory of A-quasiconvexity, of which Div-quasiconvexity is a
particular case, and to [3, 66, 65] for further results on Div-quasiconvexity.

We first show that the local inverse of u satisfies Piola’s identity. Note that the standard proof (see, e.g.,
[6, Lemma 6.1] or [38, Prop. 3.2.4.1]) cannot be applied because of the low regularity of the inverse.

Lemma 7.5. Let p > n−1, u ∈ Ap and U ∈ UN,inu . Then Div adjD(u|U )−1 = 0 in the sense of distributions.

Proof. We first note that cof D(u|U )−1 ∈ L1(imT(u, U),Rn×n) since, as in (6.8),∫
imT(u,U)

∣∣cof D(u|U )−1(y)
∣∣ dy =

∫
U

|Du(x)|dx.

Let ϕ ∈ C1
c (imT(u, U)). By the chain rule (e.g., [29, Th. 4.2.2.4]), ϕ ◦ u ∈W 1,p(Ω) and

D(ϕ ◦ u)(x) = Du(x)T Dϕ(u(x)), a.e. x ∈ Ω. (7.25)

As sptϕ is compact and contained in imT(u, U), thanks to Lemma 5.18 a) there exists t > 0 such that
Ut ∈ UNu and sptϕ ⊂ imT(u, Ut). It follows from (5.1), Lemma 2.8 c) and the a.e.-invertibility of u in U
that u(x) /∈ imT(u, Ut) for a.e. x ∈ U \ Ut. Therefore, ϕ(u(x)) = 0 for a.e. x ∈ U \ Ut. Thus, an integration
by parts yields (see, e.g., [29, Th. 4.3.1]) ∫

U

D(ϕ ◦ u)(x) dx = 0.

Owing to (7.25) and Propositions 2.7 and 5.3, we obtain

0 =

∫
U

Du(x)T Dϕ(u(x)) dx =

∫
imT(u,U)

cof D(u|U )−1(y)Dϕ(y) dy

and the conclusion follows.

The following lower semicontinuity result is achieved due, again, to the possibility of working in the
deformed configuration. As far as we know, it constitutes the first general lower semicontinuity result for
integrands of the form (7.24) under Div-quasiconvexity and the additional incompressibility constraint.
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Proposition 7.6. Let p > n − 1. Let {uj}j∈N be a sequence in Ap such that detDuj = 1 a.e. for all
j ∈ N and uj ⇀ u in W 1,p(Ω,Rn) as j → ∞, for some u ∈ W 1,p(Ω,Rn). Consider a continuous function
W : Rn×n → [0,∞) that is Div-quasiconvex on columns and for which there exists c > 0 with

W (F) ≤ c (1 + |F|p) , F ∈ Rn×n.

Then ∫
Ω

W (Du(x)) dx ≤ lim inf
j→∞

∫
Ω

W (Duj(x)) dx. (7.26)

Proof. By Proposition 6.1, detDu = 1 a.e. and u ∈ Ap. For a subsequence, we can assume that the lim inf
of the right-hand side of (7.26) is actually a limit.

Let {Bk}k∈N be the family of Theorem 6.3 b), consider the subsequence therein and fix k ∈ N. Thanks
to Proposition 5.3, for each j ∈ N,

(uj |Bk
)−1 ∈W 1,1(imT(uj , Bk),Rn) and adjD(uj |Bk

)−1 = (D(uj |Bk
)−1)−1 = Duj ◦ (uj |Bk

)−1 a.e.

and analogously for u replacing uj . In addition, by Proposition 2.7,

sup
j∈N

∫
imT(uj ,Bk)

∣∣adjD(uj |Bk
)−1(y)

∣∣p dy = sup
j∈N

∫
Bk

|Duj(x)|p dx <∞. (7.27)

Let Vk ⊂⊂ imT(u, Bk) be open. By Lemma 3.6, for j large enough we have Vk ⊂ imT(uj , Bk) and, by
Theorem 6.3 c),

adjD(uj |Bk
)−1 ⇀ adjD(u|Bk

)−1 in L1(Vk,Rn×n) as j →∞.
Moreover, bound (7.27) implies that the above convergence also holds weakly in Lp(Vk,Rn×n). Using Lemma
7.5 and the semicontinuity result stated in [34, Th. 3.7], we have that∫

Vk

W (adjD(u|Bk
)−1) dy ≤ lim inf

j→∞

∫
Vk

W (adjD(uj |Bk
)−1) dy ≤ lim inf

j→∞

∫
imT(uj ,Bk)

W (adjD(uj |Bk
)−1) dy.

Since Vk was arbitrary in imT(u, Bk), we conclude, by monotone convergence, that∫
imT(u,Bk)

W (adjD(u|Bk
)−1(y)) dy ≤ lim inf

j→∞

∫
imT(uj ,Bk)

W (adjD(uj |Bk
)−1(y)) dy.

A change of variables yields ∫
Bk

W (Du(x)) dx ≤ lim inf
j→∞

∫
Bk

W (Duj(x)) dx.

The proof is concluded by summing in k ∈ N the above inequality.

7.3 Polyconvex functionals involving a composition of maps

In this subsection we analyze functionals of the form∫
Ω

W0(Du(x),w(u(x))) dx, (7.28)

where W0 is polyconvex in its first argument. We recall that a Borel function f : Rn×n → R ∪ {∞} is
polyconvex if it can be expressed as a convex functions of the minors of its argument (see, e.g., [17, Def.
5.1]); we say that an f : Rn×n+ → R∪ {∞} is polyconvex if its extension by ∞ to Rn×n \Rn×n+ is polyconvex
in the sense above.

The main difficulty for proving lower semicontinuity relies in the composition w ◦ u, since in general
the weak convergences of {wj}j∈N and {uj}j∈N do not imply the weak convergence of {wj ◦ uj}j∈N. We
overcome this obstacle by working locally in balls where u and all uj are invertible: a change of variables
will then allow us to work in the deformed configuration, where no composition of maps is involved.

We first show that (7.28) is well defined.
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Lemma 7.7. Let p > n − 1, d ∈ N and q := ( p
n−1 )′. Let u,u1 ∈ Ap be such that u = u1 a.e. Let

w,w1 : imT(u,Ω) → Rd be measurable maps satisfying w = w1 a.e. Then w ◦ u is measurable and
w ◦ u = w1 ◦ u1 a.e.

Proof. Thanks to Lemma 2.9, the map w ◦ u is measurable provided that the preimage of a set of measure
zero under u is a set of measure zero, and this last fact is a consequence of Lemma 2.8 c).

Let A be the set where u and u1 coincide, and let B be the set where w and w1 coincide. Then w ◦ u
and w1 ◦ u1 coincide in {x ∈ A : u(x) ∈ B}, which is a set of full measure in Ω again because the preimage
of a set of measure zero under u is a set of measure zero.

The lower semicontinuity result is as follows. As in Proposition 7.1, its proof is inspired in [11], but we
only require p > n− 1 and no incompressibility constraint is needed.

Proposition 7.8. Let p > n− 1 and d ∈ N. For each j ∈ N, let u,uj ∈ Ap and let

w : imT(u,Ω)→ Rd and wj : imT(uj ,Ω)→ Rd

be measurable such that

uj ⇀ u in W 1,p(Ω,Rn) and wj → w a.e. as j →∞. (7.29)

Suppose, in addition, that there exists a Borel function h : (0,∞)→ [0,∞) such that

lim
t↘0

h(t) =∞ (7.30)

and for any compact K ⊂ Ω,

sup
j∈N

∫
K

h(detDuj(x)) dx <∞. (7.31)

Let W0 : Rn×n+ × Rd → [0,∞) be a continuous function such that W0(·,m) is polyconvex for all m ∈ Rd.
Then ∫

Ω

W0(Du(x),w(u(x))) dx ≤ lim inf
j→∞

∫
Ω

W0(Duj(x),wj(uj(x))) dx. (7.32)

The convergence wj → w of (7.29) is to be understood in the following sense: for a.e. y ∈ imT(u,Ω)
there exists jy ∈ N such that y ∈ imT(uj ,Ω) for all j ≥ jy and the sequence {wj(y)}j≥jy converges to w(y).

Proof. Consider a subsequence for which the lim inf of the right-hand side of (7.32) is actually a limit. Define
the function Ŵ : Rn×n+ × Rd → [0,∞) as

Ŵ (F,m) := W0(F−1,m) det F. (7.33)

It was shown in [5, Th. 2.6] (see also [48, Prop. 1.1]) that Ŵ (·,m) is polyconvex for all m ∈ Rd.
Let {Bk}k∈N be the family of Theorem 6.3 b), consider the subsequence therein, and fix k ∈ N. Using

(7.33), (5.1) and Proposition 2.7, we obtain that∫
Bk

W0(Du(x),w(u(x))) dx =

∫
imT(u,Bk)

Ŵ (D(u|Bk
)−1(y),w(y)) dy (7.34)

and, for all j ∈ N,∫
Bk

W0(Duj(x),wj(u(x))) dx =

∫
imT(uj ,Bk)

Ŵ (D(uj |Bk
)−1(y),wj(y)) dy. (7.35)

Define h1 : (0,∞)→ R as h1(t) := t h( 1
t ). Thanks to (7.30),

lim
t→∞

h1(t)

t
= lim
t→∞

h(
1

t
) = lim

t↘0
h(t) =∞. (7.36)
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Let Vk ⊂⊂ imT(u, Bk) be open. Then Vk ⊂ imT(uj , Bk) for j ∈ N large enough, thanks to Lemma 3.6.
Using equality (5.1) and Proposition 2.7, we find that, for such j,∫

Vk

h1

(
detD(uj |Bk

)−1(y)
)

dy ≤
∫

imT(uj ,Bk)

h1

(
detD(uj |Bk

)−1(y)
)

dy =

∫
Bk

h (detDuj(x)) dx.

Thanks to (7.31), (7.36) and de la Vallée-Poussin’s criterion, the sequence {detD(uj |B)−1}j∈N is equiinte-
grable in Vk. Therefore, by Theorem 6.3 c), for any minor M of the Rn×n matrices,

(uj |Bk
)−1 ⇀ (u|Bk

)−1 in W 1,1(Vk,Rn) and

M
(
D(uj |Bk

)−1
)
⇀M

(
D(u|Bk

)−1
)

in L1(Vk) as j →∞.

Using, in addition, (7.29), the lower semicontinuity of polyconvex functionals (see, e.g., [8, Th. 5.4]) yields∫
Vk

Ŵ (D(u|Bk
)−1(y),w(y)) dy ≤ lim inf

j→∞

∫
Vk

Ŵ (D(uj |Bk
)−1(y),wj(y)) dy

≤ lim inf
j→∞

∫
imT(uj ,Bk)

Ŵ (D(uj |Bk
)−1(y),wj(y)) dy.

(7.37)

As Vk is arbitrary in imT(u, Bk), we obtain, by monotone convergence,∫
imT(u,Bk)

Ŵ (D(u|Bk
)−1(y),w(y)) dy ≤ lim inf

j→∞

∫
imT(uj ,Bk)

Ŵ (D(uj |Bk
)−1(y),wj(y)) dy,

which, thanks to (7.34)–(7.35), yields∫
Bk

W0(Du(x),w(u(x))) dx ≤ lim inf
j→∞

∫
Bk

W0(Duj(x),wj(u(x))) dx.

Summing in k ∈ N the above inequality, we obtain (7.32).

Remark 7.9. The proof of Proposition 7.8 can easily be adapted to cover the incompressible regime: this
corresponds to a choice of W0 for which W0(F,m) <∞ if and only if det F = 1. For the proof in this case,
one just has to realize that the lower semicontinuity theorem [8, Th. 5.4] remains valid, and that the function
Ŵ (·,m) of (7.33) is polyconvex if and only if so is W (·,m). Therefore, inequalities (7.37) still hold in this
case. Likewise, the proof can also be extended to cover an inhomogeneous stored-energy function W0.

Remark 7.10. Conditions (7.30)–(7.31) ensure the local equiintegrability of {detD(uj |Bk
)−1}j∈N. In Propo-

sition 7.8 we had to assume u ∈ Ap since that inclusion does not follow from Proposition 6.1 unless the
equiintegrability of {detDuj}j∈N is guaranteed. In other words, the equiintegrability of the Jacobians of the
local inverses is insufficient to yield the necessary compactness in Ap. In fact, in the example of Ponomarev
[67] mentioned in Remark 6.2 we have that supj∈N

∫
Ω
h(detDuj) < ∞ for a large class of functions h sat-

isfying limt↘0 h(t) = 0 and lim supt→∞ h(t)/t < ∞; in particular, this is true if h(t) ≤ C(t−α + t + 1) for
all t ∈ (0,∞), with α < 2

log3 2 , for the parameters fixed in [61, Sect. 11]. That sequence of homeomorphisms

{uj}j∈N satisfies that {detDu−1
j }j∈N is equiintegrable but {detDuj}j∈N is not. In practice, as we will see

in Section 8, the existence of minimizers require the equiintegrability of the sequence of Jacobians of both
the deformations and of their local inverses. This will be achieved by a suitable coercivity inequality of the
energy, namely (8.2)–(8.3) below.

8 Applications

In this last section we apply the lower semicontinuity results of Section 7 to a series of models related to
nonlinear elasticity and involving, in addition, energies defined in the deformed configuration. In those
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models, functionals of the form (7.1) will appear together with an additional term of the type (7.28), which
provides the required compactness for u in order to have existence of minima. In general, the techniques
developed in this paper are useful to deal with variational models that involve the deformed configuration
(see Proposition 7.1), (Du)−1 (see Proposition 7.3), the incompressibility constraint (see Proposition 7.6)
and compositions of the form w ◦ u (see Proposition 7.8).

We have chosen three variational models that exemplify the results of Section 7 to prove existence of
minimizers: a Frank energy model for nematic elastomers (Subsection 8.1), a Landau-de Gennes energy
model for nematic elastomers (Subsection 8.2) and a model in magnetoelasticity (Subsection 8.3).

8.1 A Frank energy model for nematic elastomers

Liquid crystal elastomers are materials constituted by a network of cross-linked polymer chains. They
combine properties of liquid crystals and rubber-like solids. In their inner structure, elongated rigid monomer
units, called mesogens, are incorporated or attached sideways to the polymer chain. In the nematic phase,
the mesogens self-align leading to an orientational order (but not to a positional one). When the orientational
order is constrained to be uniaxial and the degree of order is fixed, it can be described by a director field
n. The coupling between the nematic orientational order and rubber elasticity is the origin of a strong
anisotropic behaviour: the alignment of nematic mesogens in a neighbourhood of a point y in the deformed
configuration of the sample along an average direction n(y) ∈ Sn−1 induces a spontaneous distortion given
by

Vn := αn⊗ n + α
1

1−n (I− n⊗ n) .

This tensor, which is volume-preserving, i.e.,

det Vn = 1, (8.1)

represents a uniaxial stretch along the direction n of amplitude α > 0. The material parameter α describes
the amount of the local distorsion. For α > 1 (prolate case) there is a spontaneous elongation along the
director n and a contraction transverse to it. It is important to remark that, while in the small deformation
regime, the director field n can be defined in the reference configuration, when large deformations are in
order, it has to be evaluated in the deformed configuration.

We adopt the model described by Barchiesi & DeSimone [11] (see also [1, 26]) and generalize it to the
compressible case. Let Ω be a Lipschitz domain of Rn, representing the reference configuration of the sample,
Γ an (n− 1)-rectifiable subset of ∂Ω with Hn−1(Γ) > 0, and u0 : Γ→ Rn a given function. As in the whole
paper, p > n − 1. The admissible set B for our problem is the set of pairs (u,n) where u ∈ Ap, u|Γ = u0

in the sense of traces and n ∈ W 1,2(imT(u,Ω),Sn−1). From the physical point of view, u represents an
elastic deformation of the sample with a given boundary condition u0, while n is the nematic director field
evaluated in the deformed configuration of the sample with respect to u.

Let W : Rn×n+ → [0,∞) be a polyconvex function. We assume that

W (F) ≥ c |F|p + h(det F), F ∈ Rn×n+ , (8.2)

for a constant c > 0 and a Borel function h : (0,∞)→ [0,∞) such that

lim
t↘0

h(t) = lim
t→∞

h(t)

t
=∞. (8.3)

The energy functional I : B → [0,∞] that describes the nematic elastomer is the sum of two contributions,

I := Inem + Imec, where Inem : B → [0,∞) and Imec : B → [0,∞]. (8.4)

We call them the nematic and the mechanical term, respectively. The first one, defined by

Inem(u,n) :=

∫
imT(u,Ω)

|Dn(y)|2 dy, (8.5)
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is a simplified version of the Frank energy (see [19]). It penalizes the spatial non-uniformity of directors,
without distinguishing the different types of distortion (splay, twist and bend). The second term captures,
similarly to that developed by Warner & Terentjev [74], the elasticity associated with the polymer chains of
the nematic elastomer, taking into account the local anisotropy due to the director. It is defined as

Imec(u,n) :=

∫
Ω

Wmec(Du(x),n(u(x))) dx. (8.6)

The mechanical response Wmec : Rn×n+ ×Sn−1 → [0,∞) describes the coupling between the deformation and
the director field through the formula

Wmec(F,n) := W (V−1
n F). (8.7)

Note that the gradient operator in (8.5) is meant with respect to the current spatial variable y, while the
gradient in (8.6) is with respect to the material coordinate x. We show that Wmec is polyconvex.

Lemma 8.1. Let W : Rn×n+ → [0,∞) be a polyconvex function and let Wmec : Rn×n+ × Sn−1 → [0,∞) be
defined as (8.7). Then Wmec(·,n) is polyconvex for each n ∈ Sn−1.

Proof. Let τ be the number of minors of an Rn×n matrix, and let M : Rn×n+ → Rτ be the function that
assigns to each matrix in Rn×n+ the collection of its minors, in a given order. By assumption, there exists a
convex function Φ : Rτ → [0,∞] such that W (F) = Φ(M(F)) for all F ∈ Rn×n+ . Thus, for each F ∈ Rn×n+

and n ∈ Sn−1 we have Wmec(F,n) = Φ(M(V−1
n F)). Now, as a consequence of the Cauchy–Binet formula for

the minors of a product of matrices (see, e.g., [37, Sect. 1.2]), there exists a bilinear map C : Rτ ×Rτ → Rτ
such that

M(A B) = C(M(A),M(B)), A,B ∈ Rn×n.

Incidentally, all entries of the third-order tensor C are in {0, 1}, but this is not important in the proof.
Therefore,

Wmec(F,n) = Φ(C(M(V−1
n ),M(F))), F ∈ Rn×n+ , n ∈ Sn−1,

and this expression reveals thatWmec(·,n) is polyconvex for each n ∈ Sn−1, since the function Φ(C(M(V−1
n ), ·))

is easily seen to be convex in Rτ .

Proposition 7.1 covers the functional Inem, while Proposition 7.8 covers Imec. The main result of this
section shows the existence of minimizers of I in B. The differences with respect to [11, Th. 1] are that
we weaken the coercivity condition from p = n to p > n − 1, and that we treat both compressible and
incompressible cases.

Theorem 8.2. Let Ω be a Lipschitz domain of Rn, Γ an (n− 1)-rectifiable subset of ∂Ω with Hn−1(Γ) > 0,
and u0 : Γ → Rn. Let p > n − 1, define B as the set of (u,n) where u ∈ Ap, u|Γ = u0 and n ∈
W 1,2(imT(u,Ω),Sn−1). Let W : Rn×n+ → [0,∞) be a polyconvex function such that equations (8.2)–(8.3)
hold for a constant c > 0 and a Borel function h : (0,∞)→ [0,∞). Define I as in (8.4)–(8.7).

If B 6= ∅ and I is not identically infinity in B, then I attains its minimum in B.

Proof. Let {(uj ,nj)}j∈N be a minimizing sequence of I in B. As

sup
j∈N
‖Vnj

‖L∞(imT(uj ,Ω)) <∞,

assumptions (8.2)–(8.3), equality (8.1) and de la Vallée-Poussin’s criterion imply that {Duj}j∈N is bounded
in Lp(Ω,Rn×n) and {detDuj}j∈N is equiintegrable. By the Poincaré inequality and the boundary condition,
{uj}j∈N is bounded in W 1,p(Ω,Rn). By Proposition 6.1, there exists u ∈W 1,p(Ω,Rn) such that detDu ≥ 0
a.e., E(u) = 0 and, for a subsequence (not relabelled),

uj ⇀ u in W 1,p(Ω,Rn) and detDuj ⇀ detDu in L1(Ω) as j →∞.
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If detDu were zero in a set A of positive measure, then we would have (for a subsequence) detDuj → 0
a.e. in A; by (8.3), we would obtain h(detDuj)→∞ a.e. in A, as j →∞, so, by Fatou’s lemma and (8.2),
we would get Imec(uj ,nj)→∞ as j →∞, which is a contradiction. Therefore, detDu > 0 a.e., so u ∈ Ap.
Moreover, the boundary condition is also preserved under the limit, so u|Γ = u0 in the sense of traces.
From the boundedness of {detDuj}j∈N in L1(Ω) it follows that of {‖nj‖L2(imT(uj ,Ω),Rn)}j∈N, because by
Proposition 2.7 and Lemma 5.18 c) one has for each j ∈ N,∫

imT(uj ,Ω)

|nj |2 dy = Ln(imT(uj ,Ω)) = Ln(imG(uj ,Ω)) ≤
∫

Ω

detDuj(x) dx.

Since {‖nj‖W 1,2(imT(uj ,Ω),Rn)}j∈N is bounded, by Proposition 7.1, there exist n ∈W 1,2(imT(u,Ω),Sn−1) and
a subsequence such that (u,n) ∈ B,

χimT(uj ,Ω)nj → χimT(u,Ω)n a.e. and

χimT(uj ,Ω)Dnj ⇀ χimT(u,Ω)Dn in L2(Rn,Rn×n) as j →∞

and

Inem(u,n) =

∫
imT(u,Ω)

|Dn(y)|2 dy ≤ lim inf
j→∞

∫
imT(uj ,Ω)

|Dnj(y)|2 dy = lim inf
j→∞

Inem(uj ,nj). (8.8)

Using Proposition 7.8 and Lemma 8.1 we obtain that∫
Ω

Wmec(Du(x),n(u(x))) dx ≤ lim inf
j→∞

∫
Ω

Wmec(Duj(x),nj(uj(x))) dx,

which, with (8.8), shows that (u,n) is a minimizer of I in B.

Remark 8.3. In Theorem 8.2, it is possible to replace the admissible set B with the more physically relevant
set

Bin := {(u,n) ∈ B : u is one-to-one a.e. in Ω}.
Indeed, as proved in [42, Th. 1], the global invertibility condition is preserved under the weak limit. Therefore,
the restriction of I to Bin still has a minimum.

Remark 8.4. Recalling Remark 7.9, we can see that the proof of Theorem 8.2 can easily be adapted to cover
the incompressible regime: this corresponds to the choice of h to be h(1) = 0 and h(t) = ∞ for t 6= 1.
Likewise, the proof can also be extended to cover an inhomogeneous stored-energy function W , with its
corresponding inhomogeneous mechanical response Wmec.

8.2 A Landau-de Gennes energy model for nematic elastomers

Our method can also be used in the more elaborated theory of Landau-de Gennes for liquid crystal elastomers.
While the Frank theory only considers a uniaxial nematic order, which is described through the director field
n, the Landau-de Gennes theory allows more degrees of freedom, and uses a function Q, referred to as the
nematic order tensor, taking values in the space of n × n symmetric and traceless matrices. This tensor Q
is a normalized second moment of the probability distribution describing the orientation of the molecules.
Instead of Vn, the local distorsion of the nematic is encoded in the step-length tensor LQ to be defined
below.

We adopt the model described by Calderer, Garavito Garzón & Yan [14], which we start describing
by introducing some notation. We let n = 3, which is the physically relevant case; we also note that the
constants involved below are dimension-dependent. We consider the following admisible sets of matrices for
the nematic order tensor:

Q :=
{
Q ∈ Rn×n : Q = QT , tr Q = 0, − 1

3 ≤ λmin(Q) ≤ λmax(Q) ≤ 2
3

}
,

Q̃ :=
{
Q ∈ Q : λmin(Q) > − 1

3

}
,
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where λmin(Q) and λmax(Q) denote the minimum and maximum eigenvalues of Q, respectively. Given
Q ∈ Q we define the step-length tensor

LQ := α
(
Q + 1

3I
)
,

where α > 0 is a fixed parameter depending on the material. As Q is symmetric, there exists an orthogonal
matrix P such that P−1QP is diagonal. We have P−1LQP = α(P−1QP + 1

3I) and, consequently,

λmin(LQ) = α
(
λmin(Q) + 1

3

)
≥ 0 and λmax(LQ) = α

(
λmax(Q) + 1

3

)
.

In particular,
det LQ = 0 if and only if λmin(Q) = − 1

3 . (8.9)

Since LQ is symmetric and positive semidefinite, it has a square root L
1
2

Q and its eigenvalues are the square
roots of those of LQ. Finally, note that

|Q| ≤
(

2

3

) 1
2

,
∣∣L 1

2

Q

∣∣ ≤ √α and 0 ≤ det LQ ≤
(α

3

)3

, (8.10)

as can be seen by expressing Q, without loss of generality, as a diagonal matrix with entries λmin(Q), λmax(Q)
and −λmin(Q)− λmax(Q), and then using an elementary argument of maximization.

Similarly to the previous model, Ω is a Lipschitz domain of Rn, Γ an (n − 1)-rectifiable subset of ∂Ω
with Hn−1(Γ) > 0, u0 : Γ → Rn a given function, p > n − 1 and q > 1. Now, the admissible set B is the
set of pairs (u,Q) such that u ∈ Ap, u|Γ = u0 in the sense of traces, and Q ∈ W 1,q(imT(u,Ω), Q̃). The
tensor Q is a normalized second moment of a probability distribution function ψ = ψ(n) that describes the
probability of finding the nematic mesogens oriented in a direction n ∈ Sn−1. The choice of the target Q̃ for
Q is motivated in [55] (see also [9]) in terms of the mean-field Maier–Saupe theory. Note that the symbol Q
is sometimes used for an element of Q̃, but, more often, it will be used for a function in W 1,q(imT(u,Ω), Q̃).
Analogously, LQ sometimes denotes a matrix, but, more often, a function.

The free energy functional I : B → [0,∞] of a nematic elastomer is the sum of two terms:

I := Imec + ILG. (8.11)

The elastic stored energy Imec is given by

Imec(u,Q) :=

∫
Ω

Wmec(Du(x),Q(u(x))) dx, (8.12)

where Wmec : Rn×n+ × Q̃→ [0,∞) is defined by

Wmec(F,Q) := W (L
− 1

2

Q F) (8.13)

for a certain polyconvex function W : Rn×n+ → [0,∞) satisfying the coercivity conditions (8.2)–(8.3) for a

constant c > 0 and a Borel function h : (0,∞)→ [0,∞). The product L
− 1

2

Q F represents the coupling between
the deformation and the nematic tensor order. The Landau-de Gennes energy ILG is given by

ILG(u,Q) :=

∫
imT(u,Ω)

f(DQ(y),Q(y)) dy, (8.14)

for some lower semicontinuous function f : A × Q̃ → [0,∞]. We have denoted by A the subspace of third-
order tensors T = (T ijk )ni,j,k=1 such that T ijk = T jik for all i, j, k ∈ {1, . . . , n} and

∑n
i=1 T

ii
k = 0 for all

k ∈ {1, . . . , n}. Of course, DQ(y) ∈ A for all Q ∈ W 1,q(imT(u,Ω), Q̃) and a.e. y ∈ imT(u,Ω). We assume
that f(·,Q) is convex for all Q ∈ Q̃ and that

f(T,Q) ≥ c |T|q + g(det LQ), T ∈ A, Q ∈ Q̃ (8.15)
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for a constant c > 0 and a Borel function g : (0,∞)→ [0,∞) such that

lim
t↘0

g(t) =∞. (8.16)

Note that the gradient operator in (8.14) is meant with respect to the current spatial variable y, while the
gradient in (8.12) is with respect to the material coordinate x.

By using the lower semicontinuity results of Propositions 7.1 and 7.8, we can weaken the coercivity
conditions imposed in [14] from p > n to p > n− 1, and from q > max{3, p/(p− 3)} to q > 1; in particular,
f is allowed to have a quadratic growth. In addition, we do not impose that detDu is bounded away from
zero.

The following result can be proved exactly as in Lemma 8.1.

Lemma 8.5. Let W : Rn×n+ → [0,∞) be a polyconvex function and let Wmec : Rn×n+ × Sn−1 → [0,∞) be

defined as (8.13). Then Wmec(·,Q) is polyconvex for each Q ∈ Q̃.

The existence theorem is as follows.

Theorem 8.6. Let n = 3, Ω be a Lipschitz domain of Rn, Γ an (n − 1)-rectifiable subset of ∂Ω with
Hn−1(Γ) > 0, and u0 : Γ → Rn. Let p > n − 1 and q > 1, define B as the set of (u,Q) where u ∈ Ap,

u|Γ = u0 and Q ∈W 1,q(imT(u,Ω), Q̃). Let W : Rn×n+ → [0,∞) be a polyconvex function such that equations

(8.2)–(8.3) hold for a constant c > 0 and a Borel function h : (0,∞) → [0,∞). Let f : A × Q̃ → [0,∞] be
a lower semicontinuous function such that f(·,Q) is convex for all Q ∈ Q̃ and that equations (8.15)–(8.16)
hold for a constant c > 0 and a Borel function g : (0,∞)→ [0,∞). Define I as in (8.11)–(8.14).

If B 6= ∅ and I is not identically infinity in B, then I attains its minimum in B.

Proof. The proof is similar to that of Theorem 8.2. Let {(uj ,Qj)}j∈N be a minimizing sequence of I in B.

We write Lj := LQj and Gj := (L
− 1

2
j ◦uj)Duj , for each j ∈ N. The following pointwise bounds follow from

(8.10):

|Duj | ≤ |L
1
2
j ◦ uj | |Gj | ≤

√
α |Gj | and detDuj = det(L

1
2
j ◦ uj) det Gj ≤

(α
3

) 3
2

det Gj .

Consequently, assumptions (8.2)–(8.3) and de la Vallée-Poussin’s criterion ensure that {Duj}j∈N is bounded
in Lp(Ω,Rn×n) and {detDuj}j∈N is equiintegrable. As in Theorem 8.2, the Poincaré inequality, the bound-
ary condition, Proposition 6.1 and the growth condition (8.3) imply that, for a subsequence, uj ⇀ u in
W 1,p(Ω,Rn) as j →∞, for a certain u ∈ Ap such that u|Γ = u0.

Thanks to (8.10) and (8.15), we have

sup
j∈N

[
‖Qj‖L∞(imT(uj ,Ω),Rn×n) + ‖DQj‖Lq(imT(uj ,Ω),A)

]
<∞.

Since, in addition, by Proposition 2.7 and Lemma 5.18 c) one has for each j ∈ N,

Ln(imT(uj ,Ω)) = Ln(imG(uj ,Ω)) ≤
∫

Ω

detDuj(x) dx,

we obtain that
sup
j∈N
‖Qj‖W 1,q(imT(uj ,Ω),Rn×n) <∞.

Therefore, due to Proposition 7.1, there exists Q ∈W 1,q(imT(u,Ω),Q) such that, for a subsequence,

χimT(uj ,Ω)Qj → χimT(u,Ω)Q a.e. and in Lq(Rn,Rn×n)

χimT(uj ,Ω)DQj ⇀ χimT(u,Ω)DQ in Lq(Rn,Rn×n×n) as j →∞.
(8.17)
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We now proceed as in the proof of Proposition 7.1. Let {Vk}k∈N be the family of Lemma 5.18 d). For each
k ∈ N, let Bk ∈ UNu be such that Vk ⊂⊂ imT(u, Bk). Since, by Theorem 6.3 a), Vk ⊂ imT(uj ,Ω) for a
subsequence, convergences (8.17) imply Qj → Q in Lq(Vk,Q) and Qj ⇀ Q in W 1,q(Vk,Q) as j →∞.

Let f̄ : A × Q → [0,∞] be the extension by ∞ of f and note that, thanks to (8.15)–(8.16), f̄ is lower
semicontinuous and f̄(·,Q0) is convex for each Q0 ∈ Q. Then, a standard lower semicontinuity result yields
(see, e.g., [33, Th. 7.5])∫

Vk

f̄(DQ(y),Q(y)) dy ≤ lim inf
j→∞

∫
Vk

f̄(DQj(y),Qj(y)) dy = lim inf
j→∞

∫
imT(uj ,Ω)∩Vk

f̄(DQj(y),Qj(y)) dy.

Summing in k ∈ N the above inequalities, we obtain∫
imT(u,Ω)

f̄(DQ(y),Q(y)) dy ≤ lim inf
j→∞

∫
imT(uj ,Ω)

f̄(DQj(y),Qj(y)) dy <∞.

In particular, by (8.15)–(8.16) we have that det LQ(y) > 0 for a.e. y ∈ imT(u,Ω), so, by equivalence (8.9)

we obtain that Q ∈W 1,q(imT(u,Ω), Q̃), (u,Q) ∈ B and

ILG(u,Q) ≤ lim inf
j→∞

ILG(uj ,Qj). (8.18)

By (8.17) and Theorem 6.3 d) we also obtain Qj → Q a.e. Thus, Lemma 8.5 and Proposition 7.8 yield

Imec(u,Q) ≤ lim inf
j→∞

Imec(uj ,Qj),

which, together with (8.18), shows that (u,Q) is a minimizer of I in B.

Remark 8.7. Recalling Remarks 8.3 and 8.4, we can see that the proof of Theorem 8.6 can easily be adapted
to cover the case of deformations that are one-to-one a.e. in Ω, as well as the incompressible regime and an
inhomogeneous stored energy W .

8.3 Magnetoelasticity

The mechanical behaviour of certain materials, notably ferromagnetic materials, is affected by the presence
of a magnetic field. This field causes the rotations of small magnetic domains of the body from their original
random orientation and induces a spontaneous deformation of the material.

For this analysis, we adopt the magnetostriction model of Rybka & Luskin [69] and Kruž́ık, Stefanelli &
Zeman [53], following earlier models by James & Kinderlehrer [49, 50]. We refer to [23, 24, 25] for further
discussions on the subject. The mathematical setting is similar to the Frank model for nematic elastomers
described in Subsection 8.1: Ω is a Lipschitz domain of Rn representing the body in its reference configuration,
Γ an (n− 1)-rectifiable subset of ∂Ω with Hn−1(Γ) > 0, and u0 : Γ→ Rn is a given function prescribing the
Dirichlet condition. The deformation of the specimen is u : Ω → Rn, while the magnetization m is defined
in the deformed configuration, which in this analysis is represented by imT(u,Ω). The admissible set B is
the set of pairs (u,m) where u ∈ Ap, u|Γ = u0 in the sense of traces and m ∈ W 1,2(imT(u,Ω),Sn−1); with
respect to the Frank model for nematic elastomers, we have just renamed the function n as m.

The energy functional I : B → [0,∞],

I := Iexc + Imag + Imec (8.19)

is the sum of three terms Iexc, Imag : B → [0,∞) and Imec : B → [0,∞], called the exchange, the magneto-
static, and the mechanical term, respectively, and defined as

Iexc(u,m) :=

∫
imT(u,Ω)

|Dm(y)|2 dy, Imag(u,m) :=
1

2

∫
Rn

|Dum(y)|2 dy,

Imec(u,m) :=

∫
Ω

W (Du(x),m(u(x))) dx.

(8.20)
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Here the density W : Rn×n+ × Sn−1 → [0,∞) is a continuous function such that W (·,m) is polyconvex for
all m ∈ Sn−1. We assume that

W (F,m) ≥ c |F|p + h(det F), F ∈ Rn×n+ , m ∈ Sn−1, (8.21)

for a constant c > 0 and a Borel function h : (0,∞)→ [0,∞) for which the limits (8.3) hold.
The scalar function um : Rn → R is the magnetostatic potential generated by m, and is a weak solution

to Maxwell’s equation
div
(
−Dum + χimT(u,Ω)m

)
= 0 in Rn, (8.22)

where the term χimT(u,Ω)m is the extension of m to Rn by zero. A precise meaning of a solution of (8.22)
requires the introduction of the spaces of B. Levi, otherwise known as the Deny–Lions [22] spaces. We will see
that the solution is uniquely determined up to an additive constant; in particular, Dum is uniquely defined.
Call L1,2(Rn) the space of u ∈ L2

loc(Rn) such that Du ∈ L2(Rn,Rn). It was proved in [22, Cor. 2.1] (see also
[58, Sect. 1.1.2]) that L1,2(Rn) coincides with the set of distributions u in Rn such that Du ∈ L2(Rn,Rn).
A solution of (8.22) is a um ∈ L1,2(Rn) such that∫

Rn

(
−Dum + χimT(u,Ω)m

)
·Dϕdy = 0 for all ϕ ∈ L1,2(Rn).

We show the existence, uniqueness up to a constant and continuous dependence of the solutions.

Proposition 8.8. For every f ∈ L2(Rn,Rn) there exists uf ∈ L1,2(Rn) such that∫
Rn

(−Duf + f) ·Dϕdy = 0 for all ϕ ∈ L1,2(Rn). (8.23)

Moreover, if u ∈ L1,2(Rn) satisfies∫
Rn

(−Du+ f) ·Dϕdy = 0 for all ϕ ∈ L1,2(Rn)

then u = uf + c for some c ∈ R and ‖Du‖L2(Rn,Rn) ≤ ‖f‖L2(Rn,Rn).

Proof. Denote by L1,2(Rn)/R the quotient space of L1,2(Rn) with the constant functions. It was shown in
[22, Cor. 1.1] (see also [58, Sect. 1.1.13]) that L1,2(Rn)/R is a Hilbert space equipped with the inner product

([u], [ϕ]) 7→
∫
Rn

Du ·Dϕ,

where [·] denotes the equivalence class. We observe that the functional

[ϕ] 7→
∫
Rn

f ·Dϕ

is well-defined, linear and continuous in L1,2(Rn)/R, since∣∣∣∣∫
Rn

f ·Dϕ
∣∣∣∣ ≤ ‖f‖L2(Rn,Rn) ‖Dϕ‖L2(Rn,Rn) = ‖f‖L2(Rn,Rn) ‖[ϕ]‖L1,2(Rn)/R .

As an immediate application of Riesz’ representation theorem, we obtain that there exists a unique [uf ] ∈
L1,2(Rn)/R such that condition (8.23) holds. Moreover, ‖[uf ]‖L1,2(Rn)/R ≤ ‖f‖L2(Rn,Rn). The result follows
by translating the properties obtained for L1,2(Rn)/R to the corresponding ones in L1,2(Rn).

With our tools, we are in a position to show the existence of minimizers of I in B. With respect to [53,
Th. 2.4], we weaken the coercivity condition from p > n to p > n − 1. Instead, with respect to [69, Th.
4.2], no higher-order gradient of the deformation needs to be considered here, nor is a growth condition from
above imposed on W .
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Theorem 8.9. Let Ω be a Lipschitz domain of Rn, Γ an (n− 1)-rectifiable subset of ∂Ω with Hn−1(Γ) > 0,
and u0 : Γ → Rn. Let p > n − 1, define B as the set of (u,m) where u ∈ Ap, u|Γ = u0 and m ∈
W 1,2(imT(u,Ω),Sn−1). Let W : Rn×n+ × Sn−1 → [0,∞) be a continuous function such that W (·,m) is
polyconvex for all m ∈ Sn−1 and equations (8.21) and (8.3) hold for a constant c > 0 and a Borel function
h : (0,∞)→ [0,∞). Define I as in (8.19), (8.20) and (8.22).

If B 6= ∅ and I is not identically infinity in B, then I has a minimum in B.

Proof. The proof is similar to that of Theorem 8.2.
Let {(uj ,mj)}j∈N be a minimizing sequence of I in B. The proof of Theorem 8.2 shows that there exists

u ∈ Ap with u|Γ = u0 such that uj ⇀ u in W 1,p(Ω,Rn). Proposition 7.1, on the other hand, yields the
existence of m ∈W 1,2(imT(u,Ω),Sn−1) such that (u,m) ∈ B,

χimT(uj ,Ω)mj → χimT(u,Ω)m a.e. and in L2(Rn,Rn)

χimT(uj ,Ω)Dmj ⇀ χimT(u,Ω)Dm in L2(Rn,Rn×n) as j →∞
(8.24)

and
Iexc(u,m) ≤ lim inf

j→∞
Iexc(uj ,mj).

Now, Proposition 7.8 readily yields

Imec(u,m) ≤ lim inf
j→∞

Imec(uj ,mj).

Finally, let um ∈ L1,2(Rn) be a solution of (8.22), and recall that Dum is uniquely determined; anal-
ogously for umj . Owing to Proposition 8.8, convergence (8.24) and the linearity of the Maxwell equation
(8.22), we obtain that Dumj → Dum in L2(Rn,Rn) as j →∞, so

Imag(u,m) = lim
j→∞

Imag(uj ,mj).

Thus, (u,m) is a minimizer of I in B.

Remark 8.10. Recalling Remarks 8.3, 8.4 and 8.7, we can see that the proof of Theorem 8.9 can easily be
adapted to cover the case of deformations that are one-to-one a.e. in Ω, as well as the incompressible regime
and an inhomogeneous energy W .
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pothèse de rang constant, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 8 (1981), pp. 69–102.

[65] M. Palombaro, Rank-(n− 1) convexity and quasiconvexity for divergence free fields, Adv. Calc. Var., 3 (2010),
pp. 279–285.

[66] M. Palombaro and V. P. Smyshlyaev, Relaxation of three solenoidal wells and characterization of extremal
three-phase H-measures, Arch. Rational Mech. Anal., 194 (2009), pp. 775–822.

[67] S. P. Ponomarev, Property N of homeomorphisms of the class W 1,p, Sib. Math. J., 28 (1987), pp. 291–298.

[68] Y. G. Reshetnyak, Space mappings with bounded distortion, vol. 73 of Translations of Mathematical Mono-
graphs, American Mathematical Society, Providence, RI, 1989.

[69] P. Rybka and M. Luskin, Existence of energy minimizers for magnetostrictive materials, SIAM J. Math. Anal.,
36 (2005), pp. 2004–2019.
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