
Journal Name

The key to the yellow-to-cyan tuning in the green flu-
orescent protein family is polarisation†

Riccardo Nifosì ∗a, Benedetta Mennuccib, and Claudia Filippic

Computational approaches have to date failed to fully capture the large (about 0.4 eV) excitation
energy tuning displayed by the nearly identical anionic chromophore in different green fluorescent
protein (GFP) variants. Here, we present a thorough comparative study of a set of proteins in this
sub-family, including the most red- (phiYFP) and blue-shifted (mTFP0.7) ones. We employ a clas-
sical polarisable embedding through induced dipoles and combine it with time-dependent density
functional theory and multireference perturbation theory in order to capture both state-specific
induction contributions and the coupling of the polarisation of the protein to the chromophore
transition density. The obtained results show that only upon inclusion of both these two effects
generated by the mutual polarisation between the chromophore and the protein can the full spec-
tral tuning be replicated. We finally discuss how this mutual polarisation affects the correlation
between excitation energies, dipole moment variation, and molecular electrostatic field.

1 Introduction

The green fluorescent protein (GFP) family is an outstand-
ing example of proteins which show extensive spectral tun-
ing.1–4 covering the whole visible spectrum and beyond. This
unique behaviour, which has been paramount in enabling mul-
ticolor imaging,5 is due both to different chromophore struc-
tures and to the interactions of such chromophore with differ-
ent protein surroundings. Indeed, the same chromophore –
a hydroxybenzilidene-imidazolinone (HBI) motif in the anionic
protonation state, Fig. 1 – in different protein environments ex-
hibits extensive perichromism of its π-π∗ transition, with excita-
tion peak varying from 450 (mTFP0.76) to 525 nm (phiYFP7),
respectively, at the short and long wavelength extremes of the an-
ionic HBI-chromophore GFPs. Similar wide spectral tuning is at
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play in red FPs8–10, containing a chromophore with an enlarged
π-conjugated system.

Continuous scientific effort has been devoted over the last
decade to understand how nature achieves this tuning by se-
lecting and arranging the available amino acids (and water
molecules) around the chromophore(s). A possible interpretation
is through internal electrostatic fields. In particular, for GFPs,
Drobizhev et al.4 proposed a model explaining the spectral tun-
ing on the basis of the chromophore excess dipole moment (i.e.
the dipole moment variation upon excitation, ∆µ). Larger ∆µ

are associated with blue-shifted excitation energies and can also
be correlated with wider absorption spectra (YFPs have narrower
spectra than cyan/green), with the rationale that larger ∆µ will
be associated with larger variations of excitation energy due to
the fluctuating internal electrostatic field. A suitable combination
of one- and two-photon experimental measurements could in fact
estimate both the ∆µ values and the (average) molecular elec-
trostatic field felt by the chromophore11, exploiting the relation
between ∆µ and the excitation energy.

In addition to empirical correlations, many quantum chemi-
cal investigations have been presented in recent years to explain
the molecular mechanism of the tuning in GFP and related pro-
teins.9,12–21 In these studies, a hybrid approach is usually em-
ployed, where the chromophore (possibly together with its im-
mediate surroundings) is treated with quantum mechanical (QM)
methods while the embedding system is treated by less computa-
tionally expensive methods, often a molecular-mechanics (MM)
approach. Besides its computational convenience, this separation
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has the advantage to provide intuitive explanations of the tuning
mechanisms, particularly when the interactions are treated "clas-
sically" as in the MM methods. Some of us already investigated
the tuning of "green" FPs using a QM/MM electrostatic embedding
approach17, showing however that the whole extent of the tun-
ing is not fully reproduced even when accurate quantum chem-
istry methods (CASPT2 and SAC-CI) are employed. TD-DFT in a
polarisable environment19 has also been used for similar inves-
tigations; however, in the case of anionic chromophore proteins
(wtGFP-, EGFP, and EYFP), the tuning is only partially reproduced
with the shift between wtGFP- and EYFP being only 0.05-0.06 eV
compared to the experimental 0.20 eV.

The lack of a satisfactory agreement with the experimental
spectral tuning in these previous works has prompted us to ad-
dress the problem combining the best quantum chemical methods
applicable to this kind of chromophores, with the state of the art
of classical MM approaches introducing a polarisable force field.
When polarisation of the MM subsystem is included, two effects
combine to modify the excitation energy of the system22,23. The
first is a classical effect due to the (instantaneous) polarisation of
the embedding protein to the different electronic charge densities
of the ground and excited states (i.e. state-specific polarisation,
or polSS in the following). The second term is a purely QM ef-
fect and has been ascribed to the instantaneous response of the
MM polarisable sites to the transition density of the electronic
excitation (i.e. linear-response polarisation, polLR in the follow-
ing)22,24–26. Using the polarisable MM model25,27, in which
atomic polarisabilities give rise to induced dipole moments on the
MM sites, we include these two polarisation effects performing
TD-DFT and complete active space self-consistent field (CASSCF)
and corresponding second-order perturbation (CASPT2) calcula-
tions. The proteins investigated here are listed in Table 1 (their
chromophore pocket is shown in Fig. 1) and include the most
red (phiYFP) and blue (mTFP0.7) shifted FP with an anionic HBI
chromophore to date.

The consistency of the obtained results and the quantitative re-
production of the experimental shifts allow us for the first time to
assess the connection between tuning, dipole-moment variation
upon excitation, and electrostatic field in the chromophore cavity,
thus giving a clear interpretation of the role of the protein in de-
termining •he spectral properties of the embedded chromophore.

2 Theory and computational methods

2.1 Theoretical framework

Mutual polarisation effects between the QM and the MM sub-
systems are here introduced through induced dipoles sitting on
the MM atoms, which are characterized by an isotropic atomic
polarisability (in addition to a fixed point charge)27,34. We em-
ploy here three variants of this approach which we shall indi-
cate as MMpol and which requires a self-consistent solution of
the QM and MM polarisation problem. In the polGS scheme, the
dipoles are polarised to the ground-state charge density of the
chromophore and the excitation energy, ∆EpolGS

01 , is then com-
puted in these fixed MM dipoles. In the state-specific (polSS)
scheme, the dipoles are separately optimised for each electronic

state of the QM subsystem, in our case the ground and the excited
state. The polSS excitation energy computed as the difference of
the energy of the complete system in the two states, ∆EpolSS

01 , fully
accounts for the classical induction contribution to spectral tun-
ing. The polSS scheme requires the QM density in the excited
state and is thus amenable for wave function methods such as
CASSCF/CASPT2. By contrast, in linear-response approaches for
the determination of excitation energies (such as linear-response
TD-DFT), the inclusion of a polarisable embedding leads to a dif-
ferent contribution to the spectral tuning, where the MM dipoles
are polarised to the transition density of the QM subsystem. We
shall name this last scheme polLR and the corresponding excita-
tion energy will be denoted as ∆EpolLR

01 .

Following Ref.22, the polSS and polLR contributions can be ap-
proximately expressed as a function of the dipole moment change
of the QM subsystem upon excitation (∆µ) and its transition
dipole moment (µ01), respectively:

∆
SS = ∆EpolSS

01 −∆EpolGS
01 ' −1

2
ge |∆µ|2 (1)

∆
LR = ∆EpolLR

01 −∆EpolGS
01 ' −gd

e |µ01|2 , (2)

where ge describes the static electronic response of the solvent (in
our case, the surrounding protein matrix), while gd

e is the dynamic
response at the frequency of the excitation. A result equivalent to
Eq. 1 was also recently re-derived in a more general context26.

For the FPs of Table 1, we will perform QM/MMpol calcula-
tions of the excitation energy using the TD-DFT and the multiref-
erence correlated CASSCF/CASPT2 approaches to treat the QM
chromophore. While the wave function calculations will allow us
to directly access the polSS contributions, TD-DFT will instead
give us the polLR term for the same systems. In order to account
for the missing polLR term in the polSS CASSCF/CASPT2, we will
use Eq. 2 and set

∆LR

µ2
01

∣∣∣∣
CASPT2

=
∆LR

µ2
01

∣∣∣∣
TD−DFT

. (3)

Likewise, one can estimate the ∆SS missing from the polLR cal-
culation. This can be achieved either using Eq. 1 or by a per-
turbation approach (i.e. without self-consistency), based on the
change in charge density upon excitation. This is the so-called
corrected linear response35,36 or cLR scheme, here referred to as
pol(LR+SS). We anticipate that this correction to the TD-DFT ex-
citation energies is generally quite small due to the well known
underestimation of the change in dipole moment upon excitation
in TD-DFT (see for example Ref.37).

2.2 Protein models

We treat the different FPs following a consistent protocol. In par-
ticular, we keep the atoms close to their positions in the crys-
tal structures (apart from the hydrogens, which are equilibrated
by MM molecular dynamics simulations, and the atoms of the
QM region). Although possible structural artefacts may arise
from crystallisation, spectroscopic studies on FP crystals show a
rather good agreement between absorption spectra in solution
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Fig. 1 Chromophore pockets from X-ray structures for the five FPs investigated in this work. The thicker parts indicate the QM subsystem. Figure
produced using VMD 33. The normalised absorption spectra are shown in the bottom right panel.
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Table 1 Fluorescent proteins investigated in this work, their absorption properties, and X-ray structures.

Protein Absorption peak§ ε† X-ray structure Temp of X-ray
nm eV M−1cm−1 K

phiYFP* 525 2.36 124000 4HE4 7 100
EYFP‡ 515 (520) 2.41 (2.38) 83400 1YFP 28 295
Dronpa 503 2.46 95000 2IOV 29/2Z1O 30 100
GFP-S65T 484 (490) 2.56 (2.53) 55000 1EMG 31 295
mTFP0.7 453 2.74 60000 2OTB 6 100
§ The values given in parenthesis for EYFP and GFP-S65T are from low-temperature measurements (1.6 K) 32.
†Extinction coefficient.
‡ wtGFP with mutations T203Y/S65G/V68L/S72A.
* Structure of phiYFPv, spectrally identical to phiYFP but with mutations for improved maturation in bacteria 7.

and in cristallo. For example, the solution absorption spectrum of
(non-photoconverted and at room temperature) IrisFP38 nicely
matches the one in the crystal as far as the peak wavelength is
concerned. In c3GFP, a folding mutant of avGFP, the absorp-
tion peak of the anionic state is slightly red shifted39 from 480
to 500nm (corresponding to ∼0.1 eV) presumably due to dimeri-
sation, and the same shift is recorded at high protein concentra-
tion in solution. Finally, the fluorescence spectrum of Citrine in
cristallo is very similar to that in solution40.

We start from the PDB structures of the five proteins listed in
Table 1 and shown in Fig. 1. Among the several X-ray structures
of Dronpa, we select the one with PDB code 2Z1O and, in order
to assess the sensitivity of our results to the starting structure, we
extend our analysis in the ESI to 2IOV, finding only very slight
differences. In the cases where more than one polypeptide chain
is present, chain A is considered. The Glu residue (Glu222 in
GFP) close to the chromophore is protonated in phiYFP, EYFP, and
GFP-S65T, and deprotonated in Dronpa and mTFP0.7. Following
Ref.17, we solvate the proteins in a water box with Na+ and Cl−

ions added to a salt concentration of 0.1 M (and Na+ in excess
to neutralise the system). We then perform a force-field molecu-
lar equilibration to equilibrate the bulk solvent molecules and the
hydrogen atoms of the protein with restraints to keep the protein
structure and the crystallographic water molecules in virtually the
same positions of the X-ray structure. To this aim, we start with
a MD simulation of 300 ps at room temperature and impose re-
straints of 1000 kJ/mol/Å2 on the positions of the non-hydrogen
atoms of the protein. We then perform a simulated annealing run
of 1 ns, gradually decreasing the temperature from 350 K and to
5 K. Finally, we perform 4000 steps of geometry optimisation, in-
creasing the strength of the restraints to 106 kJ/mol/Å2 so that
the position of the non- hydrogen atoms are virtually the same as
in the X-ray structure (maximum distance < 0.1 Å).

The orientation of the hydrogen atoms for the residues and
water molecules close to the chromophore is particularly rele-
vant in the spectral tuning. In almost all cases, these orienta-
tions can be established unambiguously from the X-ray structures
and the MD simulations. However, for residue Tyr145 in GFP-
S65T and EYFP, both possible hydrogen orientations of the OH
group are plausible and also unrestrained MD simulations show
that both configurations are occupied with roughly similar popu-
lations. We therefore analyse both geometries and refer to them
in the Tables as OH145 ↓ and OH145 ↑ depending on whether the

OH points, respectively, toward the chromophore phenolate or
away from it. A very recent subatomic resolution X-ray structure
of the S65T/F99S/M153T/V163A mutant indicates that the hy-
drogen points away from the chromophore (OH145 ↑)41.

The resulting solvated proteins are then optimised in a QM/MM
simulation with the ONIOM Amber99//PBE0 6-31G(d) approach,
where the MM atoms are kept fixed and the QM subsystem is
relaxed in DFT with the PBE0 functional and the 6-31G(d) basis
set. The QM part comprises the chromophore (Fig. 1 and Fig.
S1 in the ESI) and the stacked aromatic residue which is present
in all investigated FPs except GFP-S65T where, in the absence of
an aromatic side chain, the corresponding cavity is occupied by
Thr203 and some water molecules. The stacked residue is Tyr203
in EYFP and phiYFP, His193 in Dronpa, and His197 in mTFP0.7
with the Histidine being protonated in both cases (charge +1). At
the QM/MM boundaries, the Cβ of these amino acids is replaced
with a methyl group. For comparison, calculations with only the
chromophore in the QM subsystem are reported in the ESI. The
chromophore pockets in the final models are compared with the
starting X-ray structures in Figure S2. The molecular dynamics
simulations were carried out with Gromacs 5.142,43, while we
employ Gaussian 0944 for the ONIOM calculations.

2.3 Excitation energy calculations, ∆µ and MMpol set up

For the calculations of the excitation energies, we use TD-DFT at
the CAM-B3LYP45/6-31+G* level (results with LC-BLYP46 are re-
ported in the ESI) and state-average CASSCF/CASPT2 with the
ANO basis set47 and two roots with equal weights. The active
space is a CAS(14,13) that includes all lowest π molecular or-
bitals on the chromophore except the one corresponding to the
lone pair on the nitrogen atom connecting the system to the pro-
tein backbone (see ref.23). A two-step strategy is used for the
MMpol CASSCF/CASPT2 calculations: the state-specific dipoles
computed within CASSCF/MMpol are used as a static external
potential in CASPT2. We use a modified version of Gaussian09,
revision A.0244 for TD-DFT and CASSCF/MMpol, and Molcas48

for the CASPT2 calculations.

Dipole moments in CASPT2 are calculated by finite field pertur-
bation theory (FFPT), i.e. by taking the derivative of the energy
at vanishing uniform external electric field. In our calculation, we
use a field of 10−4 a.u. The FFPT dipole and the one computed
as an expectation value of the dipole operator are equal for vari-
ational wave functions but not for state-average CASPT2 wave
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functions. In this case, the ∆µ ’s from FFPT are more accurate
because the energy is predicted at a higher order in perturbation
theory than the wave function (see for example Ref.49).

For the non-polarisable QM/MM calculations (hereafter sim-
ply QM/MM), we use the Amber99 charges50, setting to zero
the charges of the atoms closest to the MM boundary and re-
distributing them to the next charge group, weighted by nuclear
charge. In the QM/MMpol treatment, the polarisabilities and par-
tial charges for the polarisable environment are taken from Amber
pol12 parameters (AL model in Ref.51). The polarisabilities of the
MM atoms located at distances greater than 15 Å (20 Å in some
cases) to any QM atom are set to zero and their partial charges to
the Amber99 values. This choice of polarisation cutoff has been
shown to yield converged excitation energies52.

3 Results

The different contributions to the tuning

Table 2 and the left panel of Fig. 2 report the excitation energies
calculated with CASPT2 on the set of FPs in the various embed-
ding schemes, namely, non-polarisable QM/MM and the two vari-
ants of QM/MMpol with the MM dipoles polarised to the ground-
state charge density (polGS) and to the state-specific densities
(polSS).

As already pointed out in Ref.17, apart from being blue shifted,
the QM/MM excitation energies fail to reproduce the full 0.38 eV
experimental tuning, varying instead by only 0.29 eV. Although
these discrepancies might not appear so severe at a first glance,
we need to recall that we are using one of the most accurate QM
methods for excited states (CASPT2) and we are looking at trends,
so systematic errors should cancel out. Nonetheless, the agree-
ment with the experiment is far from the conventional chemical
accuracy threshold of ∼0.04 eV (1 kcal/mol). Therefore, the em-
bedding by static charges appears to be missing important effects
on the spectral tuning.

To further investigate this, we first switch on the mutual polar-
isation between the protein and the chromophore in its ground
state using our MMpol approach. This improved polGS descrip-
tion of the chromophore-protein interactions in the ground state
results however in a much broader tuning of the excitation en-
ergy (0.50 eV), worsening the agreement with experiments. The
reason for this finding is that the ground state of the system is
over-stabilised by the favourable interactions with the induced
MM dipoles, at the expenses of the excited-state energy. When
we allow the mutual polarisation to change in the excited state
by relaxing the MM dipoles to the state-specific charge densi-
ties (polSS), the polGS over-tuning is corrected and a remarkable
agreement between the predicted and the experimental tuning
(0.38 eV) is obtained. Furthermore, not only the variation in ex-
citation energy between the extremes (phiYFP and mTFP0.7) is
well reproduced but the excitation energies of all the proteins are
uniformly shifted with respect to the corresponding experimental
values, so the relative tuning is consistently well reproduced as
we move from yellow to cyan FPs.

We note however that these results are all blue shifted by a
sizeable –albeit uniform– amount (∼0.4 eV), a difference which

cannot only be attributed to vibronic effects or to a broadening
due to thermal movements but to effects that are not accounted
for in our polSS description. What we are still missing is in fact
the coupling between the MM polarisation and the electronic ex-
citation, which is described by the linear-response term discussed
above. Our strategy is therefore to evaluate this contribution in
the framework where it arises intrinsically, i.e. in linear-response
TD-DFT.

The right panel of Fig. 2 shows the results of the TD-DFT/CAM-
B3LYP calculations (see also Table S2). If we polarise the MM
dipoles to the ground-state DFT density and keep them fixed in
the computation of the TD-DFT excitation energies, we obtain
polGS results that are in line with the CASPT2 findings, i.e. we
observe a larger extent of tuning with respect to QM/MM. The in-
clusion of the polLR contributions red shifts the polGS excitation
energies by a rather uniform amount (0.22-0.27 eV) across the
set of proteins. This uniformity can be easily explained through
Eq. 2 and the moderate variation of the transition dipole moment,
which spans the narrow range of 9.9-10.25 Debye as reported in
Table 2.

Having computed ∆LR and µ01 in TD-DFT, we are now in a
position to use Eq. 3 and estimate the linear-response CASPT2
contributions missing from the corresponding polSS calculations.
As reported in Table 2, the CASPT2 transition dipole moments
are within 8% of the corresponding TD-DFT values, so the es-
timated polLR terms in CASPT2 are quite similar to the TD-
DFT counterparts. Consequently, the linear-response contribu-
tion leads to a uniform red shift also in CASPT2 and preserves
the correct tuning of the state-specific (polSS) calculations. The
∆Epol(SS+LR)

01 CASPT2 energies display a considerably improved
agreement with the experimental absorption maxima (see left
panel of Fig. 2).

To verify the consistency of our approach, we plot in Fig. 3
the state-specific CASPT2 contribution to the excitation energies
(∆SS) as a function of polGS ∆µ, and the linear-response TD-DFT
term (∆LR) as a function of µ01. We find that the data are well
described by the relations of Eqs. 1 and 2 using gd

e = 0.0020 and
ge = 0.0025 eV/Debye2, pointing to the conclusion that the effec-
tive electronic response of the protein matrix is rather uniform
across the protein set.

We further evaluate the robustness of our results by extending
these calculations to the same protein structures but with only the
chromophore in the QM subsystem. The results are reported in
Figure S3 and Tables S1 and S2 in the ESI. With respect to the
models including the π-stacked residue in the QM subsystem, the
CASPT2 excitation energies are blue shifted from a minimum of
0.04 eV in mTFP0.7 to a maximum of 0.07 eV in EYFP, so the tun-
ing changes by less than 0.03 eV. These shifts reveal the kind and
the magnitude of effects beyond the coupling described within
the MMpol approach (for recent studies of the π-stacking with
the GFP chromophore see Ref.53,54).

For one of the residues closest to the chromophore, Tyr145 in
GFP-S65T and EYFP, we also explore the effect of different ori-
entations of the hydroxyl hydrogen atom. Indeed, in all but a
couple of the available X-ray structures of GFP variants, the posi-
tion of hydrogen atoms and the protonation state of the titratable
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Table 2 QM/MM and QM/MMpol excitation energies (eV) and transition dipole moments (Debye).

CASPT2 TD-DFT

Protein ∆EQM/MM
01 ∆EpolGS

01 ∆EpolSS
01 ∆SS µ

polGS
01 ∆LR ‡ ∆Epol(SS+LR)

01 ∆LR µ
polLR
01

phiYFP 2.694 2.740 2.735 -0.005 10.480 -0.184 2.551 -0.174 10.206
EYFP OH145 ↑ 2.730 2.773 2.768 -0.006 10.541 -0.213 2.554 -0.199 10.179
EYFP OH145 ↓ 2.728 2.788 2.781 -0.007 10.470 -0.212 2.569 -0.197 10.091
Dronpa (2z1o) 2.769 2.871 2.841 -0.030 10.154 -0.204 2.637 -0.217 10.467
GFP-S65T OH145 ↑ 2.812 2.989 2.917 -0.072 10.450 -0.234 2.683 -0.236 10.503
GFP-S65T OH145 ↓ 2.850 3.046 2.959 -0.088 10.297 -0.227 2.731 -0.232 10.405
mTFP0.7 2.983 3.241 3.120 -0.121 9.653 -0.193 2.928 -0.203 9.915
‡Estimate based on Eq. 3.
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residues must be inferred from the structure. We find that the
OH flip has a minor influence on EYFP excitation energy, while
the effect is more relevant for GFP-S65T, in line with the higher
sensitivity to environment fluctuations due to the larger ∆µ 4 (see
below).

A sub-atomic X-ray structure of a GFP mutant with S65T was
published during the writing of this paper, showing that Tyr145
OH points away from the chromophore41, that a minor alterna-
tive configuration exists for Glu222 (syn and anti configurations
of the hydroxyl group), and that His148 shares one of its pro-
tons with a close by residue. In addition, the chromophore bond
lengths show some slight but relevant deviations from those of
our computational models. Accounting for these structural fea-
tures might improve the prediction for GFP-S65T, currently too
red shifted with respect to the other proteins in the set.

Regarding the influence of the orientation of hydrogen atoms
and water molecules outside the chromophore pocket, we observe
that the results for the two models of Dronpa, constructed start-
ing from two different X-ray structures, are very similar (Figs. S3
and S4 and Tables S1-S6) . This confirms that the important fea-
tures lay in the vicinity of the chromophore and also proves the
robustness of our approach in terms of small differences in the
model structures.

As a final comment on the comparison with experiments, we
note that our results on the vertical excitation energies are fully
able to explain the broad variation of absorption spectra peaks
(Fig. 1). Finer details regarding the shape of the spectra can be
addressed by including vibronic effects as well as thermal motion.
A limited number of absorption spectra of FPs have been recorded
at low temperature, allowing the vibronic progression to be sin-
gled out32,55: with respect to the wavelength absorption peak
at room temperature, only a small 5nm red shift is measured in
EYFP and GFP-S65T (see Tab. 1).

Analysis of per residue contributions: the case of mTFP0.7

The most blue-shifted excitation energy of our FPs (i.e. that of
mTFP0.7) stands out also for being well separated from the next
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Fig. 4 Analysis of the contributions coming from various residues in
mTFP0.7. Top panel: CASPT2 excitation-energy shifts in models lack-
ing the indicated residue. For each scheme (non-polarisable QM/MM,
polGS, and polSS), the shift with respect to the corresponding complete
model is reported. Bottom panels: TD-DFT per residue contributions to
the ground-state (GS) polarisation energy and to ∆SS and ∆LR. Calcula-
tions with only the chromophore as QM subsystem are reported.

most blue-shifted value in the set, which is for GFP-S65T. To iden-
tify the molecular factors giving rise to this behaviour, we perform
CASPT2 calculations in mTFP0.7 models lacking specific residues
interacting with the chromophore phenolate (the Arginine H-
bonded to the imidazolidinone carbonyl is a residue present in
all our FPs and as such is not investigated).

The CASPT2 excitation-energy shifts with respect to the com-
plete model are reported in the top panel of Fig. 4 for the QM/MM
and the polGS and polSS schemes. The bottom panel reports the
per-residue decomposition of the ground state polarisation energy
EpolGS, and of ∆LR and ∆SS obtained from TD-DFT MMpol cal-
culations (for formal definitions, see Eqs. S1-S3 in the ESI). All
deficient models have red-shifted excitation energies, as expected
since we are removing residues H-bonded to the phenolate which
would stabilise the charge on this part of the chromophore and,
therefore, the ground state. In line with the previous analysis
for all FPs, the polGS shifts are overestimated with respect to the
QM/MM and polSS values which are usually in good agreement
except for the His163 case, where the removed residue forms a
tight H-bond with the chromophore phenolate oxygen (Ser146
and one water molecule are also H-bonded to the phenolate but
with larger donor-acceptor distances, see Fig. 1). The importance
of this residue is also apparent in the TD-DFT polarisation contri-
butions (Fig. 4, bottom panels), suggesting that the improvement
of the MMpol scheme mostly arises from a more accurate descrip-
tion of the effects of strongly interacting residues.

∆µ: comparison between theory and experiment

Table 3 lists the CASPT2 values for the difference between the
ground- and excited-state dipole moments (∆µ) obtained in
polGS and polSS by finite field perturbation theory, and compare
them with the available experimental estimates from one- and
two-photon absorption cross section measurements4 and from
Stark spectroscopy55.
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Table 3 Theoretical (CASPT2) versus experimental ∆µ (Debye).

Protein ∆µpolGS ∆µpolSS ∆µMM b |∆~µpolSS
FFPT +∆~µMM| Exp.

phiYFP 2.16 2.49 0.43 2.06
EYFP OH145 ↑ 2.00 2.39 0.48 1.93 (1.52/ fw)=1.21c

EYFP OH145 ↓ 2.43 2.75 0.65 2.11
Dronpa (2z1o) 4.38 4.70 1.27 3.49
GFP-S65T OH145 ↑ 4.85 5.30 1.70 3.60 (4.5/ fw)=3.6d , (7.0/ f) = 3.9-5.0e

GFP-S65T OH145 ↓ 5.39 6.12 1.95 4.17
mTFP0.7 6.15 7.82 2.38 5.54 (6.87/ fw)=5.45c

bDipole contribution of the MM part calculated as the vector sum of the ∆µ on each MM site.
cFrom optical measurements4. fw=1.26 is the Lorentz local field factor for water.
dValue for EGFP4.
eFrom Stark spectroscopy55. According to Ref.56, values of the local field factor f in the chromophore cavity
appropriate for Stark spectroscopy are in the range 1.4-1.8.
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Fig. 5 CASPT2 polSS excitation energy with and without the correction
for overpolarisation.

Starting from the state-specific FFPT dipole differences, we can
further improve the estimate of ∆µ by including the contribu-
tion of the MM induced dipole differences between the two states
(∆µMM, Table 3). This operation gives the total (i.e. chromophore
plus protein matrix) dipole-moment variation. This ∆µ is the ap-
propriate quantity for comparison with the optical measurements
since, in deriving the experimental values, the usual local-field
correction ( fw in Table 3) is introduced to account for the polar-
isation of the water medium4 and model the local field in the
water cavity occupied by the whole protein. A detailed discus-
sion of the local-field effects in the context of QM/MM polarisable
models can be found in Ref.57.

From the analysis of the dipole moment difference, we note
that the CASSCF ∆µ values (reported in Tables S5 and S6) are
considerably larger than the more accurate CASPT2 ones, in par-
ticular for the proteins with a relatively large ∆µ (i.e. Dronpa,
GFP-S65T, and mTFP0.7). Thereby, the use of state-specific
dipoles polarised to the CASSCF ground- and excited-state charge
densities challenges the self-consistency of the polSS scheme since
the perturbation correction is included at CASPT2 level. In other
words, the MM induced dipoles in these models are overestimated
due to the overpolarisation of the CASSCF charge densities.

To correct for such an overpolarization, we start from the (non-
polarisable) QM/MM excitation energies and make the empirical
observation that, at the CASSCF level, the effect of classical po-
larisation obeys the quadratic relation

∆EpolSS
01 −∆EQM/MM

01 ≈ c|∆µ
polGS|2 , (4)

with a coefficient c of about 0.0033 eV/Debye2 (see Figure S5).
Using this relation and value of c with the corresponding CASPT2
excitation energies and ∆µpolGS values, we obtain the estimated
∆EpolSS

01 (red stars) of Fig.5, which shows that the overall correc-
tion due the lack of self-consistency in the MMpol scheme is very
small and only slightly affects the final results.

Electrostatic field in the protein cavity

Recently, a renewed interest in the measurement of local electro-
static fields in complex molecular environments has led to the de-
velopment and calibration of different techniques11,56,58–60. One
such technique60 is based on the first-order Stark effect and re-
lates changes in excitation energy (∆∆E01) in different GFP mu-
tants to changes in the electrostatic field ∆~F as

∆∆E01 =−∆~µ ·∆~F . (5)

Given the large variation of ∆µ in different proteins, the applica-
tion of this formula is however restricted to limited energy shifts.

Another route to estimate the molecular field in the GFP cavity
was worked out in Ref.4 and is based on the value of the (mea-
sured) ∆µ in different proteins. In a static field ~F and in the linear
regime, one has

∆~µ(~F) = ∆~µvac +∆α
vac ·~F , (6)

where ∆α = α1−α0 is the variation of the polarisability tensor
upon excitation and the vac superscript identifies quantities in
vacuum (one can use a different reference system, in which case
the field variation from the reference is measured). Hence, ap-
proximating the problem as unidimensional, an effective field can
be estimated by inverting this equation and using for ∆αvac and
∆µvac values from experiment or from theory.

We can connect these measurements with our calculations by
evaluating the field generated by the MM partial charges and in-

8 | 1–12Journal Name, [year], [vol.],



duced dipoles (polGS scheme) in the protein cavity embedding
the chromophore. As shown in the top panel of Fig. 6, the field
(blue arrows) is far from homogeneous, even when considering
only the component of the field parallel to ∆µ (F||), thereby chal-
lenging the nature of the effective field measured by the exper-
iments. However, if we simply take the average of F|| on the
chromophore atoms (more precisely the two-ring chromophore
atoms excluding the carbonyl groups and hydrogen atoms), we
obtain a clear correlation between Fave

|| and both the excitation
energies ∆E01 and the ∆µ ’s for our protein set, as shown in the
bottom panel of Fig. 6. While ∆E01 versus Fave

|| displays an ap-
parent deviation from linearity, the linearity of ∆µ versus Fave

|| is
approximately maintained through the whole protein set. There
are however some deviations from this linear relation (e.g. for
EYFP), limiting the general accuracy by which the fields can be
estimated via Eqs. 5 or 6 and which are ultimately due to inher-
ent approximations such as the assumption of isotropic response
of ∆µ, the neglect of chromophore structure changes, and the
non-uniformity of the field in the cavity.4

The absolute magnitude of the calculated fields cannot be di-
rectly compared with the experiment because our QM subsystems
contain the peptide bonds connecting the chromophore to the rest
of the protein, which should instead contribute to the estimated
electrostatic field (in other words, the definition of chromophore
cavity is ambiguous because the chromophore is covalently linked
to the protein). On the other hand, the field variations between
the two proteins are suitable for comparison. In our models, the
average Fave

|| drops by −30 MV/cm in going from mTFP0.7 to
phiYFP, and by −20 MV/cm from mTFP0.7 to EYFP. This com-
pares quite favourably with the measured variation (using Eq. 6)
of −34 MV/cm from mTFP0.7 to Citrine4, a GFP mutant with
T203Y like EYFP and phiYFP. In the measurements by Slocum et
al.60 based on the linear Stark effect (Eq. 5), the field variation
is −8 MV/cm when the T203Y mutation is introduced in super-
folder GFP, a mutant similar to GFP-S65T. The excitation energy
variation is less than in the mTFP0.7 to EYFP comparison, so that
the linear regime can still be considered adequate. The variation
in our models from GFP-S65T to EYFP is −13 MV/cm in reason-
able agreement with this experimental value. Overall, the com-
parison between theory and experiments confirms the magnitude
of the field variations needed to tune the chromophore excitation
energy.

There is however a subtlety related to the fact that the environ-
ment polarisation is state specific so that, as a consequence of the
sizeable change of chromophore dipole moment, also the reaction
field in the cavity will change upon excitation. In our MMPol ap-
proach, we are able to evaluate the magnitude of this change and
its variation in our protein set (green arrows in Fig. 6). As shown
in the ESI (Eq. S11), we can incorporate this effect in Eq. 6 and
find it to only marginally change the field estimation in GFP-like
systems, also in view of the other involved approximations, while
it needs to be considered in systems with large ∆µ values.

4 Discussion and conclusions
Some of the determinants of spectral tuning in fluorescent pro-
teins can be inferred from analysis of the structures2,10. For ex-

phiYFP

Dronpa

EYFP 
OH145↓

EYFP 
OH145↑

GFP-S65T 
OH145 ↑

GFP-S65T 
OH145 ↓

mTFP0.7

Fig. 6 Top panel: Electrostatic field on the chromophore atoms for
phiYFP (top) and mTFP0.7 (bottom) computed within polGS (~FpolGS, blue
arrows). The variation of polarisation field upon excitation (i.e. the differ-
ence between the ground and excited states in polSS) is shown as green
arrows and scaled up ten times for ease of visualisation. Red arrows and
yellow cylinder are respectively ∆~µpolGS (CASPT2 FFPT) and ~µ01. For
the complete protein set, see Figure S8. Bottom panel: CASPT2 polSS
excitation energy (black triangles, left y axis) and ∆µpolSS (FFPT) (red tri-
angles, right y axis) as a function of Fave

|| . Lines are linear and quadratic
fits. Calculations with only the chromophore in the QM subsystem are
reported.
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ample, the number and the strength of the hydrogen bonds to
the chromophore phenolate clearly correlate with blue shifts of
the excitation energy (see Fig. 1), as does the bond-length alter-
nation (BLA) in the chromophore structure17,23,61–63. In a very
simplified electrostatic picture, what will change more in the dif-
ferent proteins is the ground state of the chromophore, the ex-
cited state being less sensitive due to its lower polarisability4.
The blue shift of the excitation energy going from yellow to cyan
FPs is in fact mostly due to larger molecular fields in the chro-
mophore cavity stabilising the ground state and, concurrently, in-
creasing its dipole moment according to its ground-state polaris-
ability. Since the dipole moment of the excited state is less re-
sponsive to the molecular field, the dipole moment change upon
excitation, ∆µ, will be larger in module for the more blue-shifted
proteins. Thereby, the molecular field will not only blue shift the
excitation energy but also increase the dipole-moment change,
∆µ, as experimentally verified by Drobizhev et al.4.

Despite this rather well understood structure-function relation-
ship, predicting the protein tuning by computational approaches
has proven less straightforward17,19. Here, we have shown that
the accuracy in this prediction can indeed be achieved but only
if the mutual polarisation between the chromophore and the sur-
rounding protein matrix is properly included in the model. In
fact, the polarisation accounts for two effects that have been so
far either neglected or only partially included in multiscale calcu-
lations of the FP tuning, namely the electrostatic induction and
a purely quantum effect due to the coupling of the classical but
polarisable atomic sites with the transition density of the QM sub-
system22,24,26.

What contributes most in adjusting the tuning is the full ac-
count of the induction effect. It is certainly true that the electro-
static fields acting in the protein cavity affect the chromophore
through changes in both its structure and electronic density, in
such a way that the latter is significantly different among the var-
ious protein structures. However, it is only by adding the mu-
tual polarisation effects that we can achieve the large excitation
energy shifts measured in the FP family. This further tuning is
missing in non-polarisable QM/MM models and this is the reason
why, in these approaches, the energy variations are too limited.

Actually, if one considers only the polarisation in the ground
state (polGS), this mutual polarisation is even too pronounced,
resulting in the “overtuning” of the excitation energies, mean-
ing that, with respect to the red-shifted proteins, the blue-shifted
ones are too much so. The appropriate amount of tuning is
achieved only if the state-specific polarisation (polSS) is prop-
erly accounted for. The electronic density change is well de-
scribed by the variation of the permanent dipole moment upon
excitation, ∆µ, which spans a broad range in our set of pro-
teins, increasing markedly from the red-shifted to the blue-shifted
ones. Upon excitation, the environment polarisation will instan-
taneously change (we are ignoring retardation effects that in the
length scales of these systems are negligible), and such change
will be larger when the ∆µ is larger. As a consequence, the polSS
correction is larger for the blue-shifted proteins and this corrects
the overtuning.

The last polarisation contribution, polLR, is less intuitive, hav-

ing no classical analogue. For our systems, the polLR correction
corresponds to a sizeable ∼0.2 eV red shift. This term is propor-
tional to the square of the transition dipole moment, µ01, which
displays a more moderate variation than ∆µ, both among the dif-
ferent proteins and the different intersystem coupling schemes
(non-polarisable QM/MM, polGS and polSS). Consequently, the
polLR correction systematically red shifts the predicted excitation
energies of all FPs, which are are too high with respect to the ex-
periment when only the induction contribution is included. The
transition dipole moment is slightly smaller in the blue-shifted
proteins (Tab. 2), a fact that can be correlated with the larger
charge dislocation upon excitation. Therefore, though to a minor
extent than the induction effect, also the polLR can contribute to
the tuning.

We have also found that, for a polarisable model to be very
quantitative, a proper QM method has to be selected. In fact,
TD-DFT also with the inclusion of both polLR and polSS contri-
butions reproduces the tuning only partially, at least for the ex-
change and correlation functionals tried in this work (CAM-B3LYP
and LC-BLYP). The TD-DFT range of variations of ∆µ among the
FPs is in fact too narrow (Table S4), pointing to a response to the
changing molecular field that is too limited. In contrast, CASSCF
predicts a marked variation of the change of the dipole moment
upon excitation both among the proteins in the set and among
the QM/MM and the polGS/polSS schemes. Whereas the ∆µ ’s
predicted by CASSCF are actually larger than the experimental
estimates, we achieve a very good agreement with experiments
by including both the electron correlation in CASPT2 and the con-
tribution of protein polarisation change. Finally, we analysed the
fields in the chromophore cavity also in relation with experimen-
tal estimates, broadly confirming the field variations responsible
for the tuning, but also pinpointing the limitations of such field
estimations based on optical properties.

In conclusion, combining an improved description of the cou-
pling between chromophore and environment with an accurate
QM treatment of the ground and excited states has allowed us
to clarify how small differences in protein structure and composi-
tion are sufficient to generate the observed large spectral changes
thanks to an enhancement effect due to mutual polarisation. This
is a different perspective on the chromophore-protein interaction
that can open the way to new design tools for the control of the
spectral properties of light-active proteins.
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