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Abstract

Background: Software engineering research often uses practitioners as a

source of evidence in their studies. This evidence is usually gathered through

empirical methods such as surveys, interviews and ethnographic research.

The web has brought with it the emergence of the social programmer. Soft-

ware practitioners are publishing their opinions online through blog articles,

discussion boards and Q&A sites. Mining these online sources of informa-

tion could provide a new source of evidence which complements traditional

evidence sources.

There are benefits to the adoption of grey literature in software engi-

neering research (such as bridging the gap between the state–of–art where

research typically operates and the state–of–practice), but also significant

challenges. The main challenge is finding grey literature which is of high–

quality to the researcher given the vast volume of grey literature available

on the web. The thesis defines the quality of grey literature in terms of its

relevance to the research being undertaken and its credibility. The thesis also

focuses on a particular type of grey literature that has been written by soft-

ware practitioners. A typical example of such grey literature is blog articles,

which are specifically used as examples throughout the thesis.

Objectives: There are two main objectives to the thesis; to investigate

the problems of finding high–quality grey literature, and to make progress in

addressing those problems. In working towards these objectives, we inves-

tigate our main research question, how can researchers more effectively and

efficiently search for and then select the higher–quality blog–like content rel-

evant to their research? We divide this question into twelve sub–questions,

and more formally define what we mean by ‘blog–like content.’

Method: To achieve the objectives, we first investigate how software en-

gineering researchers define and assess quality when working with grey lit-

erature; and then work towards a methodology and also a tool–suite which

can semi–automate the identification and the quality assessment of relevant

grey literature for use as evidence in the researchers study.

To investigate how software engineering researchers define and assess

quality, we first conduct a literature review of credibility assessment to gather



a set of credibility criteria. We then validate those criteria through a sur-

vey of software engineering researchers. This gives us an overall model of

credibility assessment within software engineering research.

We next investigate the empirical challenges of measuring quality and de-

velop a methodology which has been adapted from the case survey method-

ology and aims to address the problems and challenges identified. Along

with the methodology is a suggested tool–suite which is intended to help re-

searchers in automating the application of a subset of the credibility model.

The tool–suite developed supports the methodology by, for example, au-

tomating tasks in order to scale the analysis. The use of the methodology

and tool–suite is then demonstrated through three examples. These examples

include a partial evaluation of the methodology and tool–suite.

Results: Our literature review of credibility assessment identified a set of

criteria that have been used in previous research. However, we also found a

lack of definitions for both the criteria and, more generally, the term credibil-

ity. Credibility assessment is a difficult and subjective task that is particular

to each individual. Research has addressed this subjectivity by conducting

studies that look at how particular user groups assess credibility e.g. pension-

ers, university students, the visually impaired, however none of the studies

reviewed software engineering researchers. Informed by the literature review,

we conducted a survey which we believe is the first study on the credibility

assessment of software engineering researchers. The results of the survey are

a more refined set of criteria, but also a set that many (approximately 60%)

of the survey participants believed generalise to other types of media (both

practitioner–generated and researcher–generated).

We found that there are significant challenges in using blog–like content as

evidence in research. For example, there are the challenges of identifying the

high–quality content from the vast quantity available on the web, and then

creating methods of analysis which are scalable to handle that vast quantity.

In addressing these challenges, we produce: a set of heuristics which can

help in finding higher–quality results when searching using traditional search

engines, a validated list of reasoning markers that can aid in assessing the

amount of reasoning within a document, a review of the current state of

the experience mining domain, and a modifiable classification schema for



classifying the source of URLs.

With credibility assessment being such a subjective task, there can be

no one–size–fits–all method to automating quality assessment. Instead, our

methodology is intended to be used as a framework in which the researcher

using it can swap out and adapt the criteria that we assess for their own

criteria based on the context of the study being undertaken and the personal

preference of the researcher. We find from the survey that there are a variety

of attitude’s towards using grey literature in software engineering research

and not all respondents view the use of grey literature as evidence in the way

that we do (i.e. as having the same benefits and threats as other traditional

methods of evidence gathering).

Conclusion: The work presented in this thesis makes significant progress

towards answering our research question and the thesis provides a foundation

for future research on automated quality assessment and credibility. Adop-

tion of the tools and methodology presented in this thesis can help more ef-

fectively and efficiently search for and select higher–quality blog–like content,

but there is a need for more substantial research on the credibility assessment

of software engineering researchers, and a more extensive credibility model to

be produced. This can be achieved through replicating the literature review

systematically, accepting more studies for analysis, and by conducting a more

extensive survey with a greater number, and more representative selection,

of survey respondents.

With a more robust credibility model, we can have more confidence in

the criteria that we choose to include within the methodology and tools,

as well as automating the assessment of more criteria. Throughout the re-

search, there has been a challenge in aggregating the results after assessing

each criterion. Future research should look towards the adoption of machine

learning methods to aid with this aggregation. We believe that the criteria

and measures used by our tools can serve as features to machine learning

classifiers which will be able to more accurately assess quality. However, be-

fore such work is to take place, there is a need for annotated data–sets to be

developed.
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Chapter I

Introduction

1.1 Context

1.1.1 Practitioners as providers of evidence in software engineering research

Software engineering researchers often use practitioners in their studies. Data

is collected through interviewing practitioners, or by surveying and observing

practitioners in the work environment. In such circumstances, practitioners

are treated as a source of evidence, with researchers defining what constitutes

acceptable evidence, and then using that evidence in their research.

With the emergence of the web, practitioner knowledge has been widely

represented in social media [218]. Figure 1.1 suggests a shift in the way that

practitioners disseminate information, from meetings and email chains, to

social media sources.

The dissemination of practitioner knowledge through social media presents

opportunities to the research community. Evidence gathering is now easier

due to the information being already widely available, there are also chal-

lenges which are discussed later. Previous studies have analysed these new

sources of data in an attempt to gain new insights from practitioners that can

aid research. For example; detecting trends in Stack Overflow [15]; analysing

public health in Twitter [173]; and running sentiment analysis over GitHub

commit comments [89].

1.1.2 Grey literature as evidence in software engineering research

The use of social media as evidence for research may be understood as a po-

tential source or type of grey literature. Interest in the value of grey literature

within software engineering research is increasing. For example, Garousi and
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Figure 1.1: Media channels over time and how they support the transfer
of developer knowledge. Note that some channels overlap multiple types of
knowledge communication. Taken from Storey et al. [218]

his colleagues [71, 73] have investigated the development of multi–vocal liter-

ature reviews (MLRs). MLRs combine grey literature reviews (GLRs) with

systematic literature reviews (SLRs) so that the state–of–practice can be

reported alongside the state–of–art.

Software engineering researchers typically seek grey literature that con-

tains some element of empirical data. For example, Bailey et al. [14] report

a literature survey of evidence for object oriented design. Their inclusion

criteria included, “. . . books, papers, technical reports and ‘grey literature’

describing empirical studies regarding OO software design. . . ” ([14, p. 483];

emphasis added here). There is the implication that grey literature should

contain some element of empirical study.

Adams et al. [4] identify a hierarchy of credibility within grey literature.

However, their reported definitions–by–example for each tier within the hi-

erarchy are based on the source of the data which implies that, for example,

all Stack Overflow posts are more credible than all blog articles. This is

not always the case and therefore, there is a need to look at the credibility

of the documents content rather than judging it based only on its source.

Adams et al. [3] (note, a different Adams) present a contrasting model that
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distinguishes between different types of grey literature (grey literature, grey

information and grey data). However, in this thesis we refer to all as grey

literature.

1.1.3 Blog–like content as a source of grey literature

One of these social media sources, and the focus of the research presented

in this thesis, is practitioner blogs and blog–like content (we define blog–

like content in Section 2.2.4). Blogs differ from other forms of social media

in that they provide a platform which is not restricted to a character limit

(e.g. micro-blogging sites like Twitter) or one particular form of medium

(e.g. Instagram or Pinterest). Blog articles, like news articles, are usu-

ally presented in a broadcast format. This contrasts to other types of grey

literature, for example a conversational format (Stack Overflow posts and

comments/email chains), a documentation format (GitHub commit com-

ments) and even a mixture of these formats (Twitter posts can be both

broadcasts or conversational). Authors of personal blogs write blog arti-

cles on topics of their choosing and some (e.g. https://devdactic.com/

blog-as-a-software-developer/) advocate that all practitioners should

own a blog as a form of contributing to their community.

As well as personal blogs, blogs exist for specific technologies and com-

panies, such as MongoDB and Google. Chau and Xu [42] show that mining

and analysing blog articles is a valuable method for carrying out research for

marketing purposes and some software engineering researchers have acknowl-

edged blogs in their studies, for example, Briand [27] references Bertrand

Meyers’ blog in discussing the impact of software engineering research on

practice. The Blogosphere is an ever growing online space where people

come together to share ideas and thoughts with a community of online read-

ers. Blogs are widely adopted by practitioners working in the technology

industries and blogs are used as a major resource for practitioners wanting

to learn [219, 218, 169].

Pagano and Maalej [164] found that blog articles typically contain four-

teen times the word count of version control commit comments, and add

value in that they cover high level concepts and functional requirements over
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the descriptions of low level changes which are typical of commit comments.

Pagano and Maalej’s analysis of blog content from practitioners within four

large, open source communities found that “functional requirements and do-

main concepts” and “community and contributions” were common to all four

communities. This leads to Pagano and Maalej to conclude that developers

blog mainly to promote new features and system requirements, as well as to

build up communities around specific topics or technologies. These results

may not be representative of all blog articles given the specific type of blog

articles analysed by Pagano and Maalej i.e. blog articles written by authors

working on, and writing about, the four open source community projects.

In contrast, Tian et al. carried out a study on what developer’s micro–

blog about on sites such as Twitter [224]. Their findings show that software

engineers tend to turn to Twitter for job openings, news, Q&A and for adver-

tising new tools. This shows an important difference between blogging and

micro-blogging: that blogs are more likely to have content relating to tech-

nical topics and technology. This information about a specific topic is used

by other practitioners and members of the community to learn and validate

ideas.

Garousi et al. [70] provide several reasons for utilising grey literature:

grey literature provides current perspectives and complements gaps in the

formal literature; grey literature may help avoid publication bias (although

Garousi et al. acknowledge that the grey literature found may be not repre-

sentative); and grey literature provides an important perspective on topics.

We believe that all of these reasons apply to blog articles and blog–like con-

tent: blog–like articles provide current perspectives on practitioners working

in the topic being studied; blog–like articles can help avoid publication bias

as they contain both positive and negative views on particular topics; and

blog–like articles provide the practitioner perspective on topics. For exam-

ple, in Martin Fowlers’ blog article on microservices1, Fowler works towards

defining ‘microservices’ through documenting his perspective at the time of

writing. Garousi, Felderer and Mäntylä [71] argue that software engineering

research needs to utilise grey literature to close the gap between practition-

1 https://martinfowler.com/articles/microservices.html
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ers and researchers. Our hypothesis is that particular blogs, and blog–like

articles written by experienced software practitioners contain different and

novel kinds of evidence (e.g. professional experience) on software engineer-

ing practice that can complement existing sources and types of data. Such

articles can also provide an alternative source to the more time and effort

consuming data sources such as interviews.

There are benefits to using blog–like content which are discussed in Sec-

tion 2.8. However, despite blog articles being a widely available source, they

are often untapped by research. This is because there are problems in using

blogs. These challenges are discussed in Section 2.9.

1.2 Problem statement and motivation

With practitioners increasingly adopting social media to disseminate infor-

mation and knowledge, there is a rich source of potential evidence that is

often not utilised by research. Interest in the adoption of grey literature

within software engineering research is growing. For example, Rainer [188]

presents a methodology for analysing blog articles for references to reasoning

(argumentation), experiences, and the beliefs that practitioners infer from

that reasoning and experience; Garousi, Felderer and Mäntylä [71] advocate

the adoption of multi–vocal literature reviews within software engineering

research; and finally, Parnin and Treude [170] use grey literature in a sys-

tematic way for extracting information.

There is uncertainty over the trustworthiness of these online sources. This

is because the search space is a lot larger than academic literature, and the

quality is varying. This thesis advocates filtering grey literature on quality

as part of the search process, defining quality in terms of the documents

relevance and credibility. Research often uses practitioners as a source of

evidence in other ways (e.g. surveys), and it can be argued that traditional

ways of collecting evidence suffer the same threats to trustworthiness.

1.3 Definitions

This section provides reference definitions and explanations to some terms

used throughout the thesis. The definitions are given briefly here and then
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more detail is provided in Section 2.2:

1. Quality: A document is of high–quality if it is of value to researchers

within the context of the study being undertaken. The thesis defines

quality in terms of relevance (measured through third party search

engines), and credibility.

2. Credibility: Credibility is a subjective concept and therefore often

defined in terms of a list of conceptual criteria for a particular user

group (see Chapter 3). Chapter 4 presents a survey to determine which

conceptual credibility criteria are important to software engineering

researchers and Chapter 5 presents a credibility model for software

engineering researchers based on the same survey.

3. Online articles: The research has always focused on practitioner–

written articles which have been published online (of which, blog arti-

cles are a particular sub–type). During the initial stages of the research,

such documents were referred to as “online articles.” However, as the

research has evolved, we have moved to referring to such documents as

“blog–like documents”.

4. Blog–like documents: “Blog–like documents” is the term given to

the particular type of grey literature which we believe holds value in

research. The term “blog–like documents” is formally defined by a pre-

viously published reference definition [195] and also repeated in Section

2.2.4.

1.4 Aims of the thesis

The overall aims of this thesis are to:

• Summarise the value of blog articles to software engineering research

• Analyse the extent to which blog articles can be used in software engi-

neering research as evidence
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• Identify problems with using blog articles as evidence in research

• Propose a methodology for sampling and selecting the right blog articles

to use.

• Demonstrate progress toward automating the methodology.

1.5 Research questions

The research question we investigate in this thesis is:

How can researchers more effectively and efficiently search

for and then select the higher–quality blog–like content rele-

vant to their research?

Our question is motivated by the prospective benefits of using blog–like

content in software engineering research and the problem identified in Section

1.2. To evaluate those benefits (to determine whether they are actual ben-

efits), the research community needs answers to the main research question

we have proposed: theoretical, empirical and methodological answers.

There are a number of significant terms within the main research question,

and we use those terms to formulate contributory research questions. Not

all of the contributory research questions require empirical study in order

to be investigated, for example some can be addressed through reviewing

existing literature. The contributory research questions are provided below

(numbered from one to twelve), together with brief clarification:

RQ1 What is the value of the practitioner–generated blog–like content to

software engineering research?

RQ2 What inherent difficulties with blog–like content may challenge, un-

dermine, or otherwise hinder our investigation of the main research

question?

RQ3 What do we mean by the term blog–like content?

We need to define blog–like content in a way that helps the researcher
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distinguish such content from other kinds of grey literature, so that the

researcher can evaluate the specific contribution of blog–like content.

RQ4 How do we define quality?

RQ5 How do we measure quality?

We develop a set of credibility criteria, and measures for those criteria,

to assess the quality of blog–like content in a way that satisfies the

standards of research.

RQ6 How do we (then) determine the higher–quality blog–like content?

We need to determine some mechanisms (e.g. thresholds, rules) that

the researcher can use to determine the higher–quality blog–like content

relevant to the researcher.

RQ7 How do we determine the more relevant blog–like content?

We use the term relevance in the sense of topic e.g. that the blog–like

article is about software testing, or web application development, or

high performance teams.

RQ8 How do we define effective and efficient search?

RQ9 How do we measure effective and efficient search?

As with traditional methods of evidence gathering, an important re-

lated question to ask when gathering data for analysis is:

RQ9.a How do we ensure the blog–like content searched and selected is

representative?

RQ10 How do we define effective and efficient selection?

RQ11 How do we measure effective and efficient selection?

RQ12 How do we validate resources produced as a result of answering the

earlier questions?
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1.6 Contributions

This thesis makes two key contributions which are unpacked into sub–contributions:

1. A model of credibility assessment, informed by prior research, and that

is specific to software engineering researchers:

(a) A summary of the benefits and challenges present in using blog–

like content in software engineering research.

(b) A definition of blog–like content.

(c) A set of credibility criteria, gathered through a structured litera-

ture review of the state of credibility assessment in research.

(d) A more refined and validated set of credibility criteria which are

specific to software engineering researchers, gathered through con-

ducting a survey of software engineering researchers.

(e) A holistic model for demonstrating how credibility is assessed in

software engineering research, created through the results of the

literature review and survey.

2. A methodology for searching and identifying high–quality grey litera-

ture:

(a) An adaptation of the case survey methodology that finds grey

literature using our credibility model.

(b) A set of search heuristics that can be used by researchers to re-

trieve grey literature from modern search engines.

(c) A validated set of reasoning markers that can be used for identi-

fying rigour within, or independently of the methodology.

(d) A set of indicators commonly used for detecting experience, gath-

ered through conducting a structured literature review of the state

of experience mining.

(e) A set of tools for automating both the searching for, and filtering of

high–quality grey literature (essentially moving towards automat-

ing the methodology).
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(f) A schema for classifying URL citations

(g) A demonstration and partial evaluation of the methodology in

practice.

The published work on the above contributions can be found in appendix

A.

1.7 Structure of this thesis

This is a divergent thesis, which explores a range of aspects within the prob-

lem space. The underlying research iterated between different issues mean-

ing that the thesis provides a broad foundation that scopes out the problem

space. By contrast, a convergent thesis might set out a particular hypothesis

and then provide detailed investigation around that hypothesis.

Due to its divergent and iterative nature, some of the terminology appears

inconsistent throughout this thesis. For example, the thesis talks about grey

literature but the survey in Chapter 4 focuses on blog articles. The changes

in terminology reflect the terminology used at the time each particular study

was conducted.

The thesis is built on a number of publications. A full list of these pub-

lications can be found in Appendix A.

This thesis is structured as follows:

• Chapter 2 provides an overview of related research in order to set the

scene for documenting the contributions and addressing the research

questions. We discuss grey literature along with its challenges and

benefits as evidence in software engineering research. We also discuss

methods of assessing the quality of grey literature, our decision to fo-

cus on blog–like content, and credibility assessment as our measure of

quality. Chapter 2 investigates RQs 1–4.

• Chapter 3 presents a literature review of credibility assessment in grey

literature. The result of which is a list of credibility criteria that are

can be used to assess the perceived credibility of practitioner–written
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documents. Chapter 3 investigates RQ5, further breaking it down into

four sub–questions.

• Chapter 4 validates and refines the criteria into a set of criteria that are

specific to software engineering researchers. This is achieved through

surveying the program committees of two international software engi-

neering conferences. Chapter 3 identifies a need to validate the findings

in order to investigate its fourth sub–question. In Chapter 4 that vali-

dation is done, further breaking up the fourth sub–question into three

parts for investigation.

• Chapter 5 takes the criteria from the previous two chapters and develop

a model for credibility assessment within software engineering research.

We discuss the benefits and challenges of such a model. Chapter 5

concludes the investigation of RQ5 by bringing together the findings of

Chapters 3 and 4.

• Chapter 6 presents details of two pilot studies that were undertaken

as steps towards using the credibility model to automatically assess

credibility. We conclude this chapter by presenting the lessons learned

through conducting these pilot studies. Chapter 6 works towards the

investigation of RQs 6–11.

• Chapter 7 presents our reasoning for treating the automatic credibility

assessment as a type of case survey, how our credibility criteria fit

into the case survey methodology, and the steps that we have taken

to automate the methodology. As with Chapter 6, Chapter 7 works

towards the investigation of RQs 6–11.

• Chapter 8 presents our work on developing measures for the credibility

criteria used within our methodology. There are three criteria (reason-

ing, experience and citations) that we have undertaken work on, and

two further criteria (clarity of writing and code detection) that we use

existing methods for measuring. As with Chapter 6 and Chapter 7,

Chapter 8 works towards the investigation of RQs 6–11.
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• Chapter 9 demonstrates our automated methodology by presenting a

case survey on the topic of research impact on practice. The chapter

concludes by critically evaluating the performance of the automated

methodology and the advantages and disadvantages that it presents

over alternative methods. Chapter 9, along with Chapter 10, investi-

gate RQ12.

• Chapter 10 demonstrates the aspects of the methodology that are not

covered by the previous chapter. This is done by analysing the blog

of a single, influential practitioner, and conducting a grey literature

review using the methodology for an external client. Chapters 9, and

10 investigate RQ12.

• Chapter 11 provides discussion around the degree to which the research

questions were answered and the threats to validity, we outline future

research, and conclude.
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Chapter II

Background

2.1 Introduction

This chapter provides the reader with an understanding of the motivations

and concepts that are the foundations of the thesis and wider research. The

chapter begins by providing definitions for key phrases/words to remove am-

biguity as these terms often have multiple, or even conflicting definitions

within research. This is followed by a look at the use of grey literature in

software engineering research, and advocates wider adoption of grey litera-

ture evidence, specifically blog–like content. In doing so, the chapter presents

the benefits and challenges of using blog–like content as evidence in software

engineering research, and compares these benefits and challenges with tradi-

tional evidence gathering methods (such as surveys and interviews).

The chapter covers four of the twelve research questions presented in

Chapter 1:

RQ1 What is the value of the practitioner–generated blog–like content to

software engineering research?

RQ2 What inherent difficulties with blog–like content may challenge, un-

dermine, or otherwise hinder our investigation of the main research

question?

RQ3 What do we mean by the term blog–like content?

RQ4 How do we define quality?
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2.2 Definitions

2.2.1 Defining ‘evidence’

The Oxford English Dictionary defines evidence as “the available body of

facts or information indicating whether a belief or proposition is true or

valid”1. In software engineering research, Wohlin [243] presents an evidence

profile for software engineering. This includes five aspects that should be

taken into consideration when evaluating evidence:

1. Quality of evidence

2. Relevance of evidence

3. Ageing of evidence

4. Vested interest/bias of the evidence provider

5. Strength of evidence

Drawing on the practice of the medical field, many believe that software

engineering research should be evidence based. Evidence Based Software En-

gineering (EBSE) seeks to integrate best evidence from research with prac-

tical experience and human values [58].

Evidence is often used to inform and persuade opinion. Where researchers

seek facts and data to inform opinion, Devanbu et al. [50] and Rainer et al.

[189] (amongst others) observed that practitioners form opinions based on

their own professional experience, and the experience of their peers. With

research often gathering evidence through practitioner survey and interview,

there is an implication that this evidence is, at least partly, based on expe-

rience. Research approaches this problem by taking opinions en mass and

finding generalisation, but it is important to note this as the use, or even ac-

knowledgement of prior beliefs, influence, experience and anecdotal evidence

can be a contentious issue within software engineering research.

1 https://en.oxforddictionaries.com/definition/evidence

15



This thesis looks towards assessing the quality of blog–like documents.

We generally refer to two distinct types of evidence:

1. Researchers using practitioner–generated blog–like documents as evi-

dence in their studies

2. Practitioners using evidence to support their claims

In assessing practitioner–generated documents, we have no option but to

assess the evidence that is presented by practitioners (i.e not just empirical

data, but also experience and anecdote), even if we have no knowledge of its

rigour and truth. Therefore, our definition of evidence is a combination of

the above; we define evidence as an artefact provided with the intention of

persuading the reader to embrace an opinion or belief. This artefact could

be anything from data, to images and experience. In defining evidence this

way, what we are effectively doing is assessing perceived evidence, without

evaluating the quality and truth of that evidence (actual evidence). We

return to the difference between perceived and actual later in the thesis in

terms of credibility assessment.

2.2.2 Defining ‘quality’ and ‘high–quality’

In research, quality is often assessed using quality checklists and guidelines.

A range of checklists and guidelines are already available for researchers.

These include: Kitchenham and Charters’ [107] guidelines for conducting

systematic reviews; Petersen et al.’s [174] guidelines for systematic map-

ping studies; Garousi et al.’s [69] guidelines for multi–vocal literature reviews

(MLRs); Runeson and Höst [203] guidelines and checklists for case study re-

search (see also [204]); Kitchenham and Pfleeger’s [111] guidelines for survey

research; and Kitchenham et al.’s [109] general guidelines on empirical re-

search. Wohlin [243] also presents five criteria for evaluating evidence, and

Fenton et al. [60] present five questions that should be asked about any claim

made in software engineering research, the first of which asks whether the

claim is based on empirical evaluation and data. The remaining four ques-

tions assess the trustworthiness and rigour of the evidence that the study
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presents. Whilst all of these guidelines assert, or prescribe, how to evaluate

information, none of these guidelines are particular to practitioner docu-

ments.

This thesis aims to develop a methodology for identifying and filtering

high–quality practitioner blog–like documents from the vast quantity avail-

able on the web. In being an automated methodology, there are some aspects

which cannot be measured without human involvement. One example of this

is assessing the bias/vested interest of the writer, or even assessing the cred-

ibility of the writer without knowledge of their expertise and other writings.

We therefore look at assessing the content of the documents only i.e. what

is actually written on the document that we are assessing. Ideally, we are

looking for documents which are: relevant to the researcher, provide opinion

and reasoning regarding their opinions, and provide evidence to support their

opinions. These criteria are the same as those identified by the prior work of

Rainer [188] which provides the motivation for this research. They are also

the criteria that are commonly sought when surveying practitioner to use as

evidence in research.

Our research measures quality in terms of ‘credibility.’ Credibility is of-

ten considered synonymous with quality. For example, the bias of the writer,

relevance, ageing and strength are all criteria that have been presented by

Wohlin for assessing evidence quality, and are credibility criteria found by

our literature review in Chapter 3. However, we consider credibility assess-

ment a criteria towards overall quality assessment, and believe that there

is more than just credibility alone that contributes to a high–quality article

(e.g. credibility is often defined in terms of how trustworthy and believable

something is, whereas quality is defined as the degree of excellence something

is. The implication here is that higher credibility increases quality).

2.2.3 Defining ‘grey literature’

Grey literature may refer to any written document that has not been pub-

lished through academic peer–review (also video, images, audio etc). This

includes both research documents e.g. technical reports, and practitioner

documents e.g. blog articles and white papers. Garousi et al. [70] advocate
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the incorporation of grey literature into research as a method for addressing

the disconnect between the state–of–art (where researchers perform), and the

state–of–practice (what actually happens in industry).

Garousi et al. [70] present a framework for classifying grey literature

(Figure 2.1). The framework draws on previous work by Adams et al. [4]

and Adams et al. [3] (a different Adams). The framework implies that there

is a hierarchy of grey literature.

Figure 2.1: Garousi et al.’s framework for classifying grey literature (slightly
revised from [69])

Figure 2.2 sketches an alternative interpretation of Garousi et al.’s frame-

work plotting the three types of grey literature from the Soldani et al.’s [212]

study. The alternative presented in Figure 2.2 is intended only to illustrate

the challenges of classifying grey literature. Figure 2.2 suggests that white–

papers, videos and blogs may distribute across the three tiers proposed by

Garousi et al. [69]. For example, the 20 blog posts included in Soldani et

al.’s [212] systematic grey literature review would presumably be positioned

toward the 1st tier of the framework. (Garousi et al. were clear that the

three tiers of their framework were not intended to be clearly demarcated,

but instead were intended to blend into each other.) As another example,

given the (relatively) known expertise of the bloggers listed in Table 2.3, one

would expect those bloggers’ documents to be positioned toward the 1st tier
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(though not necessarily always within the 1st tier).

The framework proposed by Garousi et al. [69] is useful for appreciating

the variation in quality of grey literature. We suggest that a more discrim-

inating framework for evaluating the quality of practitioner documents is

developed. We further suggest: that such a framework discriminates aspects

of the author/s (e.g. their experience), aspects of process (e.g. the process

of generating blog–like documents), aspects of product (e.g. the age of the

document vs the content of the document), aspects of the reader feedback,

and aspects of the reader; and that such aspects are examined at different

levels of analyses.

Figure 2.2: An example framework for classifying and positioning grey liter-
ature to contrast with Figure 2.1 (taken from [195])
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2.2.4 Defining the type of grey literature that we are interested in

Our research is concerned with a specific type of grey literature. Namely,

grey literature which has been written by practitioners, and contains the

opinions and reasons of the practitioner about a relevant topic which may be

of interest to researchers.

We have previously referred to this content as blog–like [194], or have

focused on blog articles as they encompass the qualities that we are looking

for. Table 2.1 outlines a reference definition for the blog–like documents

(taken from [195], which has been accepted for publication). This reference

definition:

• is based on a set of typical features for blog–like documents;

• seeks to exclude unsuitable documents, such as those which are irrele-

vant (based on topic) or of unknown origin (e.g. unknown author);

• is intended to be used by other software engineering researchers as a

reference for developing their own (case) definition appropriate to their

research and their research questions, and provides a reference for the

specification of units of content and units of analyses for the document

and for the contents of the document;

• is expected to be complemented by a quality–assessment framework;

• is intended to be used with case–based research methods, such as the

case–survey method.

2.3 Evidence in software engineering research and software en-

gineering practice

Evidence Based Software Engineering (EBSE) seeks to integrate best evi-

dence from research with practical experience and human values to support

decision–making in software engineering [108].
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Table 2.1: Reference definition of blog–like document in software engineering
(taken from [195])

# Feature Unit of
analyses

A blog–like document typically:

1 is a publicly accessible document Document

2 has an identifiable author who is an identifiable software
practitioner

Document

3 comprises primarily written content (for pragmatic rea-
sons we focus initially on English) perhaps also with other
media e.g. images, video

Content

4 contains personally–written, professionally–oriented con-
tent

Content

5 is published at an online location i.e. as a webpage Document

6 has content that relates to a topic or topics concerning
software engineering and its practice

Content

7 is published on a (relatively) frequent basis (typically) in
reverse chronological order

Document

8 is (capable of being) revised in response to on–going feed-
back from readers.

Document

9 is published with a clear date of publication Document

10 supports links, comments, and other forms of reader feed-
back

Document
& Content

But a blog–like document typically also:

11 has an unknown quality–assurance process during the
preparation of the document and content, or has no
quality–assurance process

Document

12 has an unknown editorial process during the publication
process, or has no editorial process

Document

13 has an unknown revision process in response to readers’
feedback, or has no revision process

Document

Kitchenham et al. [108] presents EBSE as a way to improve the quality

of software engineering research. They present five steps of EBSE, derived

from evidence–based medicine:

1. Converting the need for information (about development and main-

tenance methods, management procedures etc.) into an answerable

question.

2. Tracking down the best evidence with which to answer that question.
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3. Critically appraising that evidence for its validity (closeness to the

truth), impact (size of the effect), and applicability (usefulness in soft-

ware development practice).

4. Integrating the critical appraisal with our software engineering exper-

tise and with our stakeholder’s values and circumstances.

5. Evaluating our effectiveness and efficiency in executing Steps 1-4 and

seeking ways to improve them both for next time.

Wohlin [243] also advocates EBSE and presents the concept of evidence–

profiles for categorising different types of evidence in order to gain a holistic

understanding of the evidence being presented in a particular case. Wohlin

recognises that the synthesis of evidence starts with either research or prac-

tice. In research, evidence is synthesised to objectively describe the phe-

nomena being observed. Whereas in practice, evidence must be evaluated in

different contexts as evidence reported in a specific context may not gener-

alise to all situations. Wohlin’s presented model for evidence is inspired by

criminal law. The overall evidence profile is made up from descriptions of

five types of evidence:

1. Strong evidence

2. Evidence

3. Circumstantial evidence

4. Third–party claim

5. First or second party claim

In promoting scientific rigour in software engineering research, Fenton

and Pfleeger [60] present five questions that should be asked of all claims

made within software engineering:

1. Is it based on empirical evaluation and data?
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2. Was the experiment designed correctly?

3. Is it based on a toy or real situation?

4. Were the measurements used appropriate to the goals of the experi-

ment?

5. Was the experiment run for a long enough time?

Software engineering research has evolved and matured significantly since

1994. However, despite Fenton and Pfleegers article being written 25 years

ago, it is still common to hear questions around representativeness, general-

isability and scientific rigour made of today’s research.

In a later article, Pfleeger and Menezes [180] discuss how evidence can be

consumed by practitioners to make decisions on technology adoption. They

discuss how practitioners first assess the credibility of evidence, and then

combine multiple pieces of credible evidence in order to form conclusions.

Credibility assessment differs between researchers and practitioners so state

that researchers should produce evidence that is useful to practitioners, and

credible to both. Dyba et al. [58] also discuss practitioner consumption

of evidence to aid decision making. They present five questions to help

practitioners assess the credibility of evidence:

1. Is there any vested interest?

2. Is the evidence valid?

3. Is the evidence important?

4. Can the evidence be used in practice?

5. Is the evidence consistent with evidence from other studies?

There also exists a workshop on realising evidence based software engi-

neering [113]. The goal of the workshop is to work towards the vision of

creating widely–accepted evidence based foundation for software engineer-

ing. The participants aim to work towards this goal by addressing three

sub–goals (reported in [112]):
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1. Developing and extending our understanding of the implications and

potential of the evidence-based paradigm for empirical software engi-

neering research and practice, drawing upon the experiences accumu-

lated so far.

2. Identifying how the adoption of EBSE will affect empirical practices in

SE (and the infrastructure needed for this).

3. Identifying practical steps to help with creating a community that can

develop these ideas as well as encourage the adoption of evidence-based

approaches in Software Engineering, both for academics and practition-

ers.

Rainer et al. [190] conclude that many software projects are managed

without reference to empirical evidence and make suggestions such as inno-

vation diffusion theory and persuasive communication theory for increasing

the inclusion of empirical evidence.

2.4 Systematic reviews in software engineering

In recent years, software engineering research has moved towards systematic

reviews, with many advocating that all reviews should be conducted sys-

tematically. The move towards systematic reviews has been inspired by the

systematic reviews of the medical field [108].

Budgen and Brereton [31] present four benefits that the adoption of sys-

tematic reviews would bring to software engineering research:

1. Systematic reviews provide an objective summary of research evidence

concerning a topic or phenomenon [108].

2. Authors benefit by having a clear set of procedures to follow in re-

viewing background material, and for identifying where the material

supports or conflicts with their own work.

3. By producing better quality reviews and evaluations, the quality of

papers improves.
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4. The experience of conducting systematic reviews brings with it a num-

ber of transferable skills.

The following subsections give a brief overview of the different types of

systematic review. All of which assume primary studies as their unit of

research.

2.4.1 Systematic literature reviews

Kitchenham et al. [107] define systematic literature reviews as a means of

identifying, evaluating and interpreting all available research relevant to a

particular research question, or topic area, or phenomenon of interest. They

present three reasons for conducting systematic literature reviews:

• to summarise existing evidence regarding a treatment or technology

• to identify any gaps in current research for further investigation

• to provide a background in order to position new research

2.4.2 Systematic mapping studies

Systematic mapping studies differ from systematic literature reviews in that

they seek to provide a overall picture of the state of a research topic, rather

than an in depth analysis of it’s pro’s and con’s. Peterson et al. [174] present

guidelines for conducting systematic mapping studies. In the guidelines, they

state that “While systematic reviews aim at synthesising evidence, also con-

sidering the strength of evidence, systematic maps are primarily concerned

with structuring a research area”. In a different paper by Peterson et al.

[176], it is suggested that systematic mapping studies are the precursor for

systematic literature reviews, allowing the researcher to gain an understand-

ing of the scope of the domain before embarking on an in-depth study.

2.4.3 Rapid reviews

Rapid reviews are another type of systematic review that originates in the

healthcare and medical fields. Rapid reviews differ from systematic literature
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reviews and systematic mapping studies in that they sacrifice some of the

rigour and thoroughness typical of systematic reviews in order to deliver

results more quickly [37]. Rapid reviews also seek to present results back

to their audience in a simpler fashion, focusing on the key findings of the

review. Rapid reviews are labelled as systematic as they follow a systematic

method. However, given the sacrifice of rigour, results are not exhaustive and

complete. Therefore, like systematic mapping studies, rapid reviews may be

used as a indication of results and serve precursor for a more thorough and

less biased systematic literature review.

In following a systematic protocol, rapid reviews can be classified as be-

ing different to informal reviews. Cartaxo et al. write that rapid reviews:

“follow systematic protocols, although some methodological decisions aiming

to deliver evidence in less time might introduce bias. The informal literature

reviews, on the other side, do not have even a systematic protocol, being

conducted ad hoc. Moreover, [rapid reviews] is strongly oriented to practice,

which is not necessarily the case with informal literature reviews”.

2.5 The social programmer and grey literature

Storey et al. write, “ . . . social media has dramatically changed the land-

scape of software engineering, challenging some old assumptions about how

developers learn and work with one another. We see the rise of the so-

cial programmer who actively participates in online communities and openly

contributes to the creation of a large body of crowdsourced socio–technical

content.” ([219], p. 100; emphasis in original). Blogs are a type of social

media that are commonly utilised by software practitioners for sharing in-

formation and opinions. There are a large number of blogs and yet, despite

other forms of social media being investigated (e.g. Stack Overflow [15, 202]

and Twitter [25, 209]), there exists little research on the use of blog articles

as a source of evidence in software engineering research. Parnin and Treude

[170] assert that research on the use of blogs by software developers is limited,

however their paper was published in 2011. Given the change in communica-

tion behaviour of practitioners noted by Storey et al. [219], we believe that

it is important that software engineering research at least considers the value
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of blog articles as evidence.

Our research complements the work of Parnin et al. [171] in that we

investigate the challenges of researchers using blog articles as evidence, where

Parnin et al. investigate the challenges to bloggers of blogging. We are

interested in a particular type of blog articles, namely software professionals’

personally–written blogs (c.f. corporate blogs, product blogs, technology

blogs etc). Other types of blog may have value for research, but we don’t

focus on those here. Similarly, our focus here is on blogs rather than micro–

blogs. Yardi et al. [246] distinguish between blogs as content-based (or push-

based) in contrast to micro–blogs as reader-based (or contact-based or pull-

based). As another contrast, Aniche et al. [7] investigate developers use of

news aggregators to remain informed of the latest technological developments

and trends. We do not consider news aggregators in this work.

2.6 Systematic reviews that incorporate grey literature

With the increase in popularity of practitioner knowledge sharing through

social media and the web, more and more research is incorporating social

media into its studies. Some examples of studies which have analysed these

new sources of data in an attempt to gain new insights from practitioners

that can aid research are; detecting trends in Stack Overflow [15]; analysing

public health in Twitter [173]; and running sentiment analysis over GitHub

commit comments [89].

In relation to systematic reviews, two further types of review have emerged;

Grey Literature Reviews (GLRs) [139, 4] and Multi-vocal Literature Reviews

(MLRs) [70, 71]. Grey literature reviews involve systematically reviewing

grey literature with the goal of gaining an understanding of the opinions of

industry, whereas Multi-vocal literature reviews seek to merge the views of

both research and the grey literature. Garousi et al. [70] present guidelines

for conducting MLRs. They acknowledge that in software engineering, there

is often a gap between the state–of–art where research operates and the

state–of–practice where industry typically operates. They see multi–vocal

literature reviews as a way of bridging this gap. Other benefits to incorpo-

rating grey literature identified by Garousi et al. are that grey literature
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promotes the voice of the practitioner, and that grey literature helps to add

context and real–world relevance to research.

Unlike other types of systematic reviews, GLRs and MLRs do not assume

primary studies as their document of analysis. Instead they use either a

grey literature document, or a combination of grey literature documents and

primary studies. Of course, care has to be given when analysing both grey

literature documents and primary studies due to the difference in quality and

rigour.

Raulamo–Jurvanen, Mäntylä and Garousi [197], and Soldani, Tamburri

and Heuvel [212] report what we believe to be the first systematic grey–

literature–only reviews in software engineering, and Garousi and Mäntylä

[73], and Brito, Terra and Valente [28] report what we believe to be the first

systematic multi–vocal literature reviews in software engineering. Raulamo–

Jurvanen et al. and Soldani et al.’s work complements the work of Garousi,

Felderer and Mäntylä [72, 71, 69, 73] who, in a series of recent papers, pro-

mote the need for, value of, and guidelines for multi–vocal literature reviews

(MLRs), which accommodate within them GLRs.

2.7 ‘Blog–like’ content as a type of grey literature

2.7.1 Practitioners’ use of blogs

The prevalence of software engineering blogs

The World Wide Web houses a large number of software engineering blogs.

Choi [45] presents a list of approximately 650 blogs classified into three cat-

egories; company, individual/group, and product/technology. Though ex-

tensive, Choi’s list appears to be subjective. To complement Choi’s list, we

have conducted a preliminary Google search (using the search term, <top

software engineering blogs>) to identify curated lists of other recommended

blogs. We took the first five search results from Google and constructed an

aggregated list of 56 blogs. Out of the 56, 36 were from individual bloggers

or pairs of bloggers. Table 2.2 lists those individuals’ blog sites that were

recommended in at least two of the five search results and whether the blog

is present in Choi’s list. We include three additional blogs in the table to em-
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phasise the difficulty of identifying a core set of blogs. Two of the additional

blogs (Martin and Norvig) should be well–known in the software engineering

community. We found the third (Luu) during a previous study [236].

Table 2.2: Example blogs in software engineering
Blogger URL f Choi [45] cites

Jeff Atwood [13] 4 Yes

Scott Berkun [18] 3 No

Mike Cohn [46] 2 No

Martin Fowler [67] 2 Yes

Paul Graham [81] 2 Yes

Jacob Gube [83] 2 No

Scott Hanselman [91] 2 Yes

Joel Spolsky [213] 2 Yes

David Walsh [232] 2 Yes

Other bloggers

Dan Luu [135] N/A Yes

Robert C. Martin [143] N/A Yes

Peter Norvig [159] N/A Yes

Types of blog articles: difficulties in classification

There are many different types of blog article and not all types of article hold

value to the entire audience. As an example, we have previously crawled the

blog of Joel Spolsky. Spolsky is the founder of Fog–Creek Software (the mak-

ers of Trello) and CEO of Stack Overflow. His blog is widely read and highly

regarded in the practitioner community. Out of the 1,023 pages crawled from

Spolskys blog, a manual annotation found that only approximately (approx-

imation due to the annotation only being completed by one person, results

are intended to give an indication only) 382 of the articles are the opinion–

based articles that Spolskys blog is known for. The remaining 63% of pages

were made up of introductions to other articles, short updates about Spol-

skys schedule/day to day life and promotions of events and products. We

are presented immediately with two challenges to research that wishes to use

blogs at scale: 1) classifying which web pages come from blogs and which do

not, and 2) classifying which are the ‘right type’ of blog articles and which
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hold little value to research.

Bloggers’ experience

Many bloggers possess considerable industry experience. For example, Table

2.3 provides a brief summary of the experience of the bloggers identified in

Table 2.2. Section 2.7.2 discusses the relevance of practitioner experience in

research.

Table 2.3: Summary of experience of bloggers
Blogger and brief description of experience

Jeff Atwood has been blogging since 2004, and was co–founder of Stack
Overflow (Stack Exchange) and then of Discourse.

Scott Berkun has been blogging since 2003, has worked for Microsoft
and WordPress and has published seven books.

Mike Cohn has been blogging since 2005 and has worked in the software
industry for over 20 years.

Martin Fowler works for ThoughtWorks (since 1999) has published seven
books, edited a column in IEEE Software for five years, and a column in
Distributed Computing.

Paul Graham has been blogging since 2001, has worked in software since
2005, co-founded Y Combinator, and has published three books.

Jacob Gube is Founder/Chief Editor of Six Revisions, is Deputy Editor
of Design Instruct, and has written one book.

Scott Hanselman has blogged for over a decade, works for Microsoft
and has written several books.

Joel Spolsky has blogged since 2000, is the CEO and co-founder of Stack
Overflow, and was co-founder of Fog Creek Software.

David Walsh is senior software evangelist for Mozilla, and founder of
Site & Style and Wynq Web Labs.

Dan Luu has worked in the software industry since 2001, including at
Centaur, Google and most recently Microsoft.

Robert C Martin has worked in the software industry since 1970, was
co–author of the Agile Manifesto, and has written five books including
Clean Code

Peter Norvig is director of research at Google, and was previously: head
of the Computational Sciences Division at NASA, chief scientist at Junglee,
chief designer at Harlequin Inc. and senior scientist at Sun Microsystems.
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Reasons to write a blog

Many practitioners (e.g. [247, 198, 136] advocate that all software engineers

should own a blog. However, the advantages to software practitioners owning

a blog do not necessarily align with the benefits to software engineering

researchers in using blogs as evidence. Seibert [205], Engineering Manager

at Dropbox, provides four reasons why every software engineer should blog:

• Personal brand

• Career growth

• Giving back

• It helps the respective engineer’s company (by presenting an authentic

voice)

Of the above, the third reason – giving back – is likely to be the most

relevant for software engineering research. Pankowecki [165] states that prac-

titioners “with very little experience can much better show how they strug-

gled with certain topics, what was hard for them and where are the traps

and non–obvious parts compared to experienced programmers.” Experience

of all levels can be beneficial to researchers (this is discussed more in Section

2.7.2).

In other research, Chau et al. [43] briefly discuss reasons for blogging,

drawing on the work of Nardi et al. [154], Brookover [29] shares her per-

spective of blogging in relation to library services, Yardi et al. [245] discuss

blogging in a corporate environment, Nardi et al. [155] examine blogging as

a social activity, and Gurzick and Lutters [88] consider the lifecycle of blogs.

We are aware of only Parnin et al. [171] that has explicitly looked at the

motivators and challenges for software engineering bloggers. They report on

the manual inspection of 300 randomly selected blog posts covering three

technology areas: IDE plug-in development, mobile development and web

development. They identified four benefits to bloggers blogging: personal

branding, evangelism and recruitment, personal knowledge repository and to

solicit feedback.
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Standards for blog content

Some researchers do not trust blog articles as evidence due to their varying

quality (see Section 2.9). However, there are situations where practition-

ers seek to set standards for content which is published online. This may

be, for example, through setting guidelines, or through measuring audience

appreciation.

With regards to the setting of guidelines, Robert Cartaino, director of

community development at Stack Overflow wrote a blog article [36] outlin-

ing what makes a good quality submission on Stack Overflow. Although there

are differences in the intent and the medium of communication between Stack

Overflow posts and blog articles, Cartaino’s guidelines suggest the standards

to which (at least some) practitioners aspire when writing social media con-

tent. Cartaino’s six guidelines are summarised in Table 2.4. The guidelines

suggest the kind of blog content that would also be of value to software en-

gineering researchers e.g. content that reports on practitioners’ experiences,

their explanations of the software engineering activities they experienced,

the distinction between experience and opinion, and the communication of

experience in a constructive, fair and impartial tone.

Table 2.4: Cartaino’s six guidelines for high–quality Stack Overflow submis-
sions

# Guideline

1 Great subjective questions invite explanations.

2 Great subjective questions invite the sharing of actual experiences.

3 Great subjective questions have a constructive, fair and impartial
tone to encourage learning.

4 Great subjective questions invite the sharing of experience over
opinion, what you’ve done rather than what you think.

5 Great subjective questions insist on supporting material e.g. ref-
erences and facts.

6 Great subjective questions are about something other than “social
fun”.

With regards to measuring audience appreciation, a brief review of the

blogs identified in Table 2.2 suggests that common forms of appreciation

are: comments, shares, and some measure of up–voting or down–voting (or
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likes, kudos, applause). Other measures include follows and sharing. Similar

measures have been used in the analyses of Stack Overflow (e.g. [49]).

2.7.2 Research using blog articles as evidence in software engineering

Overview to the use of blogs in research

Pagano and Maalej [164] analysed blog content from practitioners within four

large, open source communities. They found that these project–specific blog

articles typically contain fourteen times the word count of commit comments,

and add value by covering high–level concepts and functional requirements

over the descriptions of low level changes typical of commit messages. Pagano

and Maalej found that “functional requirements and domain concepts” and

“community and contributions” were common to the blog postings of all four

communities. They conclude that developer’s blog mainly to promote new

features and system requirements, as well as to build up communities around

specific topics or technologies. Pagano and Maalej provide an example of

researchers making use of blog articles; and they provide an insight on why

practitioners write or produce blog articles.

In other research, Chau and Xu [42] demonstrate that mining and analysing

blog articles is a valuable method for carrying out research for marketing pur-

poses, and others have mined blogs as a method for evaluating social media

(e.g. [97, 132]). This work shows the value and new information that can

come from such analysis but also highlights the difficulty that can arise from

messy, unstructured data such as blogs (i.e repeated articles, informal lan-

guage, parsing poor grammar and punctuation, ambiguity etc).

Influential bloggers

Khan et al. have examined influential bloggers [105]. Khan et al. discuss

models for identifying influential bloggers using feature–based and network–

based models. The features used indicate that there is, in principle, a differ-

ence between an influential blogger and a blogger who publishes high–quality

(cf. Cartaino’s guidelines in Table 2.4).
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Mining experience in blogs

We noted earlier in the paper that blogs are a channel to communicate prac-

titioners’ experience. In Chapter 7, we conduct a broad structured review of

how research is mining experience in online articles. In that review we have

identified a subset of papers that explicitly mine blog articles.

2.8 The benefits of looking at blog–like content

We argue that there are many benefits to software engineering researchers

adopting blog articles as evidence in their studies. We present these benefits

in eight categories:

1. Access to practitioners’ experience

2. Blog articles as grey literature

3. The (un)availability of other sources of evidence

4. Visibility into actual software practice

5. Evidence of practitioners’ insights

6. Multi–method triangulation

7. Trend analysis

8. Code and API documentation

Access to practitioners’ experience

Research often extracts practitioner opinion, industrial experience and ex-

pertise through traditional means such as interviews and surveys. In their

survey of 66 practitioners, Procaccino et al. [183] write, “our respondents

have experience in software development and, as a result, have opinions based

on their professional experience. . . ” ([183], p. 196). Procaccino et al. asked

the respondents to self–rate their expertise on a Likert scale from Very in-

experienced to Expert and (with a separate measure) reported that their
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survey respondents experience ranged from less than one year to 37 years

(mean=11yrs, median=6, mode=4).

Blog authors report their experience. This experience may range from in-

experienced bloggers communicating their challenges of maturing in software

engineering to highly–experienced, world re–known practitioners communi-

cating their expertise. Treating blogs and blog articles as evidence provides

the opportunity to access experience on a scale which is much larger than

traditional methods which require direct engagement with practitioners e.g.

interviews, surveys, focus groups, and protocol analyses.

Blog articles as grey literature

Blog articles are a type of grey literature and therefore the benefits of study-

ing grey literature also apply to studying blog articles. Garousi et al. [70]

aggregate several reasons from previous research for utilising grey literature,

including:

1. Grey literature provides current perspectives and complements gaps in

the formal literature

2. Grey literature may help avoid publication bias (although Garousi et al.

acknowledge that the grey literature found may be not representative)

3. Grey literature provides an important perspective on topics

Garousi et al. also identify seven questions to answer in order to help the

researcher decide whether to conduct a grey literature review (Table 2.5).

We believe that all these reasons and questions apply to blog articles.

The (un)availability of other sources of evidence

Rogers [201] and Moore [152] present models of the diffusion of innovation.

Both models include the concept of innovators and early adopters who are

prepared to adopt a new innovation (e.g. a technology) in the absence of

objective evidence to support that innovation. Moore [152] discusses how

early adopters are prepared to take greater risks on new technologies and
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Table 2.5: Garousi et al.’s [70] questions to help decide whether to include
blogs in research

# Question

1 Is the intervention or outcome “complex”?

2 Is there a lack of volume or quality of evidence, or a lack of con-
sensus of outcome measurement in the formal literature?

3 Is the context important to the outcome or to implementing in-
tervention?

4 Is it the goal to validate or corroborate scientific outcomes with
practical experiences?

5 Is it the goal to challenge assumptions or falsify results from prac-
tice using academic research or vice versa?

6 Would a synthesis of insights and evidence from the industrial and
academic community be useful to one or even both communities?

7 Is there a large volume of practitioner sources indicating high prac-
titioner interest in a topic?

tolerate limited evidence on the efficiency of the technology. In contrast, the

majority of adopters wait until there is sufficient adoption by others before

adopting the technology themselves. This presents a challenge for research;

researchers require practitioners to adopt technologies in order to generate

evidence before the researcher may investigate the use and impact of the

technology in practice. Blog articles written by early adopters provide access

to this evidence at an early stage of the technologies life cycle. Researchers

can analyse the content of the blog articles, and/or approach the practitioners

for further study (e.g. interview, survey).

Visibility into actual software practice

A large proportion of the software development process, particularly the ear-

lier stages of development, is invisible to observation by anyone external to

the project. At the very least, such activities are difficult to observe [30].

Content generated by software practitioners, such as blog articles, often pro-

vide the only viable mechanism for gaining insight into these opaque practices

and can potentially provide valuable insights that complement already ac-

cepted methods of studying software engineering. For example, Pagano and

Maalej [164] found that blog authors tend to explain functional requirements
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and high level concepts in their blog articles.

Evidence of practitioners’ insights

Devanbu et al. [50] report on practitioner beliefs and Rainer [188] reports on

the analyses of practitioners’ arguments. Blog articles provide the opportu-

nity to investigate a range of practitioner–based concepts and experiences,

for example:

1. Evidence in terms of (empirical) data

2. Evidence in terms of practitioners’ explanations e.g. micro–theories for

software engineering phenomena

3. Evidence as (factual) stories, these stories conveying professional expe-

rience

4. Evidence of practitioners’ beliefs about the world

5. Evidence of the use of research or other practitioner–generated material

e.g. through citations

Multi–method triangulation

Blog articles provide the prospect of expanding existing investigations of

social media by triangulating various sources of social media and online ev-

idence (e.g. GitHub, Stack Overflow, Twitter). As well as multi–source tri-

angulation, blog articles may also contribute towards multi–method studies

as an alternative source of practitioner data from more traditional evidence

gathering methods (e.g. surveys and interviews).

Trend analysis

Trend analysis of blog articles can be a valuable tool for research and industry.

Glance, Hurst and Tomokiyo [77] continuously crawl and analyse blogs to

detect trends over time. Moore [152] explains that when a new technology

is released, there is a chasm between the early market and the mainstream
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market, with each having different requirements and expectations. With

blogs providing an early and timestamped source of evidence, analysing where

these technologies currently lie in this life–cycle can provide evidence that

aids decision making on technology adoption.

Code and API documentation

Parnin and Treude [170] analysed 1,730 web pages to measure their aggre-

gated coverage of the jQuery API. They identified 376 unique blog posts from

the full dataset and found that the blog articles collectively covered 88% of

the API methods. Only the official API covered more (∼99%). Parnin and

Treude’s study suggests that blog articles have particular value for docu-

menting APIs. Another related value of blog articles is that they are uses to

provide tutorials on the use of APIs, solving programming problems etc.

2.9 The challenges of looking at blog–like content

We argue that there are several challenges to using blog articles in software

engineering research:

1. Lack of established process for quality assessment and credibility

2. Working at, and assessing quality at scale

3. Variability of structure, language and formality

4. Presenting large amounts of data to researchers

5. Lack of corpora for automating blog article identification and quality

assessment

Lack of established process for quality assessment and credibility

The most fundamental challenge in wanting to use blog–like content as evi-

dence in research is that there is currently no established process for assessing

the quality and credibility of a blog article. Being able to assess the quality

of an article allows the researcher to select or reject specific articles for a
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study, and helps the researcher to assure the quality of the (source of the)

evidence for the study being undertaken. Section 2.7 indicates that there

are many very experienced authors of blog articles, and there already exists

some practitioner guidelines for encouraging higher quality online content.

Also, there already exists some (crude) measures of audience appreciation of

the articles. These indicate that there are (at least some) higher quality blog

articles.

We distinguish between the following:

• Guidelines to practitioners for generating quality blog articles.

• Measures that practitioners use to signal a level of appreciation of the

blog content.

• Criteria for selecting the better quality guidelines in online searches.

• Post–search criteria (e.g. features) for assessing quality.

Chapter 5 presents our developed model for how researchers assess cred-

ibility, and Chapter 7 presents our heuristics for conducting online searches

and our post–search criteria for assessing quality.

Working at, and assessing quality at scale

There are a large number of software engineering blogs (for example, Choi

[45] lists approximately 650). There is a significant challenge of identifying

the higher quality blog articles from the large quantity available. Rainer

[188] recognises that there is an as–yet unsolved challenge of automating the

identification process so that a large number of blog articles can be analysed.

In Chapter 7 we describe a research method together with software tools to

automate the processes of identifying the better quality blog articles.

Variability of structure, language and formality

Unlike journal articles and conference proceedings, blog articles and other

forms of grey literature vary in their structure, language and their formal-

ity. Multiple structures may exist within a single article (e.g. tables, lists,
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quotes), natural language may vary (e.g. British English, American English),

and formality may vary (e.g. grammar, semantics). A further complication

is the intermix of natural language and programming language within one

blog. As a contrast, the argumentation mining community has focused first

on legal corpora (in English) due to its formality and structure [244].

Presenting large amounts of data to researchers

Any system or methodology that hopes to address these challenges through,

for example, automated quality assessment must also present its results back

to the researcher. These results must be concise for easy interpretation, but

also allow for the researcher to view more detail if required for confirming

the traceability of results and reproducibility of findings.

Lack of corpora for automating blog article identification and quality assess-

ment

A final challenge is that there is a need for a corpus or corpora of annotated

blog articles. A significant challenge is establishing a standard for annota-

tions e.g. what should be annotated, why and how. Biran and Rambow [21]

classified the justifications of arguments. Candidates for annotation (based

on [188] and our model of credibility in Chapter 5) are: experience (such as

factual stories, descriptions of factual events in software engineering), rea-

soning (perhaps formally recognising argumentation and inferences), beliefs,

technology, citations (to research and to practice) and meta–data for the blog

article.

2.10 Addressing the research questions

RQ1: What is the value of the practitioner–generated blog–like

content to software engineering research? Section 2.8 presents the

benefits to software engineering research in adopting blog–like content as a

source of evidence. To summarise here, blog–like documents provide insights

into actual software practice which may not be available through other means.

Practitioners use blog–like documents to report their experience which, if
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adopted by research, could help to narrow the gap between the state–of–art

and state–of–practice.

RQ2: What inherent difficulties with blog–like content may chal-

lenge, undermine, or otherwise hinder our investigation of the main

research question? Section 2.9 presents the challenges that software engi-

neering research faces in adopting blog–like documents. To summarise here,

there is a large amount of grey literature of varying quality with no estab-

lished process for assessing quality. Such a process must work at scale which

requires time and resource, and then the analysis must be presented back to

the relevant stakeholders in a way that abstracts away irrelevant information,

but which allows the researcher to drill down into the detail if necessary for

repeatability and rigour.

RQ3: What do we mean by the term blog–like content? We refer to

the type of grey literature which we are interested in as ‘blog–like content.’

Table 2.1 presents a reference definition of blog–like documents which has

been originally published in [195].

RQ4: How do we define quality? Quality is often defined within re-

search in terms of criteria which a document is assessed for in order for

researcher to make a decision on whether to include or exclude the docu-

ment from the study being undertaken. Given the large search universe and

varying quality when assessing grey literature, we define the quality of a

document in terms of its relevance to the research being undertaken, and its

credibility, which is defined in terms of a series of credibility criteria discussed

in Chapters 3, 4 and 5.
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Part II

Credibility assessment for

finding higher–quality grey

literature
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Chapter III

Creating a candidate list of conceptual credibility

criteria for software engineering research

3.1 Introduction

Our first pilot study (presented in Chapter 6) investigated three conceptual

credibility criteria (relevance, rigour and experience) for identifying high–

quality articles. These three criteria originated from the previous research

of Rainer [188]. The pilot study concluded that there was a need for a more

formal review of the literature to be conducted in order to justify our chosen

criteria and identify any new criteria. This chapter presents that literature

review. The first pilot study analyses a single practitioner’s blog, but we

increase the scope of our literature review to all online media so that we can

gather conceptual criteria from related media (blog–like content), as well as

blogs. A pilot literature review was initially carried out [241] which yielded

’quality of writing’ as another candidate criterion. Therefore, we begin this

literature review with four existing criteria:

• Relevance: is the article relevant to the researchers study? (This is

not a credibility criteria as such, but it is of course important to find

content that this relevant to the researchers needs).

• Reasoning: is the practitioner writing the article conveying some opin-

ion or argument about the relevant topic?

• Evidence-backed (experience-backed): is the practitioner backing up

these opinions/arguments with evidence? We focus on mentions of

experience as our main form of evidence due to previous research by
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Rainer et al. [189] that shows that where researchers form opinions

and inferences based on empirical evidence, practitioners instead use

professional experience.

• Quality of writing: is the article well-written (spelling, grammar etc.)?

We focus on credibility assessment as our measure of quality. Credibility

is typically defined in terms of a series of conceptual criteria, each of which

distils into a series of measures. These measures may then be further broken

up into one or more features which can then be used in machine learning

studies.

For example, Appelman et al. [8] ask respondents to assess news articles

based on conceptual criteria (sometimes referred to as credibility dimensions).

Similarly, Tugulea [225] interviews second and third year students to evaluate

the difference that one year of study has on credibility assessment and the

importance of particular criteria. Many studies exist on measuring credibility

criteria using machine learning. For example, Mochales and Moens [151]

detect argumentation and Rath et al. [196] measure the believability of

Tweets.

This chapter is working towards the investigation of RQ5 ‘How do we

measure quality?’ In Chapter 2, we explain our reasons for measuring quality

in terms of credibility. Therefore, this chapter breaks down RQ5 into four

sub–questions:

• RQ5.1: How is ‘credibility’ defined in research?

• RQ5.2: What are the conceptual criteria used to assess the credibility

of online media.

• RQ5.3: How do software engineering researchers determine the quality

of the evidence that they use in their studies?

• RQ5.4: How do the conceptual criteria map to how researchers assess

quality/what are the criteria that are relevant to researchers?
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The contribution of this review is that we present a set of criteria for

assessing online media that align with the requirements that the software

engineering research community hold over the evidence that they use in their

studies. These criteria can then be taken into subsequent studies to aid

the identification and extraction of blog articles that are of high quality for

researchers.

3.2 Rationale for the structured review

In this paper, we use the principles found in Systematic Literature Re-

views (SLRs) [107] and Systematic Mapping Studies (SMSs) [176] to semi–

systematically assess the literature to determine which criteria are widely

used to assess the credibility of blog–like content. We then cross reference

these criteria with how researchers assess the quality of their evidence to

refine our generated list of criteria into a set of criteria that can be used to

aid the extraction of high quality blog articles in future studies.

In Kitchenham and Charter’s widely cited guidelines [107], they present

three reasons for conducting systematic literature reviews (SLRs): to sum-

marise existing evidence, the identify gaps in the research and to provide a

framework for positioning new research.

Systematic mapping studies (SMSs) share similarities in their approach

to systematic literature reviews. However, they differ in terms of their goals

and outputs. Where SLRs aim to synthesise evidence, SMSs provide an

overview of a research area. This overview includes details of the topics that

have been covered in the research area and where they have been published

[107, 176, 174].

We instead describe our review as a structured review to distinguish it

from a Systematic Review (compare for example with [107, 174]). There are

several reasons for making this distinction:

• The structured review adopts some SLR criteria but omits others. We

do not want to mis–represent our review.

• Systematic Reviews typically focus on the findings of the respective

source paper’s empirical study. The goals of our review differ from
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that of systematic literature reviews in that we are analysing the papers

to extract specific information (the auxiliary information reported in

the papers), for example, the credibility criteria used, the definition of

credibility adopted, or the user group operated on. However, the study

cannot be categorised as a mapping study as we do more than map the

literature.

• The extent to which a criteria has been reported previously does not

in itself convey the significance of that criteria. For example, a crite-

ria that has been noted in six independent papers is not, on the basis

of frequency only, twice as beneficial as a criteria that has been re-

ported in three independent papers. (This is ignoring the challenges of

independence of reporting, where papers frequently cite each other.)

• Given the relative maturity of our research, conducting an SLR would

be premature as there is a bootstrapping problem that takes place, i.e.,

we need to understand the domain well enough to be able to design a

SLR.

Similar adaptations have been conducted by others in software engineer-

ing research. For example, Mäntylä et al. [142] conduct what they call a

semi–systematic literature review of the concept of rapid releases. A more

comprehensive literature review is one avenue for further research. This is

discussed at the end of the chapter once other threats have been identified.

3.3 Methodology

3.3.1 Searching & filtering

Google Scholar was used to search for relevant articles. We kept our search

criteria broad on purpose so that we can collect and report on a wide spec-

trum of candidate articles (Table 3.1). Our searches retrieved 833 results.

After duplicate results are removed there are 762 results.

The titles of all 762 results were read to identify those which appear

relevant to assessing the credibility of online media. Where the relevance was

unclear from the title, the abstract was read. If it still was not clear from
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Table 3.1: Search criteria to be used for the credibility literature review
Criteria Description

Timely Published between 2007 and 2017 (the searches were car-
ried out in early 2017). This is to ensure that we are
looking at criteria that is currently used

Content Content includes one of the following sources; blog, blog-
ger, news, twitter, web, website, content, media, social
media. Also must be written in English.

Verbs Title includes one of the following verbs; assessing, mea-
suring, evaluating, assess, measure, evaluate.

Keywords Title includes one of the following keywords; credibility,
credible, truthfulness, truthful, truth, believability, be-
lievable, belief

the abstract (for example, where the paper was discussing the credibility of

other media), then the introduction and conclusion were read. The filtering

was conducted by the author, consulting with the primary supervisor on any

paper that was not easy to assess. After filtering, 142 papers remained.

In a second pass of these 142 papers, all abstracts were read. Where the

abstract was not clear, the introduction and conclusion was read. If further

clarification was needed then the entire paper was read. This second pass

led to a further 29 papers being removed from the study (Table 3.2) and 113

papers going forward into the next phase.

Table 3.2: Results of the filtering after the second pass for the credibility
literature review

Status No. of results

Relevant 113

Not relevant 6

Citation only 8

Cannot access 14

Not in English 1

3.3.2 Classification

The 113 relevant articles were then organised into three sets; those that are

peer reviewed and that include an empirical study (n=36), those that are
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peer reviewed but do not include an empirical study (n=47) and those that

are not peer reviewed (n=28). This literature review focuses on the peer

reviewed articles that contain an empirical study as we are interested in the

criteria that people use to assess credibility.

In due course, we intend to also assess the peer reviewed, non–empirical

studies as most of these are automated assessments of credibility and will

show us how the community maps from the criteria (this paper) to the phys-

ical measures used. The grey literature category (i.e. not peer reviewed) will

act as a potential contrast data set.

The 36 articles that are peer reviewed and contain an empirical study were

then classified by the data source which they analysed (e.g. blogs, news sites,

forums). We then accepted or rejected classifications based on how related

to blog articles they were (i.e. whether they fit into our definition of blog–

like content). We rejected product reviews/online recommendations (n=4),

YouTube/video (n=2), social media profiles (n=2), multiple media sources

(n=2), forums/conversational (n=1), web searching e.g. Google search re-

sults (n=1) and generic websites e.g where the study says it analyses ’the

web’ (n=12) as they are either too generic, or not the type of content that we

are interested in i.e a written online article. We accepted blog articles (n=3),

online news articles (n=3), Wikipedia (n=1) and websites that have explicit

focus e.g. online health information (n=6). The justifications for accepting

or rejecting each data source is given below.

Justifications for accepting

• Blogs: Includes studies that use any type of blog(s) as the sole source

of their analysis. This could be personal blogs or blogs published by a

company.

• Online news: Includes studies that emphasise an analysis of online

news. This could be traditional online news outlets (such as the web-

sites of CNN, BBC etc) or any other type of news outlet (such as blog

articles or video’s that report on news topics). One of the studies in

this category [35] looks at the difference of perceived credibility between

mainstream and citizen journalism. Their study included users watch-
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ing videos reporting a news story from either a suit-wearing reporter

at a news-desk, or a more casually clothed vlogger in a home setting.

We refrain from categorising the study as ’YouTube/Video’ due to it’s

explicit focus on news.

• Wikipedia: Includes studies that use Wikipedia as the sole source of

analysis.

• Websites that have explicit focus: Includes studies that label their

source of analysis as ’the web’ but give an explicit focus to the type of

information that they require (e.g. online health information). In this

segment there are 6 studies; 2 assess online health information, 2 assess

enterprise or commercial websites, 1 looks at user-generated content

(UGC) on the web and 1 looks at how participants assess Islamic and

Quaranic content on the web.

Justifications for rejecting

• Product reviews/online recommendations: Includes studies that

look at the credibility of product reviews and online recommendations

(on sites such as Yelp!). This research is interested in the credibil-

ity of practitioners writing about their own opinions and experiences.

Therefore, these studies are rejected from our analysis.

• YouTube/video: Includes studies that look at assessing the credibil-

ity of any online video or motion media. Again, these are rejected from

our analysis due to their incompatibility with the overall aims of the

research.

• Social media profiles: Includes studies that assess the credibility of

individual social media profiles. Again, rejected from our analysis due

to their incompatibility with the overall aims of the research.

• Multiple media sources: Includes studies that look at the credibility

assessment of multiple types of media, or that use the term ’media’ as

a blanket statement for assessing all types of media. These studies are
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rejected as they are too vague to determine whether they apply to this

research.

• Forums/conversational: Includes studies that assess the credibility

of online forums or websites where the content is conversations (e.g. a

comments thread). It can be argued that micro–blogs such as Twitter

also fall under this category as their character limit and interaction

makes their content distribution more conversational rather than the

article type publications typical of traditional blogs. For this reason,

they too are rejected from our analysis.

• Generic websites or ‘the web’: Unlike the studies that analyse

the web with a specific focus on a particular topic. These studies

simply label their unit of analysis as ’the web.’ We reject these from

our analysis as their vagueness makes it difficult to determine their

relevance to the research.

• Web searching: Includes studies that assess the credibility of search

results on the web, such as results from search engines. These studies

are rejected due to their incompatibility with the overall aims of this

research.

Table 3.3 provides details of the number of papers under each segment.

The final number of papers accepted for analysis was 13. Figure 3.1 provides

an overview of the review process.

3.3.3 Analysis

We reviewed the 13 papers identified from the four accepted classification sets

of papers. For each paper, we identified the criteria that the paper used for

credibility assessment (papers have been double bracketed for identification

e.g. [[249]]. See Table 3.4 for citations to all 13 papers). In some studies, a

list of criteria was initially reported and then the authors removed criteria

due to their chosen user group finding it irrelevant or not as useful as other

criteria for assessing credibility. For example, in [[8]], the authors narrow

down their initially reported 31 criteria into its most ‘parsimonious form’

50



Table 3.3: Number of results for each type of online media included for the
credibility literature review

Segment # Results

Blogs 3

Online news 3

Wikipedia 1

Websites (explicit focus) 6

Product reviews/online recommendations 4

YouTube/video 2

Social media profiles 1

Multiple media sources 2

Forums/conversational 1

Websites (generic) 12

Web searching 1

Figure 3.1: A summary of the literature search and synthesis process for the
credibility literature review
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due to it being too much work for researchers using them in the future. At

this stage, we have included these removed criteria as although the initial

studies found them to be irrelevant, our user group (i.e researchers) may find

them important to assessing credibility.

Table 3.4: The 13 papers that were analysed for the credibility literature
review

Year Citation Author(s)

2016 [223] Wee–Khen Tan and Yun–Ghang Chang

2016 [249] Quan Yuan and Qin Gao

2016 [8] Alyssa Appelman and S Shyam Sunda

2015 [233] Rita Zaharah and Wan–Chik.

2015 [225] Oana Tugulea et al.

2014 [35] D Jasun Carr et al.

2012 [167] Katrina L Pariera

2011 [6] Sharifah Aliman, Saadiah Yahya, and Syed Ah-
mad Aljunid

2011 [222] Wee–Kheng Tan and Yu–Chung Chang

2011 [147] Ericka Menchen–Trevino and Eszter Hargittai

2011 [215] Beth St Jean et al.

2010 [127] Qingzi Vera Liao

2009 [250] Dan Zhao, Chunhui Tan, and Yutao Zhang

3.4 Results

3.4.1 Candidate credibility criteria

Overall, we identified 88 criteria from the 13 studies. We organised these cri-

teria into the Source, Message, Channel, Receiver (SMCR) model presented

by Berlo in 1960 [19]. However, this is for presentation purposes only as these

are overlapping concepts [41] and without formal definitions being provided

for each criteria in many of the studies, this classification is subjective to

the opinions of the author. The full list of classified criteria are given in Ap-

pendix B. The appendix presents tables for criteria that have been classified

under the source, receiver, message and channel criteria. As an example, the

most frequently occurring criteria are: accurate, balanced, unbiased, reliable,

trustworthiness, professional, complete, experience, fairness, credibility, well
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written, reputation, visual design, expertise, authority and believable (Table

3.5). Out of the 13 studies analysed, 7 provide no definitions at all for their

criteria, 3 provide partial or implied definitions and only 2 of the studies

provide definitions. However, even then, these definitions are by example.

With no explicit definitions, it is difficult to determine whether and how the

criteria overlap with each other, or whether there are duplicate criteria. For

example, Tan and Chang [[222]] present ‘unbiased’ and ‘fairness’ as two sep-

arate criteria. However, these could be considered synonymous. In another

example, Yuan and Gao [[249]] present ‘equal,’ ‘neutral,’ and ‘objective.’

This is a substantial finding of this review; that researchers need to formally

define the criteria that they employ.

Table 3.5: A summary of the most popular criteria (n ≥ 3) for the credibility
literature review

Criteria Frequency Criteria Frequency

accurate 8 balanced 3

unbiased 7 reliable 3

trustworthiness 6 professional 3

complete 5 experience 3

fairness 4 credibility 3

well written 4 reputation 3

design look 4 expertise 3

authority 3 believable 3

3.4.2 User groups

Due to the subjective nature of credibility, most credibility research is re-

ported as being specific to a certain user group. For the analysis conducted

in this paper, the most common user groups were students (and on one oc-

casion, staff) from a university (n=6) and Amazons Mechanical Turk (n=2).

This is probably due to these user groups being the most accessible to aca-

demic researchers. Table 3.6 provides the full list of user groups.

Interestingly, none of the studies analysed used academic researchers as

their user group. Appelman and Sundar [[8]] is the only paper that discusses

the benefits that an effective list of credibility criteria can have on research.

53



Table 3.6: The user groups used as participants for each of the studies anal-
ysed for the credibility literature review

Study User group

[223] Students, between 18 and 25 years old and with experience reading
travel blogs

[6] academic staff and undergraduate students who are computer and
internet literate, at the Faculty of Computer and Mathematical
Sciences, Universiti Teknologi MARA Johore (because the previ-
ous top management of that university used blogs as one of the
alternative communication with the students and staff)

[222] Taiwanese, 20 or above and general information consumers

[249] Five experts in news information credibility assessment, including
four Chinese editors of newspapers and one Journalism professor
from Tongji University.

[8] Amazons Mechanical Turk

[35] Amazons Mechanical Turk

[147] 210 college students from two Mid–western US universities

[215] 29 content contributors out of the 333 participants from a previous
study by Rieh et al. [200]. Indicated in their first study that
they had either; created or posted original content to blogs or
forums, commented on a blog or forum, rating, voting or tagging
online content, or uploaded photos, music, video or items for sale.
However, excluded contributors whose only contribution involved
social networking sites and Twitter

[250] consumers; that should have enough online shopping experience

[233] users who have experienced accessing Islamic materials on the web

[225] second and third year students

[127] 24 participants from a university community (12 younger, 12
older)

[167] 71 undergraduates enrolled in a psychology course at a private
university in the eastern US
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They describe how researchers in certain areas could benefit from an exclusive

measure of message (content) credibility. However, missing from their list is

an explanation of the effects that an exclusive measure of message credibility

could have on the way that researchers collect and analyse evidence for their

studies. This is ultimately an area in which we plan to explore throughout

the longevity of our research.

3.4.3 Criteria source

The empirical studies from the 13 publications analysed typically fell under

one of two categories; they had a pre–existing list of criteria from another

study or literature review of many studies and then asked participants to

judge them, or they created their list of criteria from the responses of their

participants. However, as reported for each study’s definition of credibility,

some studies failed to report the source of their criteria, or only gave a

partial or implied source (Table 3.7). Just as with the criteria, definitions

of criteria and definition of credibility, explicitly stating the sources of the

credibility criteria is imperative for the repeat–ability and systematic rigour

of credibility studies.

3.4.4 Definition of credibility

As well as extracting the criteria from the 13 studies, we also make note of the

definitions each study uses to define the term ‘credibility’ (c.f. the definitions

of credibility criteria mentioned previously). Appelman and Sundar [[8]]

identify a lack of formal definition for credibility as one of the major problems

in credibility research. They also note that a concern is that some credibility

studies fail to provide their definition of credibility. Our study makes a

similar observation; the lack of definitions. Of the thirteen studies analysed,

two provide no definition at all. Others take their definition of credibility

from other studies but there is still a great variation between studies that

makes reporting objective results on a combination of these studies difficult

(Table 3.8).

The problem is that credibility is a complex concept that is subjective

to each individual at each specific moment in time [250]. For example, an
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Table 3.7: The originating source of the criteria used for each of the studies
analysed for the credibility literature review

Year Study Criteria source(s)

2016 [223] Chesney & Su, 2010 [44]

2016 [249] Metzger, 2007 [148]

2016 [8] Various and focus groups (pretest)

2015 [233] interviews

2015 [225] Manolica et al., 2011 [141]

2014 [35] Meyer, 1988 [149]; Ognianova, 1998 [162]; and Petty and
Cacioppo, 1986 [179]

2012 [167] Fogg et al., 2001 [63]

2011 [6] None explicit but implied from literature

2011 [222] None explicit but stated from “an extensive literature re-
view”

2011 [147] N/A - this paper did not conduct a study which dealt
with credibility criteria

2011 [215] unspecified and from participants

2010 [127] Petty and Cacioppo, 1986 [179]

2009 [250] consumer questionnaire

article that has been previously disregarded by a researcher may be seen

as more credible once emailed to them by a colleague. This problem with

subjectivity within the research has been acknowledged in ten of the thirteen

studies analysed (Table 3.9). The de facto standard for dealing with this in

credibility research has been to report credibility criteria for a specific user

group [[6]]. However, even this level of granularity can often be subjective

within itself.

3.4.5 Aligning our criteria with the requirements of software engineering

researchers

Now that we have our list of 88 criteria, we can start to cross reference them

with the requirements that researchers have for the evidence that they use

in their studies. This exercise is again subjective to the views of the author

and therefore we complement our findings with the survey explained in the

next section.

Although, like Chaffe [41], we acknowledge that there is an overlap be-
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Table 3.8: Credibility definitions from each of the 13 studies analysed for the
credibility literature review
Year Study Credibility definition (quoted from each paper)

2016 [223] often defined as believability, trust, reliability, accuracy, fairness,
objectivity and many other concepts and combinations thereof
[206]

2016 [249] what degree a person believes the information is true when receiv-
ing it. It is content–based, but different from different people and
different environment, and easily affected by kinds of reasons

2016 [8] message credibility is an individuals’ judgment of the veracity of
the content of communication

2015 [233] None provided

2015 [225] information that can be trusted, believed to be secure [64, 226]

2014 [35] assessment of believability and trustworthiness of a message based
on a multitude of factors involved in communication

2012 [167] early research on how people assess credibility defined the concept
simply as trustworthiness, expertise and believability [98], terms
which are still used by credibility researchers today [65]

2011 [6] a multidimensional construct that represents a composite of sev-
eral characteristics that perceivers perceive in a source [64, 75,
146]

2011 [222] a complex concept with “dozens of other concepts and combina-
tions” [206]. Conceptually, credibility is often classified as source,
message and medium credibility [59]. Though conceptually tidy,
credibility dimensions may overlap [41]. Information consumers
often do not differentiate between these dimensions [62].

2011 [147] we see credibility as believability because this provides an opera-
tional definition of trust in an information–seeking context, infor-
mation that the respondent believes

2011 [215] [199] defines credibility as “people’s assessment of whether infor-
mation is trustworthy based on their own expertise and knowl-
edge” (p. 1338). Under this definition, people ultimately rec-
ognize and make judgments about information credibility rather
than being led to make such assessments by specific characteris-
tics of an information object, source, or person. In this paper,
it is presumed that information credibility judgments are highly
subjective and entail multidimensional assessment processes.

2010 [127] None provided

2009 [250] Enterprise website credibility is: the degree of trustworthiness of
one enterprise website which concluded by the online consumers,
from their own psychological point of view and based on their own
experiences.
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Table 3.9: Mentions of credibility being subjective for each of the 13 studies
analysed for the credibility literature review

Year Study Mention of subjectivity (quoted from each paper)

2016 [223] credibility is a subjective receiver–based construct rather than
an objective measure of the actual quality of the information
[86].

2016 [249] Information credibility is what degree a person believe the
information is true when receiving it. It is content–based, but
different from different people and different environment, and
easily affected by kinds of reasons.

2016 [8] It is worth noting that two of these three measures, accu-
racy and authenticity, could be considered to be more objec-
tive, whereas the third, believability, could be considered to
be more subjective. Because the proposed measure is based
on self–report perceptions, these measures are all, in fact, sub-
jective. In other words, we could view the three indicators as
perceived accuracy, perceived authenticity, and believability.

2015 [233] No explicit mention, but it is implied from their results (e.g.
“They also mentioned that there is a need to have prior knowl-
edge on Islam or the Quran for one to be able to better eval-
uate the retrieved information”).

2015 [225] No explicit mention, but it is stated that different contexts
favour different dimensions of credibility; “The credibility’s
dimensions in various contexts are identified using the ex-
ploratory factor analysis.”

2014 [35] Not discussed

2012 [167] Studies in audience credulity focus on characteristics of the
audience that affect their subjective assessments of credibility.

2011 [6] Credibility is not only perceptual phenomenon [76, 160], but
also situational or contextual phenomenon [76]. Besides, cred-
ibility is dynamic or can change over time [76]

2011 [222] This study also suggests that there is no “one size fits all”
answer as to how information consumers assess credibility. It
will depend on the types of information source and even travel
blogs cannot be viewed as a monolithic type.

2011 [147] Not discussed

2011 [215] In this paper, it is presumed that information credibility judg-
ments are highly subjective and entail multidimensional as-
sessment processes.

2010 [127] Not discussed

2009 [250] Since the credibility of enterprise website is a sort of subjective
feeling, different people will have different interpretations from
different perspectives.
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tween the different categories of credibility criteria (source, message, readers

and medium). We begin by ignoring any criteria that falls under the medium

category as this category is well–defined (i.e. any criteria that is a attribute

of the medium itself and not related to what is being written on the site),

and where blogs have been previously classified as a less credible source of

media [137], our research looks to argue that certain types of blog articles do

potentially hold value in research. Furthermore, when using grey–literature,

research cannot disregard any based on the type of media under which it is

published as it is the content that holds the value, not the location of where

that content has been published.

Using the source criteria to judge an articles’ credibility is also problem-

atic. Of course, the majority of the general population is likely to find a

blogger with many qualifications and years of experience in a relevant field

more credible than someone who has recently started out in the industry,

but that does not necessarily mean that this new starter cannot write cred-

ible content that provides new insights to research. Conversely, it also does

not mean that the more experienced practitioner is writing content that is

insightful. The same can be said of ‘engagement.’ An author that engages

often with their audience through social media does not necessarily produce

more credible insights than the author who writes few blog posts sporadically

and with little other interaction with their readership.

Another issue with the source criteria presented is the subjectivity of

some of the criteria. Reputation may for example be measured through the

number of active subscribers to a particular blog. However, a large audience

is not necessarily an indication of insightful valuable opinions as different

readers may subscribe for different reasons e.g. humour. Ideally, we would

want to measure the reputation in terms of the articles value to research.

Traditionally in research, this is often assessed through the citation count

of peer reviewed articles. However, with no such measure in place for blog

articles, this becomes difficult (we assess the use of URL citations to research

and practitioner sources in Chapter 9). For these reasons, we also ignore the

source criteria from this study. This leaves only the message and receiver

criteria to be analysed.

For the receivers criteria, we create three sets; the prior beliefs of the
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reader, the influence that others have over the reader and the relevance to

what the reader is looking for. For the message criteria, we create five sets;

supported by evidence (e.g. experience, URL citations), quality of writing,

strength of argument, prior beliefs of the reader and the influence of others

on the reader (Table 3.10). Here you can see an overlap between the different

categories of credibility criteria as noted by Chaffe [41].

Table 3.10: The three abstract groups of receiver (reader) criteria for the
credibility literature review

Judgments of the in-
dividual reader

Judgments of others
who then recommend
the content

Relevance to what
the reader is looking
for

past experience with site recommended relevance
general suspicions endorsed cue in the content
general dislike usefulness
aligns with own knowl-
edge
location of user
trust
name recognition

Any system that looks towards aiding researchers with assessing the cred-

ibility of blog–like content is not applicable to the first group (the judgments

of the individual reader) as this is what such a system is trying to achieve.

The same can be said of the second group (the judgments of others who rec-

ommend the content) as there is no way to monitor these recommendations,

and the ultimate aim of such a system would be to recommend articles to

the reader based on other criteria. However, relevance is a major factor in

selecting good articles for research. An article may contain highly credible

and valuable insights, but if it is not relevant to the research of the reader

then it is not useful. In our pilot studies, we have turned to topic detection

and utilising existing search engines to determine relevance (Chapter 6).

As with the receiver criteria, the message criteria can be organised into

abstract groups. In the case of message criteria, we have identified five ab-

stract groups: the content is supported by evidence, the quality of writing,

the strength of the argument, the judgment of the individual, and the judg-
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ment of others (Table 3.11). Interestingly, here we see some of the overlap

that we have mentioned previously. Judgment of the individual and judg-

ment of others are abstract groups of the reader criteria also. However, the

criteria mentioned here are concerned with the content (message) and not

with the initial desires of the reader prior to reading the article (intrinsic

plausibility, believability, will have impact and popularity). This supports

existing credibility assessment models such as the Elaboration Likelihood

Model (ELM) designed by Petty and Cacioppo in 1986 [179]. ELM states

that there are two routes to assessing credibility; peripheral cues and central

cues. St Jean et al. [215] found that participants often favour heuristic credi-

bility judgments (such as the peripheral cues in ELM) and then transition to

strategy–based credibility judgments if heuristics are insufficient for the situ-

ation. Furthermore, they found that heuristics play an important role when

making a predictive judgments of credibility. Conversely, Pariera [167] found

that people are more likely to use central cues when they have a greater stake

in the argument, are knowledgeable about the argument, and are motivated

and able to process the information. The study found that students look first

for textual cues and then supplement these credibility judgments through vi-

sual (peripheral) cues. Like the students in [167], researchers should also be

more concerned with these central cues when assessing credibility.

The remaining abstract groups; supported by evidence, quality of writing

and argument strength are also features important to researchers. Wohlin

[243] states that software engineering should be evidence based but acknowl-

edges that it is a challenge to synthesise the evidence available, even in tightly

controlled experiments. He presents a series of criteria for good research ev-

idence that we think also needs to be considered when analysing blogs for

researchers:

1. Quality of evidence (how reliable is the evidence?)

2. Relevance of evidence

3. Aging of evidence (evidence that has aged too much may no longer be

relevant)
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Table 3.11: The five abstract groups of content (message) criteria for the
credibility literature review
Supported
by evidence

Quality of
Writing

Strength of
argument

Judgments
of the indi-
vidual

Judgments
of others

truthful writing tone argument
strength/
content

intrinsic plau-
sibility

popularity

authentic well written reliable believable

experience update comprehensive will have im-
pact

cite external
source

corrections consistent

trusted
sources

authority detailed

multiple
sources

error–free credibility

verified sincere representative

cited etiquette balanced

accurate professional equal

currency focus neutral

transparent clarity objective

trustworthiness motivation not opinion-
ated

honest unbiased

factual complete

fairness

truth–seeking
intentions

spin–free

partisan na-
ture
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4. Vested interest (is the evidence unbiased?)

5. Strength of evidence

Similarly to this, Fenton, Pfleeger and Glass [60] provide 5 questions that

should be asked about any claim made in software engineering research:

1. Is the claim based on empirical evaluation and data?

2. Was the empirical study designed correctly?

3. Is the claim based on a toy or real situation?

4. Were the measurements used appropriate to the goals of the empirical

study?

5. Was the empirical study run for a long enough time?

Together, these two sources provide an indication of researchers’ require-

ments of evidence and the inferences from evidence.

Quality of writing is also an important when assessing online credibility.

Appelman and Sundar [[8]] found that writing quality “contributes signifi-

cantly to perceptions of message credibility,” and a study by Bird, McInerey

and Mohr [22] found that writing quality was the most important factor in

credibility assessments. Aliman et al. [[6]] found that writing tone was one of

the common agreeable criteria in their study. In research, high quality writ-

ing is important to ensuring that evidence is unambiguous. Quality writing

can also be an indication of the professionalism of the author. However, this

is not always the case. Blogs are supposed to be a more relaxed form of

discourse and as a result, the language is often informal and relaxed. For

example, Joel Spolsky’s blog, Joel on Software1 contains many articles of

varying writing quality. One article2 contains 67 words, 66 of which are the

word ‘Dave’.

1 https://www.joelonsoftware.com/

2 https://www.joelonsoftware.com/2002/01/10/20020110/
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The final group, ‘strength of argument’ is another group that is important

in research as it is a measure of the rigour of the article. Argumentation min-

ing is an emerging community in natural language processing research which

aims to identify arguments from text and the relationships which the argu-

ments have with each other (e.g. premise A and premise B lead to conclusion

C). Given the subjectivity of credibility, argumentation mining is unable to

provide researchers with articles that are of high value. However, presenting

these identified argument maps to the reader can allow for quick assessment

of the credibility and help the reader determine whether the article is worth

considering further.

Within the criteria of the argument strength group, there is another sub–

group that may also aid this decision making process around the fairness of

the arguments presented (balanced, equal, neutral, objective, not opinion-

ated, unbiased, complete, fairness, truth–seeking intentions, spin–free, parti-

san nature). Some of the criteria in this sub–group may appear synonymous

with each other, but without any formal definitions within the analysed texts,

there is no way to confidently group these together. In our pilot studies stud-

ies (Chapter 6), we have turned to indicator words to identify the presence of

reasoning (e.g. the word ‘because’ always indicates that a reason will follow,

‘therefore’ always indicates that a conclusion will follow). However, we have

identified that this method alone is too arbitrary. This literature review has

identified another aspect of argumentation mining previously not considered;

that some check needs to be carried out to ensure the arguments presented

are not biased. Previous research in natural language processing has looked

at identifying bias in text. Doumit and Minai [56] use topic detection and

NLP techniques to identify bias in online news media.

Overall, the literature review has found multiple criteria which we have

then organised into groups and refined into the criteria that we believe are

important to researchers. These are re–stated in the Table 3.12 for clar-

ity. With this organisation and refinement being a subjective task, we next

conduct a survey to complement our results.
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Table 3.12: Final criteria from the credibility literature review
Final criteria from the literature review

Relevance

Strength of argument

Evidence backed

Quality of writing

Prior beliefs of the reader

Prior beliefs of others who influence the reader

3.5 Discussion

The literature review conducted in this chapter aims to collate the criteria

presented by other research for assessing the credibility of online media, and

then refine that criteria into a subset that is relevant to the credibility as-

sessments of researchers. The long term aims of the research is to discover

whether certain blog articles hold value to serve as an alternative form of ev-

idence in software engineering research. Having a list of criteria that aligns

with the requirements that researchers hold over the evidence they use is

a preliminary step in a methodology that semi–automates the retrieval of

high–value blog articles from the vast quantity of blog articles that exist on

the web.

A common theme throughout this chapter and the existing credibility re-

search is the subjectivity of the credibility assessment. Previous research has

accounted for this subjectivity by reporting on the credibility assessment of

particular user groups. However, credibility assessment is actually subjective

to each individual person in each individual circumstance. Two researchers

may assess the credibility of a given article differently and draw different

conclusions on the articles credibility given their own views and previous ex-

perience. Similarly, a single researcher may judge the same article differently

at two different moments in time. For these reasons, dictating the credibility

of blog articles to researchers is not viable. Instead, any future methodology

should assess articles based on some agreed upon credibility criteria, and then

present articles to the researcher ranked in order of relevance and provide the

tools that allow the researcher to make their own assessments. Verifying our

refined list of criteria with a representative set of researchers is presented in
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Chapter 4.

It is widely acknowledged that credibility assessment it subjective, but

this chapter has identified that a major problem with existing credibility re-

search is that it too can be interpreted subjectively in parts. For example,

the majority of research analysed provides no formal definitions for its cri-

teria, leading to ambiguous interpretations of what the criteria is. To aid

future research in credibility, we present a list of four recommendations for

future credibility studies:

1. Each individual study should provide their definition and type of defini-

tion (for example, conceptual or statistical) for ‘credibility.’ As even the

term ‘credibility’ can be interpreted subjectively. Each study should

provide their own formal definition until such a time that research can

agree on a formal definition for all. We have summarised the definitions

of 13 that can be used to serve as a starting point.

2. When assessing the credibility of a source, studies should give detail of

how they performed their assessment. If using credibility criteria, then

these criteria should be explicitly stated in the paper.

3. Where relevant, each of the criteria used should be accompanied with

a formal definition of what the criteria means. These definitions should

be reported in the paper, as well as provided to participants in studies

to reduce ambiguity of understanding between participants.

4. The source of the criteria should also be explicitly stated. In cases

where the criteria is collated through a literature review, each criteria

should reference its original source. If the criteria are collated through

an empirical study, this should also be made clear.

3.5.1 Addressing the research questions

RQ5.1: How is ‘credibility’ defined in research? Credibility is widely

accepted as a subjective concept throughout research. To combat this, previ-

ous research has segmented credibility assessment by user group. Therefore,

much of the research reported around credibility assessment is specific to
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a particular group (e.g. senior citizens, college students, visually impaired

etc). However, even within these user groups, a definition of credibility can

be subjective. Different people assess credibility differently based on their

own opinions and experiences. Even the same person may assess credibility

differently at different times and in different contexts.

Research needs to work towards a formal definition for credibility so that

the concept can be discussed and assessed more objectively. A possible

method for doing so, may be to review the current definitions and analyse

the similarities and contrasts. In this study we have gathered the definitions

of 11 publications to serve as a starting point and example (two of the papers

we analysed provided no definition). We leave a formal review and analysis

for future research, but from our gathered definitions, we can see that ‘be-

lievability’ and ‘trustworthiness’ are the two most common descriptors for

credibility.

RQ5.2: What are the conceptual criteria used to assess the credibil-

ity of online media. In this chapter, we have collated the conceptual cri-

teria presented in 12 publications (1 of the 13 publications analysed presented

no criteria). From this collation, we have presented the most frequently oc-

curring criteria (Table 3.5). These are; accurate, unbiased, trustworthiness,

complete, fairness, well written, design/look, authority, balanced, reliable,

professional, experience, credibility, reputation, expertise, believable.

However, although we believe our list of criteria to be extensive, we recog-

nise that 13 papers is a small subset of the research reporting around the

credibility of online media. Broadening our search criteria would have found

more publications and possible more criteria to consider.

RQ5.3: How do software engineering researchers determine the

quality of the evidence that they use in their studies? Kitchenham,

Dyba and Jorgensen [108] suggested that software engineering would benefit

from being evidence–based in 2004. This evidence–based and systematic

approach to research originates from medical sciences and promotes rigour

and thoroughness throughout. Wohlin [243] agrees that software engineering

research should be evidence based, but acknowledges that it is difficult to
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synthesise evidence, even in tightly controlled experiments. He presents five

criteria for evaluating evidence and finding high quality evidence for research;

the quality of the evidence, the relevance of the evidence, the ageing of the

evidence, the vested interest of the source and the strength of the evidence.

Fenton, Pfleeger and Glass report five questions that should be asked

about any claim made in software engineering research [60]. The first of

which asks whether the claim is based on empirical evaluation and data,

thus supporting Kitchenham et al.’s proposition for evidence-based research

ten years before its publication. The remaining four questions are about

the particulars of the study to assess the trustworthiness and rigour of the

evidence that the study presents.

Together, the two papers specified above paint a picture of the require-

ments that researchers place on the evidence they use in their studies. Evi-

dence must be rigorous, reliable, unbiased and relevant.

RQ5.4: How do the conceptual criteria map to how researchers as-

sess quality/what are the criteria that are relevant to researchers?

Given our collated criteria that was gathered for RQ5.2, and the requirements

that researchers hold over the evidence they use (RQ5.3), we next refined the

criteria down to those that are relevant to researchers.

After refining, we find that the remaining criteria for assessing the credi-

bility of online media all tend to fall under one of five criteria; the strength

of the message/argument, whether the article is supported by evidence, the

quality of the writing, the judgment of the individual and the judgment of

others (who recommend and as a result, influence the judgment of the indi-

vidual). Of course, the article has to also be relevant to the researcher.

Within these categories however, researchers may weight the importance

of the criteria depending on the nature of the research being undertaken. For

example, research looking at recent phenomenon may favour the timeliness

of the data over other criteria as a measure of relevance. Relevance is still

important however, as the evidence still needs to be on topic. Despite this

subjectivity within the categories, all categories remain important and must

be considered when assessing the credibility of online media.

At the moment, the work carried out around refining and grouping the
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criteria is subjective as it has been decided on by the authors. More work

is needed to validate our results through surveying a representative set of

researchers. This survey is presented in Chapter 4.

3.5.2 Threats to validity

Our main threat to validity in this study is that our sample for analysis

only included 13 publications. This could be due to the strict search criteria

that we initially developed for collecting relevant publications. As a form of

validation, we conducted a single iteration of backwards snowballing on the 13

publications. Together these 13 papers contain 509 references. We removed

duplicates and assessed the relevance of each publication in the same way

as described in our main analysis. This validation process yields an extra

30 papers which would have been good candidates for analysis. These 30

papers were not included in our study due to the strict requirements that

our search criteria places on the title of accepted publications. Similarly,

another weakness of this study is that we only used Google Scholar for the

search. Querying multiple databases may have yielded more relevant results

again.

Another threat, and one discussed extensively throughout the chapter is

one of subjectivity and bias in grouping the criteria. Three of the six groups

have been identified by our pilot studies (relevance, evidence backed, message

rigour), this literature review has added quality of writing, individual judge-

ment and judgement of others to this list but it is possible that the criteria

has been sorted into groups to fit into these existing categories. Hence, the

need to verify our refined criteria against a representative set of researchers.

3.5.3 Future research

The key threat to this literature review is that although we followed some

systematic principals, the review is not a full systematic review and therefore

not exhaustive. This is evident in the validation presented in the previous

subsection where a single iteration of backwards snowballing yields twice as

many new candidates then the number that were included in the study.

In the future, we plan to replicate this study systematically. The search-
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ing phase of this replicated study has already completed using four search

sources; Scopus, ScienceDirect, Google Scholar and Web Of Science (c.f. the

one search source used in the study presented here). This new search has so

far yielded 1,662 unique results (2,464 results before deduplication). After

removing results which were obviously not relevant to the research from the

title (e.g. papers discussing gold mining rather than mining stories from doc-

uments), 752 results remain. The next step is to run another filtering step

which looks at the abstract instead of just the title, and then the remaining

results will be applied analysed.

Aside from the replication study, we have also created and released a

Systematic Mapping Study protocol for credibility assessment. The protocol

has been reviewed by others and we plan to execute the protocol as part of

future research. The protocol has been made available online3.

3.5.4 Literature review conclusions

We have conducted a review of the literature to collate the criteria used by

others for assessing the credibility of online media. In doing so, we have found

that the subjectivity of credibility assessment has led to researchers reporting

criteria for individual user groups. However, none of the studies analysed

looked at the criteria that aligns with the requirements that researchers hold

over the evidence that they use. We have refined and grouped these criteria

into areas that we believe are relevant to researchers, although acknowledge

that an empirical study of a representative set of researchers is needed to

verify our results. We report that there are six distinct areas that exist for

researchers assessing the credibility of their evidence; the relevance of the

evidence to their research, the quality of the writing, whether the evidence is

itself backed by evidence, the strength and rigour of what is being said and

the arguments put forward, the judgment of the researcher, and the judgment

of others that can influence the judgment of the researcher.

In conducting this study, we also suggest four guidelines for future cred-

ibility studies so that researchers can by objective and systematic in this

very subjective area. Future credibility research needs to; explicitly state the

3 https://www.researchgate.net/publication/332190355
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criteria that they use for assessing credibility, formally define each of their

chosen criteria, state the source of each of their criteria, and provide their

definition for the term ‘credibility.’
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Chapter IV

Refining and validating our candidate list of credibility

criteria with a survey of researchers

4.1 Introduction

In the previous chapter, we acknowledged that our attempt at investigating

how the conceptual criteria identified in the literature review map to how

software engineering researchers assess quality was subjective to the opinions

of the author (RQ5.4). Therefore, we identified a need to validate the find-

ings against a representative set of software engineering researchers. Given

the (potential) contentiousness of using blog posts in software engineering re-

search, and the lack of guidelines, there is the need to empirically investigate

researchers’ opinions on the credibility of blog posts. There is also a need to

better understand the basis on which researchers evaluate the credibility of

blog posts. This chapter reports the results of a survey of software engineer-

ing researchers in which we empirically investigate both researchers’ opinions

on the credibility of blog posts, and the criteria the researchers (claim to) use

when evaluating the credibility of blog posts. These criteria could potentially

be used to (better) evaluate the credibility of blog posts for Grey Literature

Reviews (GLRs) and MLRs.

We therefore further break RQ5.4 into three parts for investigation:

• RQ5.4(i): To what degree do software engineering researchers consider

practitioner blog posts to be credible?

• RQ5.4(ii): How do software engineering researchers evaluate the credi-

bility of practitioner–generated blog posts?
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• RQ5.4(iii): To what degree do the criteria identified for RQ5.4(ii) gener-

alise to other practitioner–generated content, and to researcher–generated

content?

4.2 Methodology

4.2.1 Selecting criteria for survey

In planning the survey, we wanted to take steps to ensure a good response rate

was achieved. In order to do this, it was not feasible to validate all 88 criteria

from the literature review through survey. For example, the average time to

complete the survey was 11.7 minutes (see section 4.2.3). This translates to

1.3 minutes per criterion. By inference, surveying 88 criteria would take 1

hour and 54.4 minutes. The response rate would have significantly suffered

as a consequence.

We instead decided to focus on nine criteria in the survey. The previous

chapter aggregates criteria from existing literature and then groups these

criteria into six areas (Table 3.12). We use this table and prior research as

a basis for our selection. Our justifications for the nine criteria are given

below:

• Reasoning: The software engineering community recognises the impor-

tance of argumentation and reasoning. For example, Jorgenson [138]

discusses a well established model of argumentation. Rainer [188] ex-

tracts argumentation from practitioner written texts for analysis.

• Professional experience: Devanbu [50] demonstrates that practitioners

rely on experience from other practitioners. Devanbu also states that

where researchers use data as evidence in order to persuade, practition-

ers rely on experience. As well as argumentation, Rainer [188] extracts

experience and stories for analysing practitioner texts.

• Reporting of empirical data: As mentioned above, practitioners refer

to experience whilst researchers typically rely on data. We are also
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interested in the degree to which practitioner present data as evidence.

• Reporting of the method by which the empirical data was collected and

analysed: Aside from the data, we are also interested in the degree to

which practitioners report their method of data collection to evidence

rigour.

• Presence of web links to peer–reviewed research: citations are often

used as a measure of quality within research. We are interested in

investigating the extent to which practitioners cite research.

• Presence of web links to other practitioner sources: As with citations

to peer–reviewed research. We are interested to investigate the ex-

tent to which practitioners refer to other practitioners when providing

evidence.

• Clarity of writing: Clarity of writing is chosen to taken the issue of

ambiguity within text. Without clarity of writing, we cannot be sure

of the arguments being given. Prechelt and Petre [181] talk about the

validity of report. Work needs to be reported properly in order to be

useful.

• Prior beliefs of the reader: Software engineering research has increased

the number of systematic literature reviews in an attempt to address

confirmation bias within research. However, our prior beliefs influence

the way in which both researchers and practitioners experience the

world.

• Influence of other people’s opinions on the reader’s beliefs: Similar to

prior beliefs, we are interested in the degree to which researchers believe

others influence their beliefs. Devanbu [50] and Rainer et al. [189] both

acknowledge the influence of others over our views.

Table 3.12 also lists ‘relevance’ as a criteria. We do not survey the im-

portance of relevance on credibility assessment as of course data needs to be

relevant to the study being undertaken. Prechelt and Petre [181] discuss the

74



credibility in terms of validity and evidence. They differentiate between an

artefact that is credible but not relevant, and an artefact that is relevant but

not credible. The research presented in this thesis treats ‘relevance’ different

to other credibility criteria. We define the quality of grey literature in terms

of its relevance to the research being undertaken and its credibility.

4.2.2 Survey development and refinement

A draft survey was first developed, which was then reviewed by four col-

leagues who were familiar with the research. We revised the survey following

feedback from these colleagues. We then conducted a pilot study, invit-

ing responses from a network of software engineering researchers within New

Zealand (SIˆNZ1). We received eight fully completed survey responses. Based

on the feedback from the pilot study we clarified some questions e.g. chang-

ing our Likert scales to an odd number so that participants could portray a

neutral response. We also added an I don’t know option to several questions.

We used the Qualtrics2 online survey instrument to administer the survey.

An invitation email was sent to each participant, with instructions and an

anonymous link to the survey. The survey was approved by the appropriate

University of Canterbury Ethics Committee (HEC 2017/68/LR-PS).

The questions asked about the researcher’s research background, their

opinion on the general credibility of blog articles, the criteria they (would)

use to assess credibility of blog articles, whether they think the criteria gen-

eralise to other grey literature, and whether they think the criteria generalise

to research. Each question included the opportunity for the respondent to

provide open–ended, additional comments. We also asked respondents for

their contact details (optional), whether they would be willing to partici-

pate in a follow–up interview, and whether they would like to receive an

anonymised copy of the results on completion of the survey. The full list of

questions have been published online3 and can also be found in Appendix C.

We assume (and test this assumption below) that each answer from a re-

1 http://softwareinnovation.nz/

2 https://qualtrics.com

3 https://www.researchgate.net/publication/324784268
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spondent is independent of (all) their other answers. In particular, a respon-

dent’s opinion of the general credibility of blog articles should be independent

of the way they value the credibility criteria. For example, a respondent may

consider blog posts to generally have low credibility, but place a high value

on Clarity of writing. A hypothesis would then be that one reason a respon-

dent considers blog posts to have low credibility is because blog posts are

generally not clearly written. As we discuss below, one respondent did not

conform to our assumptions of independence.

4.2.3 Participants

The survey was conducted between 13th February 2018 and 26th March 2018.

Invitations were sent out to the Programme Committees of the Evaluation

and Assessment in Software Engineering (EASE) conference and the Empir-

ical Software Engineering and Measurement (ESEM) conference. ‘Overlap-

ping’ members for each Programme Committee were emailed only once, and

respondents involved in the development and refinement of the survey were

not invited to participate in the full survey.

Overall, 138 researchers were invited to participate. Four of these invi-

tee’s asked us whether they could forward the survey to their colleagues. We

approved these requests but were not able to track increase in numbers of

invited participants. Consequently, we are unable to report the precise num-

ber of people who received the invitation. 57 invitees started the survey and

44 completed it, giving a response rate of 32% (assuming 138 invitees). The

participants’ experience in research ranged from two years to 35 years, with

a mean average of 16.2 years. A summary of respondents’ research interests

is given in Table 4.1.

We estimated, from our draft and pilot study, that the survey would take

about 10 minutes to complete. (We intentionally designed a short survey

to encourage participation). The total time taken to complete the survey

ranged from 2.4 minutes to 22 hours with an overall average of 75.7 minutes.

Ignoring the completion times of the five responses that took longer than one

hour to complete gives a range from 2.4 minutes to 47.1 minutes, with an

average time of 11.7 minutes.
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Table 4.1: Summary of respondents’ research interests
Interest f Interest f

mining & analytics 17 evolution 2
testing 15 global s/w development 2
empirical SE 14 open source 2
human factors 14 project management 2
other 13 security 2
requirements engineering 12 software product 2
quality 10 technical debt 2
software processes 9 usability 2
agile 8 behavioural s/w engineering 1
research 6 programming 1
metrics 5 risk 1
software engineering 4 safety 1
EBSE 3 startups 1
maintenance 3

4.2.4 Post–survey follow–up

At the close of the survey, we followed–up by email with invitee’s asking for

reasons for why she or he did not start the survey, or started but it did not

complete it. (As the survey was anonymous we could not email only those

who had not completed the study). A similar follow–up was also conducted

with the SIˆNZ trial. The main reason given with both follow–ups was that

respondents were too busy to start, or complete, the survey.

4.2.5 Outlier analysis

Recall from above that we assumed respondents would answer each question

independently of the other questions. We identified one respondent who

scored 0 (zero; no blog post is credible) to the question asking about the

general credibility of blog posts; however, the same respondent provided a

maximum score of 1 on the Likert scale of 0 – 6 across all the questions asking

about the importance of the credibility criteria. This is a very surprising

response, for it implies that the respondent does not consider empirical data,

reporting of methods of data collection, reasoning, or citations to be valuable

for assessing credibility.

To better understand the respondent’s responses, we examined their qual-
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itative comments. The respondent writes, “. . . it is simply impossible to eval-

uate the value [of blog posts] since no real evidence is provided. . . ”. This

statement implies that the respondent actually values evidence, but the re-

spondent subsequently scored that criteria very low (which implies they do

not value evidence as a criteria of credibility). We speculate that the re-

spondent has misinterpreted the questions about credibility criteria. (Al-

ternatively, the respondent may consider all the criteria irrelevant as they

consider blog posts to not be credible.) We conclude that the safest way

to handle this respondent’s responses is to remove them entirely from the

sample. Removing these responses from our results noticeably alters the

subsequent statistics (e.g. mean, standard deviation, and the minimum val-

ues), actually increasing the minimum expectations that credible blog posts

should provide evidence. We return to this issue later in the chapter.

4.2.6 Assessing the independence of questions

Table 4.2 presents Spearman’s rank–order correlations for the criteria. In

most cases, the criteria do not correlate with each other, which suggests we

have independent constructs. Two pairs of criteria have strong correlations,

however: Reporting data and Reporting methods of data collection, and Prior

beliefs and Influence of others. For the Reporting data and Reporting methods

of data collection criteria, the field of software engineering research recognises

these as separate constructs, though the correlation may suggest that they

are closely related to each other. For the criteria of Prior beliefs and Influence

of others, the respondents appear to consider both of these criteria as not

important (see for example the statistics reported in Table 4.4).
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Table 4.2: Spearman’s rank–order correlations
Criteria CoW RED RM PExp URL-P URL-R Reason Beliefs IofO

CoW: Writing 1 0.02 -0.13 0.01 0.03 0.09 0.25 -0.05 0.08
RED: Data 1 0.74 -0.09 0.01 0.27 0.01 -0.20 -0.21
RM: Method 1 0.03 0.20 0.30 0.04 -0.13 -0.24
PExp: Experience 1 0.28 -0.11 0.11 0.15 0.14
URL-P: Practice 1 0.55 0.13 0.25 0.27
URL-R: Research 1 0.25 -0.15 -0.01
Reason: Reasoning 1 -0.18 0.11
Beliefs: Prior beliefs 1 0.78
IofO: Influence of others’ 1

See Table 4.3 for an explanation of the acronyms.
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4.2.7 Qualitative analyses

For each appropriate quantitative question in the survey we invited the re-

spondent to provide open–ended comments. The thesis reports a selection of

verbatim quotes from the respondents. We choose not to report frequencies

of coded qualitative data for several reasons: first, our motivation for report-

ing qualitative comments is to provide a rich complement to the quantitative

data. Quantifying the qualitative data dilutes that richness and simply pro-

vides another set of quantitative results. Second, a respondent can provide

qualitative comments for each and all of the criteria, with the effect that there

could be a kind of ‘double counting’ of frequencies of codes (where a code

repeats across each criteria). Indeed we found some respondents proposing

additional criteria that were already present in the survey. Third, the quan-

tity of comments declined as the respondents progressed through the survey,

with (typically) reduced variation and frequency of codes identified for later

criteria. This results in a kind of imbalanced dataset were one to compare

comments across different questions.

We used NVivo4 to qualitatively analyse the data. We read several times

each set of comments, and iteratively developed nodes to denote respon-

dents’ concepts, and then discussed the summaries of our qualitative data.

As already stated, for the thesis, the purpose of presenting a selection of

qualitative data is to provide a rich complement to the quantitative results.

4.2.8 Public access to data

For transparency, the raw responses from all respondents have been made

available online5.

4.3 Quantitative results

In this section, we first report the overall results, then consider results by

sub–sample, and then consider the generalisability of the criteria.

4 NVivo for Mac, version 11.4.2; https://www.qsrinternational.com/nvivo/home

5 https://www.researchgate.net/publication/331704210
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4.3.1 The general credibility of blog posts

The survey asked researchers whether, in general, they consider blog posts to

be credible. We are conscious that respondents are being asked to evaluate

a complex situation (i.e. a very large volume of blog posts that vary in

content and quality) with a one–score response. Figure 4.1 presents the

results. (To clarify, the figure is not suggesting that respondents consider

more than half of all blog posts to be credible.) Thirty seven of the 43

respondents provided qualitative comments to support their answer. Ten of

the 37 responses indicated that “it depends” (for example, it depends on the

topic, subject matter, author). Given the complexity of the situation, a score

of 3 might constitute the ‘safest’ response, or the most conservative response,

for many respondents.

Figure 4.1: The general credibility of practitioner blog posts (n=43, Mode=3,
Median=3, Mean=2.7).

4.3.2 Overall results for the credibility criteria

Respondents were asked about the criteria they use to assess the credibility of

blog posts. For each criterion, respondents were asked to rate the importance

on a 7–point Likert scale, ranging from 0 Not at all important to 6 Extremely
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important. Table 4.3 presents the overall results. (Again, for clarification,

the table is not suggesting that blog articles are generally well–reasoned,

or have empirical data etc., but instead indicates the degree to which the

respondents value each criterion).

Table 4.3: Researchers’ ranking of the credibility criteria
Range of responses (n=43)

0: Not at all important to 6: Extremely important
DK: Don’t know

Criterion 0 1 2 3 4 5 6 DK

CoW
f 0 0 2 8 7 13 13 0
% 0.0 0.0 4.7 18.6 16.3 30.2 30.2 0.0

RED
f 0 0 1 3 11 14 14 0
% 0.0 0.0 2.3 7.0 25.6 32.6 32.6 0.0

RM
f 0 1 2 4 13 11 12 0
% 0.0 2.3 4.7 9.3 30.2 25.6 27.9 0.0

PExp
f 0 1 2 6 9 16 9 0
% 0.0 2.3 4.7 14.0 20.9 37.2 20.9 0.0

URL-P
f 1 2 4 5 12 14 4 1
% 2.3 4.7 9.3 11.6 27.9 32.6 9.3 2.3

URL-R
f 1 2 4 1 10 19 6 0
% 2.3 4.7 9.3 2.3 23.3 44.2 14.0 0.0

Reason
f 0 0 1 3 5 15 17 2
% 0.0 0.0 2.3 7.0 11.6 34.9 39.5 4.7

Beliefs
f 6 3 3 9 7 7 3 5
% 14.0 7.0 7.0 20.9 16.3 16.3 7.0 11.6

IofO
f 5 5 9 5 9 7 3 0
% 11.6 11.6 20.9 11.6 20.9 16.3 7.0 0.0

Explanation of acronyms
CoW: Clarity of writing RED: Reports empirical data
RM: Reports data collection PExp: Professional Experience
URL-P: Link to practitioner source URL-R: Link to research source
Reason: Reasoning Beliefs: Prior beliefs
IofO: Influence of others

The data in Table 4.3 allows us to examine the relative importance of

each criteria, in particular whether a criterion is essential for credibility. We

calculated the mean, median, and percentage of respondents who ranked the

criteria as 6 Extremely important. Table 4.4 presents the three statistics, with

the criteria ranked in the table according to the percentage of respondents
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who considered that criterion as Extremely important.

Table 4.4: Statistics and rankings for credibility criteria
Statistics Rankings

Me Mo Md SD %(6) Md Me %(6)

Reason 5.1 6 5 1.0 38.6 1 1 1

RED 4.9 6 5 1.0 31.8 1 2 2

CoW 4.6 5 5 1.2 29.5 1 3 3

RM 4.6 4 5 1.3 27.3 1 3 4

PExp 4.5 5 5 1.2 20.5 1 4 5

URL-R 4.3 5 5 1.5 13.6 1 5 6

URL-P 4.0 5 4 1.4 9.1 2 6 7

Beliefs 3.1 3 3 1.9 6.8 3 7 8

IofO 3.0 2 3 1.8 6.8 3 8 8

Me: Mean; Mo: Mode; Md: Median; SD: Standard deviation;
%(6): Percentage of respondents rating the criterion as

6 Extremely important.
See Table 4.3 for explanations of other acronyms.

We observe three features in Table 4.4. First, it is surprising how low

(some of) the percentages are e.g. ‘only’ 32% of researchers consider the Re-

porting of empirical data to be extremely important. This is surprising for

an empirical discipline. Perhaps the ‘low’ percentage suggests that respon-

dents consider that none of these criteria are essential to credibility (just

as not all software engineering research publications must contain empirical

studies) though some criteria are clearly more important for credibility. Or

alternatively, respondents may be making some kind of adjustment in their

expectations for blog posts in contrast to peer–reviewed publications.

Second, that Reasoning is the criteria most frequently considered ex-

tremely important. Software engineering researchers place considerable em-

phasis in their publications on evidence and empirical data. Given these

responses, it is surprising that the quality of reasoning receives relatively

little explicit consideration in software engineering research e.g. there are

few guidelines in the field on argumentation or reasoning (though Rainer

[188] uses argumentation schemes in his analysis, Jorgensen et al. [138] con-

sider Toulmin’s model of argumentation, and numerous papers discuss the

appropriate analyses and interpretation of data e.g. [110]). Later, when
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we consider sub–samples of the data, we find a more nuanced valuation of

Reasoning by the respondents.

Third, Devanbu et al. [50] and Rainer et al. [189] found that software

engineering practitioners valued their own professional experience, and that

of their colleagues, over independent, third–party empirical evidence. By

contrast, researchers assign a low importance to Prior beliefs and Influence

of others.

The criteria of: Presence of reasoning, Reporting of empirical data, Clarity

of writing and Reporting of the method of data collection all rank highly as

important criteria. The presence of web links to research sources ranks higher

than the presence of web links to practitioner sources. This is to be expected

given that researchers completed the survey. The reporting of professional

experience ranks fifth in our list.

4.3.3 Results by sub–sample

Given the “it–depends” response reported, the overall results for the credibil-

ity criteria in Section 4.3.2 may disguise differences within the dataset. We

therefore separated the data into three sub–samples based on the degree to

which respondents considered blog posts credible: Low credibility (scores of

0 and 1), Medium credibility (scores of 2 and 3) and High credibility (scores

of 4 and 5, though Figure 4.1 indicates no respondent scored 5). Summary

statistics are presented in Table 4.5 for each sub–sample. (For ease of refer-

ence, the most relevant values to this discussion are emboldened and enlarged

in the table).
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Table 4.5: Summary statistics for the three sub–samples (relevant statistics are emboldened and enlarged)
Min Max Mean Mode Median %(6)† RnkMeMn Rnk%(6)

L M H L M H L M H L M H L M H L M H L M H L M H

CoW 3 2 3 6 6 6 4.6 4.6 4.7 6 5 5 5 5 5 43 28 29 6 4 3 2 3 2

RED 5 3 2 6 6 6 5.4 4.9 4.1 5 6 5 5 5 4 43 35 14 1 1 4 2 1 3

RM 2 2 1 6 6 5 5.0 4.7 3.7 6 4 4 5 5 4 44 31 0 3 3 6 1 2 4

PExp 2 1 3 6 6 6 4.7 4.3 4.9 5 5 5 5 5 5 29 17 29 5 5 2 5 4 2

URL-
P

2 0 2 6 6 5 4.3 3.9 3.9 5 5 4 5 4 4 14 10 0 7 7 5 6 5 4

URL-
R

4 0 1 6 6 5 4.9 4.3 3.4 5 5 4 5 5 4 14 17 0 4 5 8 6 4 4

Reason 4 2 4 6 6 6 5.1 4.9 5.6 6 5 6 5 5 6 43 31 71 2 1 1 2 2 1

Beliefs 2 0 2 5 6 6 3.2 2.8 3.9 3 0 4 3 3 4 0 7 14 9 8 5 8 6 3

IofO 2 0 2 5 6 5 3.4 2.7 3.6 2 1 4 3 2 4 0 10 0 9 7 7 8 5 4

L — M — H: Sub–samples of those who considered blog posts have: RnkMeMn — Rnk(%(6)): Criteria ranked by:
a (L) Low level of credibility (scored 0 or 1); Median, and then Mean; and
a (M) Medium level of credibility (scored 2 or 3); and % of respondents rating the criterion as
a (H) High level of credibility (scored 4 or 5). Extremely important.

† The %(6) columns have been rounded to the nearest integer. See Table 4.3 for explanations of other acronyms.
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Due to the small sample sizes for the Low and High sub–samples, we

avoid a statistical comparison of these samples e.g. Mann Whitney. Instead

we examine the descriptive statistics. We are conscious that with sufficient

quantities of statistics (as in Table 4.5) one is more likely to find interesting

values by chance. Acknowledging that caveat, we observe the following:

First, the Low sub–sample ranks four criteria relatively highly (see the

columns headed %(6) in the table) i.e. Clarity of writing (CoW), Reporting

empirical data (RED), Reporting methods of data collection (RM) and Rea-

soning (Reason). These four criteria most clearly align with the values of

the empirical software engineering research community.

Second, the Low sub–sample has a minimum value of 5 for Reporting

empirical data (RED) (see column 2 of the table). This is the highest of

that sub–sample’s minimum values, and the highest value across all of the

minimum values for the three sub–samples (see the leftmost columns 2 – 4

of the table). This could suggest that respondents in the Low sub–sample

place a particularly high value on reporting empirical data. This might be

a spurious result in our data, but as noted it is a result consistent with the

overt values of an empirical research community. (This observation would

be affected by the outlier: if the outlier was retained the minimum value of

5 would decrease substantially therefore suggesting that empirical data was

less important.)

Third, 71% of respondents in the High sub–sample rate reasoning (Rea-

son) as extremely important (see the columns headed %(6) in the table).

This contrasts with 43% and 31% in the Low and Medium sub–samples ret-

rospectively, and suggests that respondents in the High sub–sample place a

particularly high value on reasoning. This observation might explain why this

sub–sample considers blog posts to generally be credible: the respondents in

this sub–sample primarily evaluate credibility in terms of the presence of rea-

soning, and blog posts provide a flexible medium for practitioners to express

their reasoning. A related observation is that none of the respondents in the

High sub–sample consider the Reporting methods of data collection (RM),

citations to practitioner sources (URL-P), or citations to research sources

(URL-R) to be extremely important.

Fourth, we observe a more moderate range of values for the Medium
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sub–sample (see the columns headed %(6) in the table). The Medium sub–

sample has four times the number of respondents as either of the other two

sub–samples. We would therefore expect a more Normally–distributed dis-

persal of data. Observe that the Medium sub–sample has the same top–four

criteria as the Low sub–sample, and ranks those criteria in a similar order

i.e. Reporting empirical data (RED), Reporting methods of data collection

(RM) and Reasoning (Reason), and Clarity of writing (CoW). It could be

that the respondents in the Medium sub–sample are more ‘accommodating’,

compared to the Low sub–sample, in their evaluation of the credibility of

blog posts. In other words, respondents in the Medium sub–sample appear

to recognise (or be more willing to recognise) the qualifying nature of credi-

bility for blog posts.

Fifth, our discussion has focused on the %(6) statistics in the table (due

to publication constraints). The modal statistics are also interesting for they

provide an indicator of the consensus position for each sub–sample. For

most cases, the modal averages are much closer to the maximum values than

the minimum values, suggesting the minimum values are (more likely to be)

atypical.

Finally, the contrasting views between the three sub–samples together

with the contrasting views within each sub–sample may help to explain why

blog posts are contentious. As one example, the High–credibility respondents

place a high value on Reasoning and a low value on Reporting empirical data

for blog posts, in contrast to the Low–credibility respondents who place a

relatively high value on Reporting empirical data.

4.3.4 Generalisation of the criteria

We are also interested in the degree to which the criteria could be used

for assessing other kinds of practitioner–generated and researcher–generated

content. We therefore asked the following two questions in the survey:

1. Do you think that the criteria identified generalise to assessing the

quality of content written by practitioners, other than blogs e.g. emails,

Q&A sites such as Stack Exchange, comments that have been provided

in response to blog articles?

87



2. Do you think the criteria identified generalise to assessing the quality of

content written by researchers e.g. journal articles, conference papers?

For both questions, the available answers were: In general, yes ; In gen-

eral, no; or It depends (please explain below).

Table 4.6 indicates that over 60% of respondents thought that the criteria

generalise to other practitioner–generated content. A very similar percentage

(over 58%) thought the criteria also apply to researcher–generated content

too.
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Table 4.6: Does the model generalise to other content?
General credibility of blog articles (n=43)

0 1 2 3 4 5
Count f % f % f % f % f % f % Total %

Does the model generalise to practitioner–generated online content?

Yes 26 0 0.0 4 9.3 3 7.0 16 37.2 3 7.0 0 0.0 60.5

No 6 0 0.0 1 2.3 2 4.7 1 2.3 2 4.7 0 0.0 14.0

It depends 11 0 0.0 2 4.7 2 4.7 5 11.6 2 4.7 0 0.0 25.6

Total 43 0 0.0 7 16.3 7 16.3 22 51.2 7 16.3 0 0.0 100.0

Does the model generalise to researcher–generated content?

Yes 25 0 0.0 3 7.0 4 9.3 14 32.6 4 9.3 0 0.0 58.1

No 10 0 0.0 1 2.3 2 4.6 5 11.6 2 4.7 0 0.0 23.3

It depends 8 0 0.0 3 7.0 1 2.3 3 7.0 1 2.3 0 0.0 18.6

Total 43 0 0.0 7 16.3 7 16.3 22 51.2 7 16.3 0 0.0 100.0
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4.4 Qualitative results

4.4.1 Additional credibility criteria

In addition to asking survey respondents for their rating of each of the credi-

bility criteria, we also asked participants to identify criteria missing from, or

not considered in, our list of criteria. Table 4.7 presents a preliminary list of

additional criteria suggested by participants. Table 4.8 provides a selection

of quotes from the respondents to illustrate the additional criteria.

Table 4.7: Summary of (some) additional criteria
Criterion Explanation

Author A complex criterion covering a range of author attributes, includ-
ing expertise; background and experience; conflicts of interest;
affiliation; prior beliefs (of the author); motivation and intention;
reputation and prestige; presence of declared limitations and self–
reflection in the blog post.

Context The context of the publication process (e.g. peer–review), sepa-
rate to the context of the author’s experience, and to the context
in which the reader reads the blog post.

Medium For example, contrasting Stack Overflow with a blog post with a
YouTube video.

Blog Other properties of the blog, for example the frequency and rele-
vance of blog posts.

Table 4.8: Selection of verbatim quotes from respondents

Relating to the additional criteria suggested by survey participants

1 Author affiliation and expertise. Martin Fowler vs a less experienced

[person]

2 Describing the context for ones statements/blog/info. What is your ex-

perience, how broad is it, from which industries/domains, how many

years etc. See Peterseon (sic) and Wohlin on describing context for em-

pirical SE research, for example.

3 Frank disclosure of the writer’s background and experience that has

shaped its understanding of the world and software development processes.

Disclosure of the peculiarities in the data (e.g. biases, imbalances, limi-

tations, etc).
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Continuation of Table 4.8

4 I also appreciate if the prior beliefs/assumptions of the author(s) are

made clear in the article.

5 If a practitioner is writing about something regularly, then any post

they write within that area is much more credible than a post in an unre-

lated or even just different area.

6 Implicitly, the popularity of the authors, the popularity of the blog (is it

well known, can everyone post there or was the author accepted to present

his content there).

7 Motivation of the author, for example: promoting company technolo-

gy/practices, consultant looking for publicity.

8 The prestige of the blogger, e.g. Kent Beck

9 The prior beliefs of the blog writer - does the writer offer evidence

of challenging/reflecting upon their own personal beliefs in response

to any learning/understanding they have acquired on the topic they have

written the blog on.

10 Time of publication. Really old blog posts are less relevant obviously.

Qualifying the criteria generalisation to other practitioner content

11 It depends on the context. In cases where peer review takes place (e.g

Stack Exchange) some criteria are of less importance (e.g. recommenda-

tions and CV).

12 Unlike academic articles, which can be judged on the basis of the method

and data collected, the quality of a blog articles also depends on the

reputation and experience of the author: everyone can have an opinion

(which is what most blog articles express I think), but opinions of reputable

authors carry more weight.

13 [Blog posts are a] Totally different means of information and goals

Qualifying the criteria generalisation to other researcher content

14 Unfortunately, research publications do not provide means to assess the

article’s authors’ past experience.

15 The key difference. . . between research publications and practitioner pro-

duced material should have been subject to scrutiny through peer-review.

The same cannot always be said of blog material. Whether the peer review

of academic publishing is more rigorous and hence intrinsically of better

‘quality’ in terms of is, however, questionable.
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Continuation of Table 4.8

16 The use of references, theoretical framing and relation to existing

evidence is quite different in research articles. If we exclude this, if the

blog post is in fact a research report, I could not care less where it was

published or if it was peer reviewed. I will review it myself and then

decide how to use it for my research activities. In general: a blog post is

a source of evidence.

17 I think we should assess the type of information according to its intention.

It is unfair to assess a blog post as we would do to a scientific paper, and

vice–versa. They have different target audience. I understand that

blog posts that present some empirical data or method have additional

positive characteristics, while scientific works that present neither of them

have additional negative characteristics. Both can be assessed regarding

a their reasoning and the use of practical experiences, though.

18 Clarity and method descriptions are in general more important when

assessing research contributions while CV and reputation is less impor-

tant

4.4.2 Generalisation of the criteria

Table 4.8 presents a selection of quotes from respondents on generalising the

credibility criteria to other practitioner–generated content and to researcher–

generated content. The quotes in Table 4.8 complement the information

reported in Table 4.6 and section 4.3.4.

In terms of generalising the criteria to other researcher–written content,

respondents generally considered that the criteria apply, though have dif-

ferent ‘weightings’ to those criteria when evaluating research articles. Some

respondents implied or stated that some criteria had a minimum threshold

for credibility, or were essential.

4.5 Discussion

4.5.1 Addressing the research questions

RQ5.4(i): To what degree do software engineering researchers con-

sider practitioner blog posts to be credible? We are conscious that
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respondents were asked to evaluate a complex situation with a one-–score re-

sponse. Perhaps the most balanced interpretation of the results is to conclude

that software engineering researchers provide a conditional, or qualified, an-

swer: it depends. Some researchers (n=7) consider that generally blog posts

are credible, whilst other researchers (also n=7) consider that generally blog

posts are not credible, and the majority of respondents (n=29; 67%) provide

an intermediate response (see Table 4.3, Figure 4.1 and Table 4.8).

RQ5.4(ii): How do software engineering researchers evaluate the

credibility of practitioner–generated blog articles? Of the nine spe-

cific criteria we proposed to respondents, respondents found seven of those

criteria to be valuable for evaluating the credibility of blog posts (see Table

4.4). A number of these criteria are unsurprising for research e.g. Report-

ing empirical data, Reporting methods of data collection. Two of the valued

criteria — Reasoning and Clarity of writing — are not usually explicitly

discussed by researchers e.g. there is a lack of guidelines on reasoning, in

contrast to many guidelines and checklists for study design, data collection,

analysis etc.

For the remaining two criteria — both relating to beliefs — these were

ranked the lowest by the researchers. Yet these criteria are valued highly (or

are related to criteria that are valued highly) by practitioners (cf. [50, 189]).

Our sub–sample analyses reveals contrasting views, amongst respondents,

about the value of the credibility criteria. This may (partially) explain why

blog posts are contentious for some members of the research community.

In addition to the criteria proposed to respondents in the survey, respon-

dents were also invited to suggest additional criteria. Of the four criteria

proposed (see Table 4.7) the Author criteria is clearly the most complex.

RQ5.4(iii): To what degree do the criteria identified for RQ5.4(ii)

generalise to other practitioner–generated content, and to researcher–

generated content? Three–fifths of respondents considered that the pro-

posed criteria would generalise to both other practitioner–generated content

and to researcher–generated content (see Table 4.6). Given respondents’

qualified answers to RQ5.4(i), we infer that respondents also qualify the gen-
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eralisation of criteria. For example, researchers may weight the importance

of the criteria depending on the nature of the publication being evaluated,

or a researcher investigating a recent phenomenon may favour the timeliness

of data.

4.5.2 Threats to validity

There are a number of threats to the validity of this study. There is always

the question as to whether survey respondents are representative of the wider

population. We approached researchers from two of the leading conferences

in the discipline, and have summarised their research interests in Table 4.1.

We had a reasonable response rate for the survey (32%) and also conducted

follow–ups with non–respondents. Also, in conducting a survey we ask re-

spondents how they think they assess credibility rather then measuring the

reality of what those respondents actually do. Similarly, we ask respondents

for their general ratings in contrast to, for example, providing a concrete

example of a blog post and asking respondents to evaluate that post (which

is an opportunity for further research).

Also, as noted, we removed the responses from one respondent as they

were ‘internally contradictory‘. Removing the ‘data point’ affects the results

(albeit in a ‘positive’ way). We have explained the rationale for removing the

‘data point’ and provide the data publicly for others to review. The anomalies

apparent for that respondent’s responses may recur, but in a subtler way, for

other respondents. Future work could use alternative research methods, such

as interview, to explore these subtleties.

4.5.3 Further research

There are a number of general directions in which to extend this research.

Whilst we report here a selection of qualitative results, there is more qual-

itative data available to analyse, as well as the opportunity for increased

synthesis of the quantitative and qualitative data. The study could (and

should) be replicated with other respondents, both researcher and practi-

tioner. Other research strategies should also be employed, such as interview,

focus group and interactive poster [52].
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As we conduct research on the use of blogs, peers within the research

community raise concerns about the validity and relevance of blog posts as

a source of evidence for research. Table 4.9 summarises a selection of these

concerns (some raised through the survey). Publication constraints prevent

a full response to these concerns in the current paper, however as a brief

response: first, we acknowledge these concerns. Second, social media has

dramatically changed the way that practitioners share information [219, 218]

and research has the responsibility to examine the opportunities (and threats)

arising from these changes. Third, it is because of these concerns that we are

seeking to evaluate the potential of blog posts as a source of evidence, rather

than pre-emptively accepting or rejecting blog posts. Finally, many of these

concerns can also be directed at (individual) responses from practitioners

that are collected by interview, survey etc. The items raised in Table 4.9

suggest specific areas for further attention by researchers.

Table 4.9: Concerns about the use of blog posts in research
Issue Source

Blogs are anecdotal Survey

Blogs contain a lack of contextual information Survey

Blogs contain subjective/bias opinions only Survey

Blogs are based on experience, which is limited Survey

Blogs are not scientifically validated Survey

Blogs contain no real evidence Survey

Credibility is subjective to the reader, therefore is not truth Other

Blogs cannot be trusted as there is no formal review process Other

4.5.4 Survey conclusions

We report the results of a survey that investigates three broad issues: the

degree to which software engineering researchers consider practitioner blog

posts to be credible; the criteria that these researchers (claim to) use when

evaluating blog posts; and the degree to which the criteria identified could

generalise to other practitioner–generated content and researcher–generated

content. Our findings suggest that researchers take a qualified attitude to

the credibility of blog posts, essentially that the credibility of a blog post
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depends on a range of factors. We identify four criteria that are most consis-

tently valued by the respondents: Reporting empirical data (RED), Report-

ing methods of data collection (RM) and Reasoning (Reason), and Clarity

of writing (CoW). These criteria are consistent with published guidelines

and quality checklists (such as [107]), and with the values of the empirical

software engineering research community. We also find that approximately

60% of researchers consider that the criteria apply to other practitioner–

generated content and to researcher–generated content (presumably also a

qualified generalisation). Finally, we recognise that using blog posts in soft-

ware engineering research is a contentious issue, for some in the community,

and we briefly discuss that issue.
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Chapter V

Developing a model of credibility assessment in software

engineering research

5.1 Introduction

This chapter brings together the work of chapters 3 and 4 to develop a

model of credibility assessment of practitioner–generated blog–like content

in software engineering research. In doing so, we conclude our investigation

of RQ5 ‘How do we measure quality?’

In [194], we present a model of the process in which a practitioner writes a

blog article (presented here in Figure 5.1 and Table 5.1). To summarise; the

practitioner experiences some phenomenon happening in the world and forms

opinions around the phenomenon that are moulded by their prior beliefs. The

practitioner then reports those opinions and publishes for others to consume.

Figure 5.1: A model for reasoning about the credibility of practitioner–
written content (taken from [194])
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Table 5.1: Brief explanation of items in Figure 5.1
# Explanation

1 Much of the model concerns internal processes taking place within the au-
thor. This introduces threats to validity relating to subjectivity, and also
challenges to research due to the invisibility of the internal author pro-
cesses. An example approach to tackling these issues is protocol analysis
e.g. [85, 84]

2 In terms of research, we are interested in what the author is able to de-
scribe of real–world software engineering activities. These descriptions
are obviously filtered through the processes that occur between item 2
and item 8 of the model.

3 Experiencing is an active engagement. Experiencing can take place at
different levels of scope and resolution e.g. directly experiencing program-
ming in contrast to experiencing the ‘behaviour’ of a software organisation
[48, 47]. The formation of experiences is influenced by prior beliefs, and
in turn influences those beliefs.

4 Beliefs are defined as conceptions, personal ideologies, world-views and
values that shape practice and orient knowledge [172]. Passos et al. [172]
have investigated the role of beliefs in software practice.

5 Underpinning the processes that occur within the author, the author has
the ability to self–reflect (to some degree) and to reason (to some degree)
about her or his experiencing, beliefs and reporting.

6 Other people’s beliefs may influence the author. This is implied by the
fact that practitioners read the articles written by bloggers. Devanbu et
al. and Rainer [189] have investigated the role of others’ beliefs.

7 The author reports a range of information that potentially includes some
(partial) description of their experience of software engineering, some ex-
pression of her or his beliefs, and some degree of reasoning (inferences)
relating experience and beliefs. Other information may be communicated
of course e.g. humour. Some information may be withheld e.g. commer-
cially privileged information.

8 The report need not be a written report (although we focus on written
reports here).
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The model is not intended to demonstrate the process in which a prac-

titioner works psychologically. Instead the model can be used to identify

threats to validity and quality assessment in the process (e.g. the practi-

tioner may mis–experience an activity, or mis–report an activity). We also

hypothesise that a similar kind of process to Figure 5.1 would occur for inter-

views and survey responses (e.g. there are a number of threats to the quality

of response a respondent could provide in an interview or a survey). While

this model demonstrates the reporting process of the practitioner, it does

not provide a complete picture of credibility assessment. There are three key

issues with the existing model:

1. In focusing on the perspective of the practitioner writing the report,

the model does not give a holistic view of the overall process. In 1960,

Berlo [19] presented a model of credibility which is still often used

today. Berlo stated that there are four areas of credibility assessment;

Source, Message, Receiver, Channel (SMRC). The existing model does

not take into account the receiver (reader) and the channel, focusing

only on the source (author) and the message (report).

2. After conducting the literature review and survey on credibility assess-

ment. We know that there are more contributing factors that influence

both the practitioner writing the report, and the reader (the researcher)

consuming the report (for use as evidence in their studies).

3. The existing model assumes that a report is published and then exists

as an entity with no further involvement from the practitioner. In fact,

reports are often re-visited by the author in order to make corrections

and updates. As opinions around a topic evolve, the report often does

to. When publishing a report on the Web, the report is often also

accompanied by a comments section, or a specific discussion board so

that the author can interact with and develop ideas further using the

audience.

We therefore seek to complement this model with the development of a

second model. Instead of being a model of how practitioners develop and
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report opinions, this new model will be a model for credibility assessment

of practitioner–written reports that is specific to software engineering re-

searchers.

5.2 Developing the model

The first step of developing the model further is to show the holistic view

of the interactions that take place throughout the entire publication process.

Figure 5.2 presents such a view. The figure is intended to show the interac-

tions that take place from the perspective of the researcher, who is consuming

the practitioners’ written documents for use as evidence in a primary study.

Figure 5.2: An overview of the interactions that occur throughout the pub-
lishing of a blog–like document

The figure shows how all four areas of credibility assessment in Berlo’s

[19] model and how each interacts with each other. As demonstrated in the

existing model, practitioners experience some phenomenon and form opin-

ions which are moulded by their prior beliefs. These opinions are developed

and written up as a report which is then published on the web using a spe-

cific channel (e.g. a personal blog). The research then reads this report and

assesses its perceived credibility and relevance to the particular domain/prob-

lem in which they are working on. Reports of sufficient relevance and credi-

bility may be considered as evidence in the researchers study. Note that their

is an additional actor presented in Figure 5.2, the audience of the channel.

Acknowledging the audience is important, as they have influence over the
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researchers’ credibility assessment. The thematic analysis conducted in the

previous chapter around the survey showed that researchers used the reputa-

tion of the practitioner as a criteria for assessing credibility (a more detailed

thematic analysis is conducted in [193], but has been omitted from the thesis

as it was conducted by the primary supervisor). Reputation can be perceived

as a product of the interactions that take place between the channel and its

audience. For example, a larger audience with more positive interactions has

a better reputation than a smaller audience with negative interactions. The

perceived reputation of the researcher is measured by the overlap between

the channels audience and the people of whom the researcher is aware of.

This perceived reputation can also be influenced by the number of ‘likes’,

subscribers and positive comments on the channel. This and similar measures

are often adopted by research as they are quantitative (e.g. [224, 101, 5]).

However, such measures should be used with caution, as they can often

be misleading. For example, a report may receive a large number of ‘likes’

because it is humorous, regardless of the credibility and quality of the report.

Making the distinction between the audience and the individual reader is

important for discussing a model for credibility assessment. However, the

audience can not be considered an extension to Berlo’s model, as they are

essentially just other readers of the blog and therefore already included in

the SMRC model. Also, the example discussed in the previous paragraphs

(reputation) doesn’t exist outside of Berlo’s SMRC model, it is instead a

credibility criteria of the channel itself.

Tables 5.2, 5.3, 5.4 and 5.5 present the criteria that affect credibility

assessment at each stage of Berlo’s SMRC model. The source of these criteria

is the output from the literature review in Chapter 3 and the survey in

Chapter 4. The mapping of criteria to the relevant parts of the SMRC model

(i.e. deciding where each criteria belongs) was conducted by the author, and

then reviewed and adapted through discussion with the primary supervisor.

The developed model aligns with, and extends existing quality check-

lists for literature assessment. Garousi et al. [70] present guidelines for

conducting multi–vocal literature reviews and Kitchenham et al. [107] also

present guidelines for conducting systematic literature reviews in software

engineering. Their extensive quality checklists are both made up of a series
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Table 5.2: The credibility criteria relevant to the source (i.e. the author of
the document)

Criteria Description

Prior beliefs The prior beliefs of the author affect their opinions. The
prior beliefs are made up of previous experience, the in-
fluence of others (e.g. through storytelling), self reflection
and the authors’ personal values.

Motivation The motivation the author has for writing the article.

Affiliation(s) Is the author biased by an affiliation/sponsor?

Expertise What is the expertise of the author? Are they qualified
in the area of the article being written?

Table 5.3: The credibility criteria relevant to the message (i.e. the textual
content within the document)

Criteria Description

Opinion The opinion(s) being portrayed.

Reasoning &
Explanation

The reasoning presented on which opinions are based.

Experience The experiences reported as evidence for reasoning.

Data Any data reported as evidence for reasoning.

Method The reporting of the method in which any data has been
collected.

Citations to re-
search

Any citations to research sources used as evidence.

Citations to
practitioners

Any citations to other practitioner sources used as evi-
dence.

References Any formal references used as evidence.

Threats The declaration of any threats that may affect/alter what
the document says.

Declaration of
conflicts

The declaration of any conflicts of interest/bias that the
author of the document may have e.g. sponsorship.

Timestamp Does the document contain a timestamp of when it was
published and last updated?

Comments/ dis-
cussion

Does the document allow for comments and discussion?
Is there evidence of the author engaging in discussion?

Updates Has the document been updated since being initially pub-
lished? Is there evidence of the author being willing to
fix mistakes and update the ideas portrayed as time pro-
gresses?

Meta Is the writing clear? Is the document of sufficient detail?
Is the writing honest/balanced/fair?
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Table 5.4: The credibility criteria relevant to the channel (i.e. the medium
in which the document is published)

Criteria Description

Age of the site How old is the site? Is it updated regularly?

Site contains an
author’s bio

Does the site contain a description of the author and their
expertise?

Sponsored/ af-
filiations

Are sponsorships and affiliations declared? Do they bias
the content?

Overall themes
and topic of the
site

What are the overall topics that are regularly discussed?

Perceived repu-
tation of the site

Does the site appear to have a good reputation (e.g. large
following/reputation for being a good source of knowl-
edge)?

Table 5.5: The credibility criteria relevant to the reader (i.e. the audience of
the document)

Criteria Description

Prior beliefs The prior beliefs of the reader affect their perceptions and
the opinions that they form. As with the author, the prior
beliefs are made up of previous experience, the influence
of others, self reflection and the authors personal values.

Relevance Not a credibility criteria as such, but a document must be
relevant to the topic being studied in order to be useful
to the researcher.
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of questions to assess multiple criteria which are also found in our model.

For example, reputation, expertise, clear aims and methodology, references,

stated threats & limitations, balanced, conflicts & bias, presentation of data.

After developing the model further, we have addressed the three threats

identified with our initial model: aligning the credibility criteria with Berlo’s

SMRC model [19] means that we now have a holistic view of how credibility

is assessed across the process; all relevant criteria that were identified in the

literature review and survey have been included in the model meaning that

the developed model is more comprehensive; and finally, the developed model

understands that reports are not created and published as single events.

Reports may be revised and updated through discussion with audience and

ideas changing over time.

5.3 Towards automatic measurement of credibility using the model

Now that we have a model and a set of criteria for credibility assessment,

our aim is to implement the criteria into a methodology for semi–automating

the identification and assessment of practitioner reports. We are interested

in working towards automating as much of the model as possible. However,

for the thesis we focus on the reasoning presented within the document and

a subset of the different types of evidence that has been used to support the

documents reasoning. We focus our attention here initially as they were the

key criteria identified by Rainer in [188]; the motivation for this research.

We decided early on in the research to not pursue channel credibility at

this stage of the research as it requires totally different strategies and ap-

proaches to research. The entire site would need to be crawled and analysed

collectively in order to extract relevant information. This is one direction for

further research which we plan to address in the future. Similarly, we refrain

from analysing the comments section of documents for assessing reputation

and author interaction. Our two reasons for doing so are: 1) because while

measures such as likes/comments/thumbs ups etc are used commonly in sim-

ilar research to assess reputation/popularity [224, 101, 5], without knowing

the reasons why a document has been liked, you can not have confidence

that a high number of likes does mean that an article is popular or even
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well–received. For example, a page may be highly liked because it is hu-

morous; 2) analysis of discussional type media, such as comments, is very

different to broadcast type media (published documents). In the latter, an

article is published online and exists as its own entity. However, with dis-

cussional content, a comment is first made, then a second comment may be

unrelated to the first, then the third may be a response to the first etc. When

analysing discussional content, first the research must create maps of all the

threads and relationships within the different comments. An example of this

is Sharma et al.’s [207] analysis of discussions in email chains. Again, this re-

quires different research approaches and strategies, but we plan to investigate

these further in the future.

As well as the above, some criteria simply cannot be analysed using au-

tomated techniques. For example, prior beliefs (of both the author, and the

reader). Prior beliefs are the pre–conceptions that a human brings with them

to a document. These cannot be automatically analysed by software. How-

ever they are important to acknowledge; and should be considered throughout

when developing any methodology which is to partly assess the credibility of

a document for them. With the readers in our model being researchers who

are reading the document in order to assess its worth as evidence in their

studies, we do not provide an overall credibility score of the document. This

is because credibility is subjective to each individual at each moment in time.

Instead, we objectively measure criteria to the best of our ability, and present

the results back to the researcher, making out method and decision–making

process clear. This allows the researcher to make their own quality/credi-

bility assessments based on the results that we present, the context of the

study, and their prior beliefs.

5.4 Addressing the research questions

RQ5: How do we measure quality? The research defines the quality of

a document in terms of its relevance to the research being undertaken and its

credibility. In searching for grey literature, relevance is often determined by

third party search engines. Therefore, effort has been focussed on credibil-

ity assessment. Credibility assessment is subjective and so is often reported
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in terms of conceptual credibility criteria which are relevant for a specific

user group. However, no model of credibility has previously been reported

for software engineering researchers. In order to generate this model, a lit-

erature review was conducted (Chapter 3) to aggregate conceptual criteria

from existing studies. A survey of software engineering researchers was then

conducted (Chapter 4) to validate the findings from the literature review

and investigate which criteria are most important to software engineering

researchers. This chapter has then aggregated the findings of the literature

review and surveys quantitative and qualitative analyses to generate a model

of credibility assessment for software engineering researchers. This model is

organised into the SMRC model presented by Berlo [19] in tables 5.2, 5.3,

5.4 and 5.5.
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Part III

A methodology for finding

high–quality content
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Chapter VI

Preliminary empirical investigations

6.1 Introduction

In Part II, we investigated how quality can be measured when working with

practitioner–generated blog–like content (RQ5). This resulted in the pre-

sentation of a model of credibility assessment for researchers looking to use

such blog–like content as evidence in their studies (Chapter 5). In order to

be able to work with blog–like content at scale, there is a need to automate

quality assessment [188]. In this chapter, we present two pilot studies that

were conducted in working towards investigating RQ’s 6–11. RQ’s 6–11 refer

to the automation of parts of the credibility model presented in Chapter 5.

They are repeated here:

RQ6 How do we determine the higher–quality blog–like content?

RQ7 How do we determine the more relevant blog–like content?

RQ8 How do we define effective and efficient search?

RQ9 How do we measure effective and efficient search?

RQ9.a How do we ensure the blog–like content searched and selected is

representative?

RQ10 How do we define effective and efficient selection?

RQ11 How do we measure effective and efficient selection?
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6.2 Pilot study 1: Identifying practitioners’ arguments and evi-

dence in blogs

The first pilot study was conducted at the very initial stages of the research,

and presented as a short paper at APSEC’16 [240]. Our goal in doing so,

was to better understand the nature and scope of the problem of identifying

high–er quality articles prior to conducting a more substantive study. In

this pilot study, we crawled the blog of a single practitioner (Joel Spolsky),

extracted the article text from the HTML, and attempted to rank on quality

using a set of pre–defined quality indicators.

6.2.1 Aims and objectives of the first pilot study

In this study, we wanted to better understand the challenges of mining a

practitioners’ blog for the presence of arguments and stories, and then using

the results of mining for ranking the articles against each other. The study

aimed to address three research questions, and presented a fourth for guiding

future research:

• RQ1. How can we automatically identify the presence of argument/s

in a corpus of practitioner texts?

• RQ2. How can we automatically identify the presence of a story or

stories in a corpus of practitioner texts?

• RQ3. To what degree can the observations from the example ‘scale up’

to a larger sample?

• RQ4 (for future work). How do we connect these?)

6.2.2 Definitions used in the first pilot study

For clarity within the pilot study, we defined the key terms:

1. Argument: An argument is a structure of reasons (including evidence-

based reasons) that support a final conclusion.
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2. Story: A coherent sequence of events, often involving subjects, ob-

jects, outcomes and other attributes [20]. Twining defines a story as a

narrative of particular events arranged in a time sequence and forming

a meaningful totality. For Twining, the necessary elements of a story

are, particularity [named entities], time [dates, time periods], change

[verbs] and connectedness between events (in which connectedness does

not need to be causal) [events, but not connected events]. The square

brackets denote our interpretation for the pilot study.

3. Evidence: Evidence is a word of relation used in the context of ar-

gumentation. A is evidence of B. Information has a potential role as

relevant evidence if it tends to support or to negate, directly or indi-

rectly, a reason or conclusion [227].

6.2.3 Dataset

We decided to analyse a single practitioners’ blog, the blog of Joel Spolsky.

Joel Spolskys blog1 has been used in previous research [188] so we chose to

also use it here for comparison. Joel’s blog also contains a large variety of

different types of articles (e.g. long opinion pieces on a specific topic, short

updates about what Joel is doing over the coming weeks, notifications of new

products). The hypothesis of the pilot study was that using the indicators

would help identify the more opinion-type articles.

Joel Spolsky is the CEO and co-founder of Stack Overflow2, as well as

being the co-founder of Fog Creek Software3, the company that developed

Trello4. Spolskys has published over 1000 articles on his blog since starting

in 2000. Although the blog is no longer active (Spolsky now posts very

rarely), it remains a popular source of knowledge for practitioners and Rainer

[188] has used Spolskys blog in demonstrating the worth that practitioner

blogs can have to software engineering research. Rainer analysed one of

1 https://www.joelonsoftware.com/

2 https://stackoverflow.com

3 http://www.fogcreek.com/

4 https://trello.com/
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Spolskys articles entitled ‘Language Wars,‘ which is used as a marker of

quality throughout the pilot study.

6.2.4 Methodology

The steps taken have been numbered for clarity:

1. We begin by crawling Spolskys blog. This is done using a custom–built

crawler, using the archive (back issues) page as a seed (details of the

crawler are given in Section 7.6). In using the archive page as the seed,

we can be confident that the crawler has retrieved the entire website.

The crawler finds 1,184 pages.

2. The HTML for each page is extracted, along with any relevant meta

data and the text of each article is extracted. The article text is ex-

tracted by looking for specific ‘div’ tags that indicate the start and

end of Spolskys articles. Only 1,022 articles are successfully extracted.

A manual analysis of the remaining 162 showed that they were either

not articles (e.g. Spolsky has published a memorial page that contains

just the names of the people who lost their lives in the 9/11 attacks of

2001), or could not be accessed (e.g. HTTP 404 response).

3. A pragmatic (and arbitrary) decision to analyse only those pages with a

minimum of 500 words (to filter in the more complex articles) resulted

in 276 usable posts. This removed the majority of the smaller blog

posts. However, some non–article posts still remained. Their high

indicator density means that they ranked highly and posed a problem.

As well as lengthy opinion essays, Spolsky uses his blog for miniature

posts and updates. We are not interested in this type of article but

they do affect the results of the analysis. For example, one post is just

a list of 64 nouns, 63 of them being the word ‘Dave’5. Having such

a high indicator density meant that it would rank unusually highly in

our results. Hence the reason for the minimum 500 word count.

5 https://www.joelonsoftware.com/2002/01/10/20020110/
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4. Given the complex nature of stories (see definitions above), we break-

down the definition into the characteristics that make up a story and

use these for identification. We use named entities to specify particu-

larity, event entities to specify precise moments in time and verbs to

specify more general events (e.g. ‘the boy went to the shops’ indicates

that an event has occurred without explicitly stating a precise moment

in time). This gives us the four criteria that we will use in our analy-

sis: argument indicator count, named entity count, event entity count

and verb count. For each article, we extracted four indicators from

the text. The four indicators are: reasoning markers, named entities,

event entities, and verbs. Detailed explanations of each indicator are

provided below.

5. We then attempt to rank the articles based on these indicators using

the analytical hierarchy process. Details of this ranking are provided

in the following section.

Descriptions of the indicators used in the initial pilot study

Reasoning markers These are a set of words and phrases that can be

used to indicate the presence of reasoning within a given body of text. In

order for accurate analysis, we must first establish a good list of indicators.

A good indicator explicitly specifies that some form of reasoning directly fol-

lows. Thought needs to be given to ideal arguments and actual arguments.

Ideal arguments are written with explicit indicators and well–formed sen-

tences. However, and especially in the less formal writings of practitioner

blog articles, this is not how arguments are made. Running our analysis

with a list of 20 explicit indicators (e.g. ‘is proven by’, ‘because’, ‘which

leads to’), gives an average indicator count of 26 words. The final list of in-

dicators used in the pilot study (Table 6.1) uses some non–explicit indicators

and as a result of this, gives an average indicator count of 76. Our less strict

indicators return more results but the trade–off is that we have a reduction

in confidence that our analysis has found valid results. We take a frequency

count of each indicator for each article. This approach is simplistic and we

need to consider, for example, whether to weight the words. In section 8.2,
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we present a study that was conducted to generate and validate a list of 86

reasoning markers.

Table 6.1: The reasoning markers used for the first pilot study
therefore so hence

not did next

since consequently because

know for doing

who we in particular

when then but

do thats they

Named Entities A named entity is a phrase that clearly identifies one item

from a set of other items that have similar attributes (e.g. names, locations,

organisations etc). This identification is achieved using three methods:

1. The Python natural language toolkit (NLTK) named entity chunker, a

classifier for extracting named entities

2. A tagger provided by the Stanford Natural Language Processing Group

[140]. For this tagger, there are multiple classifiers available to choose

from. After experimenting with a selection, we chose the classifier that

produced the most results and recognised the domain specific language

used by the author of the blog e.g. technologies, programming lan-

guages etc.

3. NLTKs Parts Of Speech (POS) tagger. We POS tag all words within

the text and then extract all of the proper nouns, both singular and

plural

Event Entities These are dates or references to a particular moment in

time (e.g. ‘in May’, ‘two years ago’, ‘ninety eighty–four’). We extract the

events from the article using a modified version of the Timex module pro-

vided by NLTK Contrib (a collection of third party add–ons for NLTK). The
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module seeks to identify events by searching for a series of regular expres-

sions. Our modified version introduces new regular expressions as well as

optimising the existing expressions (details of the module can be found in

Section 7.6).

Verbs We extract verbs due to their relation to events. ‘The boy went

to the shops’ indicates that an event occurred without explicitly stating an

event entity. All of the posts’ forward slashes are replaced with spaces and

then the verbs are extracted from the articles using NLTK to POS tag the

article. We then extract all verbs in their base form, past tense verbs, gerund

or present participle verbs, and past participle verbs.

6.2.5 Results

Figure 6.1 shows the distribution of each of the indicators, and where the

Language Wars article fits onto each plot. The plots indicate that the Lan-

guage Wars article is not an outlier in our data.

We want to rank our results based on the criteria that we have measured.

The simplest method would be to take the sum of all measurements. How-

ever, this method would favour articles with higher word counts. A higher

word count does not necessarily indicate a higher quality article. Therefore,

there is a need to construct a ranking method that uses the measurements,

but also normalises using the word could in order to find the density of the

indicators. We considered three different approaches:

• A: taking the sum of each criterion and normalising by the word count

• B: using the analytical hierarchy process

• C: looking for the most example rich articles by taking articles that fall

above the 75th percentile for each criterion

For the pilot study, we decided to use method B. The analytical hierarchy

process (AHP) is a method more commonly used by businesses in decision-

making. The method works as follows:
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Figure 6.1: Distribution of indicators for the initial pilot study

115



1. For each of our four criteria; we calculate the weight of each article

against each other article. To do this we first retrieve from the database

the URL of each article, along with the count for particular criteria.

This count is divided by the word count to normalise it. Next we com-

pare the normalised count for each article against every other article,

giving a score of 1 to 9 (one being ‘equally prefer’ and nine being ‘ex-

tremely prefer’). This gives us a 2D array of results. We then use this

2D array to calculate the preference weights. In order to achieve this,

the sum of each column is calculated and then each value of the array

is divided by its column’s sum. The average of each row then gives the

article’s weighted score for that particular criterion.

2. The results of each criterion analysis are then merged into a single 2D

array of results, with each row being a criterion and each column being

an article.

3. Next the criterion weights are calculated in the same way to weight

the criteria against each other. Here the pairwise comparison matrix

is generated manually and the scores awarded on personal preference.

The scores of the comparison are given in Table 6.2. The final weights

of each criterion are calculated in the same way as above.

4. Finally, we calculate the weighted average score to give the overall

ranking score.

The titles of the top five results are (their AHP score):

• Processing Internship Applications (0.0115)

• Exploding Offer Season (0.0104)

• Wasabi (0.0102)

• Aarvark’d DVD Goes on Sale (0.0101)

• California (0.009)
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• (Language Wars ranks 64th with a score of 0.0046)

Table 6.2: The criterion weights chosen for the AHP ranking in the initial
pilot study

Reasoning
Markers

Named
Entities

Event En-
tities

Verbs

Reasoning
Markers

1 6 1 3

Named
Entities

1/6 1 1/6 1/5

Event En-
tities

1 6 1 3

Verbs 1/3 5 1/3 1

There are benefits to ranking this way; not only is the criteria weighted

but also each criteria for each article is normalised. The initial criterion

count is also normalised against the word count. However, a problem with

this method is that it requires the criterion weights to be calculated manually,

leading to the results being subjective to the views of the person/s generating

the weights. For this study, we regarded reasoning markers and event entities

as equals as they explicitly give an indication of an argument or event. Verbs

were scored slightly lower as further work needs to be done on their relation

to events. Named entities were given a much lower score as although they

can be used to identify characters in stories and particularity they mostly

just give an indication of the topics discussed within an article. Another

study, altering these scores even slightly, could possibly drastically change

the overall rankings of the articles.

We see here that even with the weightings in place, we get articles such as

the ‘California’ article which rank highly but do not convey much reasoning.

This is due to a high named entity density. We could rectify this by changing

the weight of the named entities again but we are conscious that doing so

could render the named entities obsolete altogether.
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6.2.6 Discussion for pilot study one

The aim of this study was to explore how we can automatically identify and

extract arguments and evidence from a given article. We split this process

into three stages, article extraction and pre–processing, indicator analysis

and article selection. Our extraction process worked well but was specific to

the Spolsky blog. Further work is needed to not only generalise and scale for

multiple blogs, but also for other data sources e.g. emails.

When analysing the text, we have used existing classifiers to identify

named entities but have had to extract reasoning and events by looking for

specific patterns or words/phrases in the text. we recognised at this early

stage of the research that there is a real need for machine learning adop-

tion here. However, even now we are yet to conduct any machine learning

studies due to the amount of foundational work that needed to be conducted

throughout our research domain. Machine learning utilisation would lead to

a higher number of more accurate results for each criterion.

When plotting the distribution of the results, we have also identified an

article (titled ‘The Language Wars’) we know to be interesting for compar-

ison. In doing this we have a reference point for how the articles distribute

and what factors need to be taken into consideration for ranking the articles.

In order to better understand the problem domain, we wanted to find

a method for identifying the higher quality articles such as ‘The Language

Wars’. We applied three methods for ranking our results based on our criteria

measures. The first method ranks articles highly if they have a high indicator

density, but we found that with some of Spolskys shorter articles, high lan-

guage is more precise and therefore ranks higher. Our second method aims

to rectify the problems of the first method by using the analytical hierarchy

process. Giving named entities a lower weighting then other criteria meant

that articles with a low word count ranked lower. However, the high density

of indicators meant that the ranking over all articles was not significantly

changed. The different methods for ranking helped us to identify articles of

interest for future study, but the methods were simplistic and require further

work.
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6.2.7 Lessons learned

In conducting this pilot study, we learned a lot about the domain and scope

of the research. It very early on gave us an abstract pipeline that we have

taken forward into the rest of our research (article gathering, article analysis,

article filtering, result presentation).

The issues that we encountered with ranking became a major issue that

became the motivation for our following research. Ranking by quality be-

comes difficult when there is no objective measure of quality. Hence the

credibility research that precedes this chapter. Once you have a set of agreed

quality/credibility criteria, ranking is still difficult because people place dif-

ferent weights on these criteria. Instead, we are working towards a method-

ology for identifying quality articles. Ultimately, ranking/article selection is

left up to the researcher using the methodology as it often depends on the

context of the study being undertaken. In measuring the criteria however, we

allow for easier searching and filtering of the results, and present data to the

researcher in buckets i.e theses are the 500 articles that contain reasoning,

these are the 400 articles that contain experience.

The pilot study brought to light many of the challenges that occur in

using blogs as evidence. These challenges are discussed in section 2.7.

6.3 Pilot study 2: Toward the use of blog articles as a source of

evidence

The second pilot study was conducted as a follow on from the first. It was

presented as a short paper at EASE’17 [241]. In this study, we had settled

on credibility as our measure of quality and were investigating credibility

criteria in the same way as the first pilot study.

6.3.1 Aims and objectives of the second pilot study

The aim of this study was to investigate a single research question by looking

at the criteria that can be developed to find valuable blog articles:

• RQ1. How can we identify blog articles that are valuable to software

engineering researchers?
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6.3.2 Definitions used in the second pilot study

We need to define what is the ‘right content’. We define the ‘right content’

here in terms of rigour, relevance and whether it is supported by evidence.

The criteria we have chosen have been based on the rationale to use argu-

ments and evidence identified by Rainer in [188]. We use the presence of

clear reasoning for detecting rigour, topic detection for relevance and refer-

ences to professional experience to ensure that the reasoning is supported

by evidence. Devanbu et al. [50] found that practitioners beliefs do not

necessarily correspond with actual evidence from the respective project in

which the practitioner is currently involved, and Rainer [188] identifies that

professional experience is a form of primary information and therefore can

be considered empirical evidence, as opposed to other forms of secondary ev-

idence that can be found in blogs. Also, Rainer et al. [189] found that where

researchers rely on empirical evidence, practitioners form opinions based on

their professional experience. For these reasons we have made the decision

to focus on experience as our main source of evidence.

In 2010, Robert Cartaino, director of community development at Stack

Overflow wrote a blog article outlining what makes a good quality submission

on Stack Overflow6. Although Stack Overflow posts and blog articles differ

in their intended purpose, we believe that his guidelines are also relevant to

what makes a good quality blog article and align with our criteria of rigour,

relevance and experience-based content. Cartaino’s six guidelines are given

in Table 6.3 (note that the table also includes ‘quality of writing’ which we

recognise is important for assessing credibility but we excluded from the pilot

study because search engines do not search for the quality of writing).

We recognised that further research must be conducted to review other

approaches to detecting rigour, relevance and evidence, but the criteria cho-

sen are due to their relationships with how and why blog articles tend to be

written.

6 https://stackoverflow.blog/2010/09/good-subjective-bad-subjective/
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Table 6.3: Cartaino’s six guidelines for high-quality Stack Overflow submis-
sions

# Guideline Criteria

1 Great subjective questions invite explanations. Rigour

2 Great subjective questions invite the sharing of
actual experiences.

Experience

3 Great subjective questions have a constructive,
fair and impartial tone to encourage learning.

Quality of writ-
ing

4 Great subjective questions invite the sharing of
experience over opinion, what you’ve done rather
than what you think.

Experience

5 Great subjective questions insist on supporting
material e.g. references and facts.

Rigour

6 Great subjective questions are about something
other than “social fun”.

Relevance

6.3.3 Dataset

For the second pilot study, we scaled up our analysis from the first pilot study

by crawling approximately 100,000 articles from 100 of the software engineer-

ing bloggers presented by Choi7. After cleaning the results and extracting

the articles, 36,000 articles were taken through into the analysis. Joel Spol-

skys blog was used to develop and refine the processes before applying them

to the 36,000 articles.

6.3.4 Methodology

The aim of the second pilot study was to perform some exploratory analysis

on more robust methods for identifying and analysing: relevance and rigour.

For relevance, we turn to methods of topic detection and for rigour, we again

turn to reasoning and argumentation:

Topic detection

For topic detection, we adopted Latent Dirichlet Allocation (LDA). The steps

for scoring articles on topic were as follows:

7 https://github.com/kilimchoi/engineering-blogs

121



1. The articles are preprocessed. Removing all stop words and punctua-

tion. The text is tokenized and stemmed.

2. An LDA topic model is created over the entire dataset. We segment

the dataset into 100 topics. The LDA algorithm made 500 passes over

the dataset and returned the top 250 indicators of each topic. The

number of topics, passes and indicators are all defined by us.

3. Using the Google search tool that is integrated into the Spolsky blog, we

search for articles about web development using the search term <‘‘web

application development" OR ‘‘web development">. This returned

eight articles. We visited each of these articles and identified candidate

words for the topic of ‘web development’.

4. We searched each topic within the model for these candidate words to

determine which was most relevant to ‘web development’. The LDA

topics contain the indicators and a weight of how influential the indica-

tor is. We searched topics for each candidate word and took a sum of

the weights. The topic with the highest total was labelled at the ‘web

development’ topic. The highest scoring topic had a score of 0.162,

with the second highest score being 0.101 and all other topics scoring

below 0.1. Therefore, one topic clearly stands out as being most about

web development.

5. We then calculated the frequency of each topic indicator for the chosen

topic against every article within the dataset. The weight of each topic

indicator is multiplied by its frequency within an article. The sum of

the resulting scores then gives an overall topic score for the article. See

the equation below where T is the articles overall topic score, iw is

the weight of the individual indicator and if is the frequency of the

indicator within the text.

T = (iw1 ∗ if 1) + (iw2 ∗ if 2) + ... + (iw250 ∗ if 250)

Ideally, this method would mean that the higher the score, the more on
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topic the article is. However, as no normalization is applied, articles with a

very high word count tend to contain more of the keywords and thus rank

highly. Only two of the original eight articles identified appear in the top 5

list. Six of the original eight appear in the top 7% or results. The other two

appear in the top 17.2% of results.

Argument Identification

As with the first pilot study, argument identification is conducted by search-

ing for the presence of reasoning markers. A preliminary review of literature

identified 333 candidate markers which were classified by the primary super-

visor to determine which explicitly indicated the presence of an argument.

Variations of each marker were added which resulted in a total of 62 markers.

(The development of this list was a preliminary version of the 86 validated

reasoning markers presented in Section 8.2).

The markers were applied to a collection of blog articles. Post valida-

tion showed “fair” agreement (according to Landis and Koch [121]) between

the assessments of the author and the primary supervisor (Cohen’s kappa:

0.397). A possible reason for this may be because arguments are difficult

to classify when stripped of the context provided by surrounding sentences.

High precision results have some value in extracting the high quality arti-

cles from the vast quantity available but further research needs to look at

more reliable ways to improve the overall recall of argument identification.

For this, we plan to turn to the machine learning techniques utilised by the

argumentation mining community.

6.3.5 Discussion for pilot study two

The first pilot study allowed us to test the feasibility of our developing

method by creating a prototype. However, we identified many limitations

and areas for further development. The methods of ranking results were

simplistic and required subjective weightings to be used. The methods of

extracting criteria from each article were also not robust enough and effected

subsequent analysis. For example, named entities were used to provide an

indication of topic within an article. However, using them as the sole indica-
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tion of topic meant that some articles would rank consistently high based on

the frequency of named entities alone [240]. The second pilot study attempts

to rectify this by using LDA and an ontology for the topic we are interested

in. There are still many flaws to this method of topic detection that make

real world application difficult. The LDA method requires a static dataset or

for the topic models to be continuously regenerated. When working at scale,

this method would be not feasible as blog articles are continuously updated

and new articles are published. This method is also problematic in that it

requires a suitable ontology to exist for every topic that researchers want to

us.

6.3.6 Lessons learned

The second pilot study taught us more about the challenges in identifying

quality blog articles objectively when quality assessment is inherently a sub-

jective concept. Identifying relevant content is also problematic when looking

at scale. In the second pilot study, we create a topic model based on a fixed

dataset. However, if the methodology is to work at scale, then it would

need to accept into it new articles frequently and be constantly updating

its topic model. The relatively small dataset we used in the pilot study (in

comparison to the web) took over a week to generate the topic model. We

recognised that a potential solution was to use a search engine for finding

relevant content, which we can then assess and filter for quality based on a

series of criteria that were agreed upon by researchers (hence the credibility

survey in section 4). Relying on a search engine to determine relevance is

also problematic however. Not only do we lose control of the topic model,

but the externally generated topic model may not necessarily align with the

requirements of researchers. For example, reproducibility of result generation

becomes difficult when search engine ranks are affected by features such as

previous search history and search engine optimisation (SEO).

6.4 Summary of lessons learned from both pilot studies

Overall the pilot studies were beneficial in scoping the research, the problem

that we hope to address, and the challenges that we face along the way.
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Theses lessons are summarised here:

1. We are working towards some methodology for identifying high–quality

blog articles. This methodology follows an abstract pipeline that we

identified early on (article gathering, article analysis, article filtering,

result presentation)

2. Given that quality assessment is largely a subjective task, we need

to find a set of criteria that are agreed upon by software engineering

researchers, but also design our methodology in a way that allows for

new criteria to be added in or taken out depending on the context of

the study being undertaken (a plug and play approach)

3. Given the subjective nature of quality assessment, we can not present

ranked data to the researchers. Instead, we should present some anal-

ysis based on the chosen criteria, and allow the researcher to identify

the quality content from it depending on their preferred criteria and

the context of the study being undertaken

4. Assessing articles for relevance is also problematic, especially at scale.

Given that researchers currently use modern search engines to find

grey literature (e.g. Google), then one option is to build a methodol-

ogy that works with search engines to first find the relevant content

before assessing them for quality. However, using search engines is also

problematic as we have no knowledge of how articles are ranked.

5. Using search engines means that we also open up our methodology to

other types of grey literature (not just blog articles). Our options are

to either accept this (as long as our criteria are still trying to identify

the ‘right’ kind of content), or to implement a classifier to determine

which results are blog articles.

6.5 Addressing the research questions

This chapter is working towards investigating research questions RQ6 to

RQ11 around how to automate the credibility model presented in Chapter 5.
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Investigation into these questions continues in Chapters 7 and 8, and then

the research questions are addressed in Chapter 11.
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Chapter VII

Incorporating the credibility criteria into the case survey

methodology

7.1 Introduction

Following the development of the credibility model and the lessons learnt

through conducting the pilot studies, we developed a methodology for semi–

automatically searching for and selecting the higher quality blog–like content.

The methodology is an adaptation of the case survey methodology, treating

each blog–like document as a single case of which generalisations and analysis

can be conducted when surveying a large number of cases. In this chapter,

we present our methodology. As with Chapter 6, the chapter investigates

RQ’s 6–11:

RQ6 How do we determine the higher–quality blog–like content?

RQ7 How do we determine the more relevant blog–like content?

RQ8 How do we define effective and efficient search?

RQ9 How do we measure effective and efficient search?

RQ9.a How do we ensure the blog–like content searched and selected is

representative?

RQ10 How do we define effective and efficient selection?

RQ11 How do we measure effective and efficient selection?

127



7.2 The case survey methodology

The methodology that we are developing seeks to identify multiple relevant

documents, assess the documents quality and then aggregate their findings.

Therefore, the methodology can be defined as a type of case survey. Larrson

[122] says that case surveys “bridge the gap between nomothetic surveys and

ideographic case studies to combine their respective benefits of generalizable,

cross–sectional analysis and in-depth, processual analysis.” Essentially, a

case survey is a secondary study which surveys a number of ‘cases’ (we focus

on blog–like documents). Relevant cases are selected by the researcher and

then each case is coded to extract relevant information. The codings can

then be aggregated, analysed and reported.

The use of case surveys in research has stemmed from management re-

search, and initially formally presented by Larrson [122]. Larsson presents

the case survey methodology for use in management research, along with

limitations and benefits. He compares criteria from eight existing case sur-

veys to demonstrate the methodology in practice. The criteria are presented

in Table 7.1 as they give an indication to the typical steps that take place

within the case survey method. Larsson has also published a number of

studies using the case survey methodology (e.g. [123, 124]). Larsson’s con-

clusion was that the case survey methodology “offers a complementary way

of nomothetically using ideographic findings without either discarding the

benefits of one of the two approaches or suffering from their weaknesses. The

method’s ability to study many issues deeply across large numbers of cases

can empower researchers to cross new frontiers in management research.”

We are aware of few examples of case surveys being used in software

engineering research. Peterson et al. [175] use the case survey method to

investigate the choice of software components (e.g. in–house, COTS, OSS,

outsourcing) in a software system, and Klotins [114] applied the case survey

methodology to analyse software engineering practices in startups. Klotins’

case survey is developed as an exploratory study to formulate hypotheses and

future research directions. Klotins’ application of the case survey is unclear

(the paper is three pages long), but it appears that a questionnaire was

developed and distributed to participants and then that each response was
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Table 7.1: Criteria used by Larsson in comparing existing case surveys
# Criteria

1 Research questions

2 Case selection criteria

3 Number of cases

4 Coding scheme (number of variables, typical scale, number of
points, confidence scoring, research design)

5 Number of rates per case

6 Author participation

7 Inter rater reliability

8 Discrepancy resolution

9 Coding validity tests

10 Impact of case characteristics (case collection, research design,
publication status, time period)

11 Analysis of data

12 Reporting study (coding scheme, sample)

treated as a ‘case’ for analysis. In information systems research Jurisch et

al. [104] present the case survey method as a way to generalise results from

case studies, providing a typical case survey structure along with benefits

and limitations. The benefits and limitations presented by Larsson [122] and

Jurisch et al. [104] are presented in Tables 7.2 and 7.3 respectively.

7.3 Structure and logic of the credibility criteria

The aim of our methodology is to identify documents which are relevant to

the research being undertaken, and then to evaluate and provide an indication

of their quality to the researcher. The intention is that those articles are

then selected by the researcher (the selection depends on the context of the

study being undertaken), the articles are then encoded and the encodings

are aggregated and analysed in order to investigate some pre–determined

research question. In order to identify relevant results, we adopt traditional

search engines as this reflects the way in which researchers currently search

for and identify relevant documents. Each individual result from the search

engine is analysed for a subset of the criteria from our credibility model to

give an indication of credibility and quality. The guidelines for Systematic
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Table 7.2: Benefits of using the case survey methodology
Larsson’s benefits [122] Jurisch et als. benefits [104]

It taps prior research efforts reported
in a vast number of case studies that
contain managerially relevant data
due to their reliance on what Ar-
gyris called organic, action-oriented
research

Taps the vast experiences enclosed in
IS case studies

It overcomes major drawbacks of sin-
gle case studies, namely, their inabil-
ity to examine cross–sectional pat-
terns and to generalize to large pop-
ulations.

Synthesizes qualitative data into
quantitative results’

It capitalizes on the ideographic rich-
ness of case studies that derives from
their ability to study more com-
plex phenomena than more superfi-
cial nomothetic surveys can study

Helps in answering some basic ques-
tions in IS research

They can be replicated since both
their coding schemes and case study
reports are available to other re-
searchers.

Establishes summative validity for
theories developed or extended in IS
case studies

It avoids premature exclusion of
studies based on a priori judgments
about their research designs, publi-
cation status, and age, all of which
often plague research reviews.

The inclusion of case studies from dif-
ferent time periods also enables the
analysis of patterns of complex phe-
nomena over time.

It provides a valuable bridge over
other traditional research gaps, such
as those between quantitative and
qualitative methods and positivistic
and humanistic approaches.
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Table 7.3: Limitations of using the case survey methodology
Larsson’s limitations [122] Jurisch et al.’s limitations [104]

The number of available case studies
that are relevant to the specific re-
search questions of interest is a limit.

Garbage in and garbage out: If the
information presented in the case
studies is too vague or too little,
no statistical analysis can repair this
damage

The selection of case studies is be-
yond the control of a secondary in-
vestigator and therefore, case sur-
veys are unlikely to achieve theoreti-
cal and statistical generalization.

The results are limited to theoretical
domain, which the researcher identi-
fied in stage two of the case survey
method. Thus, generalizations only
apply within the realm of the selected
domain.

Case study reports restrict the in-
formation available for case surveys
by leaving out much of the collected
data because of space limitations.

since the case survey method focuses
on knowledge accumulation, it may
not give sufficient attention to the
unique factors of an individual case.

The coding procedure of assigning
numbers can unduly simplify the
complex phenomena under investiga-
tion.

Publication bias: significant results
are more likely to be published than
non–significant results

Sample size: the statistical power of
detecting a genuine effect size de-
pends on the number of case studies
included in a case survey. However,
no information exists on the mini-
mum sample size of a case survey.
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Reviews [31, 174] and for Multi–vocal Literature Review [70] can help the

researcher develop (additional) quality criteria.

Existing literature reviews apply a series of search selection/rejection cri-

teria for identifying articles for review (for example, search terms to indicate

topic and time periods to indicate timeliness). When looking at incorporat-

ing grey literature, many more results exist then searching for research alone

and search engines return a lot of irrelevant and off–topic results. In adding

quality assessment as a additional search dimension, we aim for researchers

to more easily identify the articles which are of value to the researcher in

conducting their case survey analysis.

Given that traditional search engines work based on providing keywords,

they cannot be used to assess all of our chosen credibility criteria. However,

we can seed the query strings with particular keywords to try to initially

identify articles of sufficient credibility. More information on how we do this

is provided in the following sections, but Figure 7.1 provides an overview of

our methodology.

Figure 7.1: Overview to our case survey methodology

Figure 7.1 shows that keyword indicators are used to seed our search pro-

cess (explained in section 7.4). The search process uses the Google Custom

Search API1 to retrieve documents from the web. Then a series of credibility

1 https://developers.google.com/custom-search/
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criteria are analysed on each document in an attempt to identify those arti-

cles which are of sufficient quality, and the ‘right type’ for researchers. An

indication of the criteria and the measures used to assess them is provided

in Table 7.4. The credibility criteria that we have chosen to focus on for

the thesis are based around relevance, rigour, evidence and clarity of writing.

For relevance, we adopt topic strings to query Google. For rigour, we look

to identify the reasoning that takes place within the document. For clarity

of writing, we adopt a series of existing measures to assess readability, senti-

ment, grammar and spelling. For evidence, we focus on a subset of evidence

which practitioners commonly adopt in their online articles. Namely, experi-

ence (e.g. events & characters), citations to research and other practitioners

and the use of code segments.

Table 7.4: The mapping from criteria to our measures
Criteria Measure(s)

Clarity of writing Grammar, spelling, punctuation, readability, lan-
guage

Reporting of profes-
sional experience

Sentiment, named entities, temporal events,
verbs, I verb bigrams

Web links to practitioner
sources

External citations are analysed for their target

Web links to peer-
reviewed research

External citations are analysed for their target

Reasoning within the ar-
ticle

Frequency counts reasoning markers presented in
[237]

Reporting of code exam-
ples

A series of regular expressions to find elements
commonly found in code (e.g. camel case vari-
ables and curly brackets)

Table 7.5 (taken from [194]) provides an example of how our case sur-

vey methodology maps to Jurisch et al.’s [104] case survey method. The

remaining sections in this chapter go into detail for the specific parts of the

methodology and provide details of the tools that we have created towards

automation.
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Table 7.5: An example mapping of our version of the methodology to Jurisch
et al. [104] (taken from [194])

Step Objective Explanations and examples

1 Research ques-
tions

An example research question (based on [236])
is, Do software testing practitioners cite software
research in their online articles?

2 Case study
sourcing, com-
prising

The respective case (or unit of analysis) for the
example research question could be: an online ar-
ticle that satisfies the relevant search and post–
search quality criteria.

1. Criteria for
case selection

Criteria for case selection would comprise: crite-
ria for determining relevance of blog articles (e.g.
topic words), and criteria for determining quality
of article e.g. argument indicators [237]

2. Construction
of search terms

Create a set of keyword–based search terms for
each case selection criteria, and structure those
keywords search terms according to our struc-
tured method [192]

3. Execution of
searches

Execute the automated searches using the search
tool

4. Downloading
of search results

Download the web pages of search results using
the crawler

3 Survey develop-
ment, compris-
ing
1. Identification
of variables

Which variables are important given the context
of the study being undertaken?

2. Operational-
isation of the
variables

Identify measures already offered through the
analyser, add additional measures; or used an al-
ternative or complementary analyser

4. Data collection Execute the analyser/s.

5. Data analysis Interpret the results of the analysis.

6. Report results Write up and publish results.
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7.4 Our search heuristics

This section presents and demonstrates heuristics for improving the rele-

vance and rigour of grey literature searches for software engineering research.

The heuristics promote stratified positive and negative sampling and subse-

quent filtering based on topic keywords and quality–criteria keywords. These

heuristics were initially published in [192].

7.4.1 Overview to the heuristics

To provide an overview to our heuristics we enumerate their elements (taken

from [192]):

1. The heuristics assume the researcher already has a set of topic–related

keywords that she or he intends to use for online searches. For exam-

ple, Garousi et al. [73] conducted a MLR of when and what to auto-

mate in software testing. One of their search strings was <decision

automated software testing>.

2. In addition to keywords, search engines sometimes allow configuration

of advanced search settings e.g. restricting the searches to a date range,

a file type, or a natural language. These configuration options can

be used to implement some inclusion and exclusion criteria e.g. to

only search for PDF documents written in English and dated in the

years 2008 – 2018. Other exclusion and inclusion criteria must often

be applied after the searches have been conducted, but of course the

researcher can only then exclude or include on the basis of the results

of the search(es).

3. We propose that, where appropriate, the researcher distinguishes types

of topic keywords. With the Garousi et al. [73] example, the researchers

could potentially distinguish between the more generic topic of auto-

mated software testing and the more specific topic of decision–making

related to automated software testing, and could construct and manage

two distinct sets of keywords for each of these types. As another ex-

ample, one could distinguish between a topic (such as software testing)
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and some perspective on that topic e.g. the experience of practitioners

(suggesting keywords for experience) or between topic and empirical

studies relating to that topic (suggesting keywords for empirical stud-

ies). Again, in these contrasting examples, the researcher can manage

these types of keywords separately.

4. We also propose that the researcher considers introducing (some) qual-

ity criteria as additional keywords to be used in the keyword–based

searches. Although the constraints of keyword–based search engines

limit the quality criteria that can be implemented with keywords, there

are still some quality criteria that can be considered.

(a) One type of quality criteria relates to reasoning, and there is there-

fore the opportunity to include reasoning indicators as keywords

in searches. Our previous research [237] (also see Section 8.2) has

identified a number of reasoning indicators with high precision but

low recall.

(b) A second type of quality criteria that could be implemented as

keywords relates to identity e.g. keywords based on particular in-

stitutions or individuals that were associated with high(er) quality

articles in a specified context. We recognise that there are valid-

ity threats to choosing particular institutions or individuals, for

example, see Garousi et al.’s inclusion of authority in their quality

assessment checklist [70] and also the Authority, Accuracy, Cov-

erage, Objectivity, Date, Significance (AACODS) checklist [228].

5. In addition to proposing the combination of topic–oriented and quality–

oriented keywords, we also propose that researchers:

(a) conduct a stratified sampling of searches based on set–theoretic

combinations of these keywords (see Table 7.7)

(b) conduct searches that include negative searches i.e. searching for

the negation of a keyword.
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Effectively, the researcher is conducting stratified positive and negative

sampling based on topic keywords and quality–criteria keywords.

6. Following the conduct of stratified searches, the researcher then has

stratified samples of search results. These samples then allow the re-

searcher to investigate the properties of the samples, and to compare

these samples using measures relevant to the research being conducted

e.g. distance metrics or information metrics. (As an aside, the strat-

ified samples can potentially be used as datasets suitable for machine

classifiers.)

7. We recognised earlier that some quality–criteria are not suitable for im-

plementation as keywords. One example is quality of writing, another

example is presence of citations. These kinds of quality-criteria can be

applied to the post–search samples e.g. to examine the quality of writ-

ing, or the presence of citations in each of the samples returned from

the search results. The logic of stratified sampling still applies, with

layers of search–produced samples and, within those layers, sub–layers

of post–search sub–sampling.

We recognise that our proposal potentially introduces additional effort

for the researcher to conduct an increased number of searches. There is the

need for automation of these searches (see Section 7.6).

7.4.2 A brief demonstration of the heuristics

In the evaluation presented in Chapter 9, we are interested in exploring the

sources (i.e researcher sources and practitioner sources) that practitioners

cite in their online articles. The preliminary evaluation looks specifically

at articles about software testing We derived three sets of keywords for the

online searches:

• Keywords relating to the topic of software testing

• Keywords relating to the articulation of professional experience
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• Keywords relating to the presence of reasoning

In forming our sets of keywords, we distinguish between quality (the rea-

soning keywords) and two aspects of topic (the authors experiences in soft-

ware testing). Our keywords are summarised in Table 7.6. With search en-

gines not supporting the searching for articles containing citations, we have

to conduct this analysis post–search.

The Google Custom Search API2 was used so that we could automate

the Google searches. Prior research in software engineering (e.g. [53]) has

tended to use manual searching of Google. The data for the preliminary

evaluation in Chapter 9 was collected by searching all nine search sets over a

continuous 28–day period. The Google Custom Search API places a limit of

100 free searches per day. We therefore executed 10 searches per search set

per day with nine independent search engines. Each search returns 10 pages

of results. Each page contains 10 results. We ran the queries 10 times a day

to attempt to smooth the (proprietary) variation of results from the Google

Custom Search API. Overall we retrieve 1,000 results per day for each set.

Our reasoning indicators were chosen by selecting the ten markers that

gave the highest precision in the validation presented in Section 8.2. There

is little prior research on searching for experience online (but see [103, 100]),

so instead we constructed a basic set of (un–validated) keywords to search

for experience. The validity of the experience keywords is not central to

the demonstration of our heuristics here: we use the keywords as a proof of

concept.

Table 7.6: Keywords for topic, reasoning and experience
Criteria Keywords

Topic software AND testing

Reasoning but, because, for example, due to, first of all, however, as a
result, since, reason, therefore

Experience i, me, we, us, my, experience, experiences, experienced, our

We structured our searches, using set theory, to ensure the full coverage

of combinations of keywords. These searches are summarised in Table 7.7.

2 https://developers.google.com/custom-search/
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Table 7.7: Logic for each set of searches and resulting datasets (T=Topic;
R=Reasoning; E=Experience; !=logical not)

Search set T R E !T !R !E

S1 • • •
S2 • • •
S3 • • •
S4 • • •
S5 • • •
S6 • • •
S7 • • •
S8 • • •
S9 ◦ • •

Search sets S1 and S9 are special cases. Formally, search set S1 con-

tains the universe of (other, potential) online content and should therefore

be included for completeness of evaluation. Practically, we do not have the re-

sources to adequately search the universe of online content (or even Google’s

indices of the universe of online content). We anticipate that S1 would be

a sparse and unpredictable dataset. Accepting these constraints, we con-

structed a random sample of search queries (with query length between two

and five keywords) for search S1. We then complemented search set S1 with

a more constrained search set, S9. Search set S9 is defined as the set of all

articles relating to “software engineering” excluding those articles referring

to “testing”.

We want the search engine to identify online content that contains rea-

soning and experience relating to software testing. Search set S6 targets such

content. We conduct the other sets of searches to allow us to evaluate the

quality of content in S6. For example, search S3 is intended to find online

content that contains reasoning and experience, but where the content is not

about software testing. This stratified sampling approach can also be useful

in creating balanced datasets for future machine learning studies.

With the samples of results from the conducted searches, we performed

semi–automated analyses of the articles for the presence of citations. Table

7.8 presents an indicative selection of our sub–sampling. We were then able

to select particular sub–samples of relevance to our research and analyse
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those qualitatively (see Chapter 9 for more detail). By comparing different

samples, we are able to establish a relative ‘size’ of citations to research. For

example, with S6 we see that developers cite Developer authorities four times

as much as they cite Research.

Table 7.8: Percentage of source articles that cite an external URL (see [187]
for further information)

Category of cited
URL

Search set of citing article

1 2 3 4 5 6 7 8 9

Peer–reviewed re-
search e.g. IEEE
Xplore

0% 0% 1% 0% 1% 1% 0% 1% 1%

Education e.g. .edu
domains

2% 2% 3% 2% 3% 3% 1% 4% 12%

Developer authori-
ties e.g. MSDN

0% 0% 1% 0% 2% 4% 2% 1% 1%

Developer Q&A e.g.
StackOverflow

0% 0% 0% 0% 0% 1% 1% 0% 0%

Repository e.g.
GitHub

0% 1% 1% 0% 4% 2% 1% 2% 1%

7.4.3 Discussion and conclusion for search heuristics

This section has presented and briefly demonstrated heuristics to improve the

rigour and relevance of grey literature searches that use keyword–based search

engines. The heuristics generate stratified samples of search and post–search

datasets using a formally structured set of search keywords (and ‘negative’

keywords). The heuristics therefore allow the generation of a more compre-

hensive set of searches and a more complete coverage of the ‘search space’

being queried.

The heuristics can help researchers find a larger quantity of results rele-

vant to their studies. For example, one of the search strings used by Garousi

et al. [73] was <decision automated software testing>. The heuristics could

support the generation of a more comprehensive set of search queries around

decision making in automated software testing. The heuristics may also aid

in improving the rigour of articles to be analysed by the researcher. Garousi
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et al. [70] propose a quality checklist for analysing documents in MLRs which

suggests quality criteria to us in filtering results. Incorporating this list into

the post–search filtering of results could help improve the rigour of results to

be analysed.

The heuristics require additional time and effort to construct, and also

to apply e.g. through conducting more searches and more complex searches.

For these reasons, we have developed software tools (Section 7.6) to assist

with the semi–automation of conducting online searches, downloading the

search results, and then the post–search filtering using the credibility criteria

identified in Chapter 5. We believe the resulting stratified samples benefit

the researcher by providing more flexibility in selecting articles to analyse.

The researcher can reduce their effort, because the researcher can be more

selective in the articles they study, and be more effective in their effort,

because the researcher can work with a higher–quality set of articles.

The heuristics have not yet been formally evaluated. However, they have

used the heuristics in our research (Chapter 9). Chapter 8 presents and

evaluates a set of the reasoning indicators that can be used with the heuristics

to identify higher–quality articles. We plan in the future to evaluate our

heuristics in relation to Garousi et al.’s quality checklist [70], and further

develop software tools to implement the heuristics.

7.5 Post–search measures for credibility assessment criteria

Section 7.4 demonstrated how we query Google using topic keywords and

quality indicators to initially identify articles for analysis. Once we have

identified the articles to analyse, we apply our selected credibility criteria in

order to identify those articles which are of sufficient quality and the ‘right

type’ of article for research. Our selected credibility criteria are: reasoning,

experience, citations, clarity of writing, and code detection

For each of these criteria, we have one or more measures which can be

aggregated to assess the criteria. These measures are detailed in Chapter 8,

but Table 7.9 provides a summary.
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Table 7.9: An overview to the measures used for each selected credibility
criteria

Criteria Measure(s)

Reasoning A set of reasoning markers are used to give an indication
of the reasoning that takes place within the document.

Experience A set of experience markers are used in the same way as
with the reasoning. We also look for named entities and
pronouns to identify characters, and events are identified
using regular expressions, verbs and verbs that are pre-
ceded with an ’I’.

Citations Hyperlinks within the document that are not to the orig-
inating domain of the document are classified against a
citation schema.

Clarity of writ-
ing

Existing readability measures, sentiment analysis and
spell–checkers are used to measure clarity of writing.

Code detection A series of regular expressions and keywords are searched
for to identify potential code instances. These potential
instances can serve as input to clustering algorithms to
identify code segments.

7.6 Tooling

The methods explained in this chapter have been bundled up into a suite of

tools and released for public use. Collectively, we refer to this suite of tools

as COAST (Credible Online Article Search Tool). Table 7.10 provides links to

each of the tools and shows the state.

7.6.1 Article identification

Throughout our research, articles have been identified through either the

search heuristics presented in Section 7.4, or by crawling pre–determined

domains. For querying Google using our search heuristics, we have cre-

ated COAST SEARCH. For crawling domains we have created COAST CRAWL.

COAST CRAWL writes results out to a Mongo database so that results can be

crawled automatically over an extended period of time. COAST CRAWL how-

ever does not parse the sites robot.txt file and so requires the researcher to

check before crawling.
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7.6.2 Credibility assessment

For credibility assessment we have created COAST CORE. COAST CORE imple-

ments our methods for analysing each of our chosen criteria. For each criteria,

a JSON object is created and returned to the user for analysis. COAST CORE

has been publicly released as a pip package.

For the development of COAST CORE, a series of utility libraries were also

created. These libraries are also publicly available:

1. URL parser - given a URL, will parse and identify the different parts

(e.g. domain, protocol, path, port number)

2. Timex events - Timex events are a series of regular expressions that

can be used to identify temporal events within text. For example, the

phrases ‘last summer’ and ‘in march, I spoke about x’. A Timex library

already existed as part of the NLTK suite of NLP tools. However,

our Timex library has added further regular expressions for identifying

different temporal events.

3. Article extraction - The article extraction library downloads the HTML

of a given URL. It also uses Pattern3 to extract the article text from

the HTML, and extract a simplified version of the HTML for citation

analysis (i.e extracts the article text, but leaves in headers, paragraphs

and hyperlinks).

7.6.3 Creation of a web portal for researchers (COAST MONITOR)

We are also working on a web portal for researchers to run and manage their

case surveys. The web portal uses the other libraries to run daily searches and

crawls. The results are then analysed using COAST CRAWL and visualisations

are produced with results. The process is fully logged making it able for

the researcher to trace the full process. COAST MONITOR currently exists as a

prototype and is not available to the public. Future work to the COAST suite

will see further development and public release of COAST MONITOR.

3 https://pypi.org/project/Pattern/
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Table 7.10: The state of tools and libraries developed during the research. Whether the library is publicly available,
released on PIP and links to the repository and documentation

Public PIP Repository Documentation

COAST SEARCH y y github.com/zedrem/coast_search coast-search.readthedocs.io

COAST CRAWL y n github.com/zedrem/coast_crawl Repo README

COAST CORE y y github.com/zedrem/coast_core coast-core.readthedocs.io

COAST MONITOR n n N/A N/A

Utility libraries

URL Parser y n github.com/zedrem/url_parser Repo README

Timex (our modified
version)

y n github.com/zedrem/timex_events Repo README

Article Extraction y n github.com/zedrem/article_extraction Repo README
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7.7 Addressing the research questions

This chapter is working towards investigating research questions RQ6 to

RQ11 around how to automate the credibility model presented in Chapter

5. Investigation into these questions continues in Chapter 8, and then the

research questions are addressed in Chapter 11.
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Chapter VIII

Developing measures for the credibility criteria

8.1 Introduction

Chapter 7 presented our case survey methodology and our decision to split

the methodology into searching and post–search credibility assessment. In

this chapter, we describe the work that we have undertaken on automatically

analysing each of our chosen credibility criteria from the credibility model.

These criteria are mostly to be used in the post–search assessment. However,

certain keyword–based criteria such as our reasoning markers in Section 8.2

may be used to seed query strings.

As with Chapters 6 and 7, the chapter investigates RQ’s 6–11:

RQ6 How do we determine the higher–quality blog–like content?

RQ7 How do we determine the more relevant blog–like content?

RQ8 How do we define effective and efficient search?

RQ9 How do we measure effective and efficient search?

RQ9.a How do we ensure the blog–like content searched and selected is

representative?

RQ10 How do we define effective and efficient selection?

RQ11 How do we measure effective and efficient selection?
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8.2 Generating a set of validated reasoning markers

This section outlines a study undertaken to gather and validate a set of rea-

soning markers for use within the methodology. They can be used to provide

an indication of reasoning within the text of a blog–like document, and also

be used to seed search queries when using the search strategy presented in

the previous section. This study was initially published in [237].

The objectives of this study are:

1. To develop a list of reasoning markers that indicate presence of reason-

ing.

2. To demonstrate how these markers can be used in grey literature re-

views for searching and collecting articles relevant to literature review.

3. To propose criteria (topic, reasoning and evidence) for classifying grey

literature.

A contribution of this study is that we develop and validate an aggre-

gated and evaluated list of reasoning markers that can be used by others for

identifying reasoning in text. We also provide demonstrations of two ways in

which the markers can be used. These sections do not provide an in-depth

analysis, instead, they are intended to show how the markers can be used in

conducting research.

8.2.1 Methodology and results

Building the set of reasoning markers

We analyse rigour using the presence of reasoning sentences (i.e. sentences

that contain one or more reasoning marker). Our set of markers was initially

collated by analysing examples of discourse markers and premise and conclu-

sion indicators that are given throughout the literature. Table 8.1 shows the

publications that were used along with a count of example markers provided

by each source. In total, 333 unique markers were identified.

The literature analysed came from linguistics, argumentation mining,

critical thinking and philosophy. To be included in the candidate list, the
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Table 8.1: A list of publications used to create our initial list of markers
Source # Indicators

Taboada, M [221] 32

Knott, A, and Dale, R [115] 222

Govier, T [80] 31

Fisher, A [61] 34

Eemeren et al. [230] 17

Harrell, M [92] 8

Gupta, S [87] 26

Halpern, D [90] 34

Other (grey literature) [182, 54, 134, 12, 99, 11] 83

paper needed to have been published, and include a discussion on argument

identification in discourse. It also needed to include a set of markers that

was greater than five. Most papers split their sets into premises and conclu-

sions. For this study, we combine these into ‘reasoning markers.’ Reasoning

markers in linguistics are split into several categories such as concession,

circumstance and order, whereas the widely adopted approach in the argu-

mentation community is that an argument is either a claim (conclusion) or

a premise which along with zero or more other premises, supports a claim.

Of the literature reviewed, few actually provide a set of markers and we

did not find any that provided an exhaustive/evaluated list. The majority

of papers that did provide a set of markers gave a small sample of what they

deemed the most popular markers to be. The result of the literature search

was a set of 333 candidate markers. These were next reviewed by the primary

supervisor to determine which of the markers explicitly indicate the presence

of a premise or a conclusion. This resulted in narrowing our candidate list

down to 62 markers.

We then analysed our set again, removing duplication phrases (e.g. ‘pre-

sumably because’ and ‘simply because’ can be simplified to ‘because’) and

adding affixes to words where necessary (e.g. for the term ‘deduce’ we add

‘deduces’ and ‘deduced’). Normal NLP practice would be to stem these

markers, but we want our list to be able to be used in search engines which

do not recognise stemmed words.
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Evaluating the set of markers

To evaluate the set, we analysed an already annotated corpus of arguments.

The corpus we used comprised 90 persuasive essays, provided by Stab and

Gurevych [216] (Stab and Gurevych have also released a second version of

the corpus with considerably more essays. However, we use the first version

corpus as we wanted to be able to compare our results with the results

reported in [217]). The corpus annotates each sentence as a non–argument, a

premise, a conclusion or a major conclusion. For our verification, we combine

these into reasoning sentences or non–reasoning sentences. This gives us an

unbalanced dataset that is made up of 1294 reasoning sentences and 235 non–

reasoning sentences. In [217], the authors report results for detecting each

type of argument. They report a macro F1 score of 0.726 using supervised

classification to detect argument sentences.

Our evaluation was performed by searching each sentence for the presence

of any term in our set of markers. We then compare our prediction with the

annotation to determine its precision. Note here that our results cannot be

compared like for like with the results reported in [217] because we analyse

the whole dataset whereas they split the data into training and testing sets.

Their result is only provided as a reference.

Our results are given in Table 8.2. The results of this first pass show a

high precision and a low recall, indicating that although our 62 markers are

explicit in indicating reasoning sentences, the set is not exhaustive enough

to detect the wide variety of arguments in the dataset. The result is an F1

score of 0.464.

To expand our set, we analysed the first 100 false negative results to

identify new candidates. From each sentence, we identified the word or phrase

which indicated that it was an argument sentence and this resulted in 85 new

candidates. These were then reviewed in the same way as the original set.

This resulted in 24 new markers being added to our set. The final set of

indicators used are provided in Appendix D, the results after adding these

24 new markers to our original 62 are also given in Table 8.2.

Stab and Gurevych provide a set of example markers in their annotation

guidelines. When we run using these markers alone we get a precision score
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Table 8.2: Results of running our set of markers over the persuasive essays
corpus

1st Pass 2nd Pass

Predicted reasoning sentences 452 550

Predicted Non-reasoning sentences 1077 979

True Positives 405 501

True Negatives 188 186

False Positives 47 49

False Negatives 889 793

Precision 0.896 0.911

Recall 0.313 0.387

True Negative Rate 0.388 0.449

F1 Score 0.464 0.543

of 0.884 and a recall score of 0.539. Although these markers yield more

favourable results in terms of recall than our set of markers, they include

words that do not explicitly indicate the presence of reasoning. Using only

explicit markers was an objective of our study in an attempt to ensure that

our list is context independent and can be applied to other studies.

Even with our added markers, the recall remains unsatisfactory. However,

this is acceptable at this stage of the research as we are currently focusing on

ensuring the articles we gather are of high–quality. Future research will look

at incorporating a larger breadth of articles, which will increase our recall as

a result.

Partial post–validation of results

We post–annotated 100 sentences, made up of 49 predicted reasoning sen-

tences and 51 predicted non-reasoning sentences. The result of agreement

are given in Table 8.3.

Table 8.3: Agreement measure of the post–validation
Agreement between Kappa Statistic

Author and Supervisor 0.397 “fair”

Author and Predictions 0.433 “moderate”

Supervisor and Predictions 0.166 “poor”
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Closer inspection of the results show that all agree on the majority of

what sentences are not reasoning sentences. A reason for the low agreement

is possibly that it is difficult to classify a sentence when it has been stripped

of its context. This can be countered by validating at a higher level of

abstraction such as the paragraph, or article level. More exploratory analysis

of the data is needed, as well as a more sophisticated method of reasoning

identification. We leave looking at alternative methods for further research.

Using these markers on their own for identifying reasoning sentences

within a body of text is a naive approach and not robust enough. We in-

stead plan to incorporate these markers into search strings when gathering

articles from grey literature. A demonstration of this approach is given in

the following section. In studies that do wish to identify reasoning within

text however, the markers presented in this paper could be used as a set of

features to a supervised machine learning classifier.

8.2.2 A demonstration of using the markers to search grey literature

Method and results

We demonstrate the application of the markers using an example of searching

for software testing grey literature. As mentioned earlier on in this paper; we

define the ‘right content’ in terms of rigour, relevance and whether the article

is supported by evidence. The research focuses on mentions of reasoning

to measure rigour, and we have decided to measure evidence in terms of

mentions of professional experience.

We conduct our searches through Google, allowing Google to determine

relevance through the search string ‘software AND testing.’ We use the

Google Custom Search API1 so that we can automate multiple searches.

Automating the same queries over multiple days should mean that the vari-

ation that Google returns in its search results will be ameliorated. In using

Google however, we are limited by the total number of words that we can

use in each search string (maximum 32 words). We therefore limit our search

strings to 10 reasoning markers and 9 experience markers (Table 8.4). The

reasoning markers have been chosen due to them having the highest precision

1 https://developers.google.com/custom-search
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when ran over the persuasive essays corpus. The chosen experience markers

are arbitrary, and have been included to help in the evaluation of the rea-

soning markers. The development of a evaluated list of experience markers

is left for future research.

Table 8.4: Reasoning and experience markers used
Reasoning markers Experience markers

but i

because me

for example we

due to us

first of all my

however experience

as a result experiences

since experienced

reason our

therefore

We ran three independent queries, concurrently, over 28 consecutive days.

The three queries are:

1. Articles that are on topic (T) and contain one or more of our reasoning

markers (R) and one or more of our experience markers (E).

2. Articles that are on topic (T) and contain one or more of our reasoning

markers (R) but zero of our experience markers (E).

3. Articles that are on topic (T) but contain zero of our reasoning markers

(R) and zero of our experience markers (E).

Table 8.5 shows the query strings used for each search set. Table 8.6

shows how many total search results and unique URLs were gathered for

each search set. The Google custom search API retrieves 100 queries per day

(after which, you have to pay). Each query retrieves ten results. Therefore,

the 28,000 total results are formed of 100 queries * 10 results per query * 28

days (The 27,990 results for search set one are due to one of the queries over

the 28 day period returning a 500 server error response). What this tells us
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is that for each query string, there were at least 10 pages of results returned

everyday over the 28 days.

Table 8.5: Query strings used for each search set
# Logic Query string

1 T+R+E “software” AND “testing” AND (“but” OR “because”
OR “for example” OR “due to” OR “first of all” OR
“however” OR “as a result” OR “since” OR “reason”
OR “therefore”) AND (“i” OR “me” OR “we” OR “us”
OR “my” OR “experience” OR “experiences” OR “expe-
rienced” OR “our”)

2 (T+R)+!E “software” AND “testing” AND (“but” OR “because”
OR “for example” OR “due to” OR “first of all” OR
“however” OR “as a result” OR “since” OR “reason” OR
“therefore”)) -“i” -“me” -“we” -“us” -“my” -“experience”
-“experiences” -“experienced” -“our”

3 T+!(R+E) “software” AND “testing” -“but” -“because” -“for exam-
ple” -“due to” -“first of all” -“however” -“as a result”
-“since” -“reason” -“therefore” -“i” -“me” -“we” -“us” -
“my” -“experience” -“experiences” -“experienced” -“our”

Table 8.6: Total results from each search set and the number of unique URLs
retrieved

# Total number of URLs Unique URLs

1 27,990 282

2 28,000 207

3 28,000 154

Table 8.7 shows the classified results of the unique URLs for the search

sets. Each set has been classified by the type of content that it contains. The

raw results containing all of the URLs can be found online2.

2 https://www.researchgate.net/publication/324860693
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Table 8.7: Categorised unique URLs for each search set

Category Explanation 1 2 3

Online arti-

cles (news,

blogs etc)

Page contains an opinion article about a

given topic. (Although this papers focus

is on blog articles, we use a generic ‘online

articles’ category as it is not always clear

whether a site is a blog, or a news site).

136 24 5

E-commerce,

service

providers,

tools & soft-

ware

Page promotes the buying of, or down-

loading of a tool or service. This may in-

clude some white papers, download pages

of free software, and certain articles that

have been written by a company to pro-

mote their own product/services.

57 30 23

Education,

academic

or online

courses/ cer-

tifications

Any page that comes from an academic

institute (e.g. ‘.edu’ or ‘.ac.uk’ domains)

or promotes/provides information on a

online course/industry certification.

30 47 60

Research Research that has been published in a

peer reviewed conference/journal.

16 14 12

Event adver-

tisements

Pages which advertise an event (e.g. de-

veloper meet-ups, academic conferences

etc).

12 6 7

Government

sites

Any site with a ‘.gov’ or ‘.mil’ (United

States Department of Defence and its af-

filiations) domain.

8 22 8

Seed pages

(i.e. link to

many articles

A page within a site that contains no

content itself, but links to multiple other

pages (e.g. the home page of a blog, a

directory of businesses etc.).

6 1 12

Discussion/

Q&A sites

Pages where a user provides a topic or

question, and then the main bulk of the

content is a series of comments around

that topic/question

6 0 1
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Continuation of Table 8.7

Wiki articles Page provides facts and definitions about

a given topic. Unlike ‘online articles,’

wiki articles do not convey the opinions

of the author.

4 11 9

Job advertise-

ments

Pages where the main content is to pub-

lish one or many jobs

2 0 1

Broken links Pages that provide no content to the

browser (e.g. 500/404 response)

2 4 6

Other/un–

catergorised

Anything that does not fall into any other

category in the list

2 14 9

Review sites Pages that contain a review of a product,

technology or service; and come from a

site that is dedicated to reviews (e.g. trip

advisor).

1 0 0

Code, repos-

itories, docu-

mentation &

bug reports

Pages that contain only code, documen-

tation about a specific piece of software,

or bug reports for a specific piece of soft-

ware.

0 35 1

Discussion of reasoning indicator results used in searching for grey literature

A blog can be defined as a website containing a writer’s or group of writers’

own experiences, observations and opinions3. We have collated all opinion

style, online articles into a single category. This is because it is sometimes

difficult to determine whether a site is a blog or a news site (for example,

Lifehacker4).

The results of search set 1 (Topic + Reasoning + Experience) contain

the greatest number of online articles. However, when the experience indi-

cators are removed in search set 2, this number reduces dramatically. This

indicates that mentions of experience are perhaps more influential than rea-

soning markers when trying to identify blog articles. Search set 2 also has a

high portion of results that fall into the ‘education, academic or online cours-

3 http://www.dictionary.com/browse/blog

4 https://www.lifehacker.com.au/
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es/certifications’ category. These results appear to contain a large quantity

of degree content (e.g. lecture slides). A possible reason for the large amount

of results in this category may be that such content is both on topic, and

contains reasoning, but does not discuss professional experience. In search

set 3, almost half of the results fall into the ‘education, academic or online

courses/certifications’ category. Unlike the results in the same category in

search set 2, a lot of these results are pages that outline course content.

These contain a lot of topic key words but no reasoning and no mentions of

experience. For example, a page may include just a table with the weeks of

term listed in the first column, and the topic(s) to be covered in the second.

Search set 2 also contains a high number of results in the ‘code, repositories,

documentation & bug reports’ category. The documentation can potentially

be explained by the reason given above (documentation may reason why

things are done a certain way, but talking about professional experience in

such a clearly written, objective body of text would be inappropriate). Code

may also contain reasoning, for example, in its comments.

It is possible that some of these results fall into the wrong search set.

Search sets 2 and 3 contain a lot more PDF files than search set 1, some

of which contain markers that our query attempts to negate. This could be

because Google does not parse the content of PDF files when generating its’

topic model, relying only on meta–data. There are 15 PDF files in search set

1; 60 in search set 2; and 23 in search set 3. Search set three also contains

the highest number of results where the page has been written in a foreign

language. The page may contain both reasoning and experience, but Google

can only parse based on the English key words in the meta data.

There is also a search set missing from the comparison that would have

been useful. That search set is just topic on its own (T). This hasn’t been

included due to time constraints.

8.2.3 A demonstration of applying the markers to a single blog

In this section, we demonstrate how the set of markers can be used to search

for articles within a single blog. Joel Spolskys blog5 has been used in previous

5 https://www.joelonsoftware.com/
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research [240] so we chose to also use it here for comparison. Joel’s blog also

contains a large variety of different types of articles (e.g. long opinion pieces

on a specific topic, short updates about what Joel is doing over the coming

weeks, notifications of new products). We hypothesise that using the markers

helps identify the more opinion–type articles.

Joel Spolsky is the CEO and co–founder of Stack Overflow6, as well as

being the co–founder of Fog Creek Software7, the company that developed

Trello8. Joel has published over 1000 articles on his blog since starting the

blog in 2000.

Method and results

We crawled the blog in September 2017, successfully extracting the HTML

from 1556 pages. In an effort to make our process generic to all blogs, we

used a custom crawler that did not target the specific articles. For this

reason, the 1556 pages that were crawled include all static pages (homepage,

about page, archive seed pages etc.). Next, we used Pattern9 to extract the

text from each page. We successfully extracted the content of 1515 pages

(meaning we were not able to extract 41). Closer inspection of the failed

extractions shows that none of the actual published articles failed to extract.

The failed extractions were made up of forwarders to other domains, broken

links that produced a 404 response and static assets (e.g. images).

There are a number of duplicate articles within the results. This is due to

a large number of forwarding URLs to other articles. The blog has recently

upgraded its blog engine, meaning that some of the hyperlinks within articles

now act as forwarders. This is due to the URL format changing throughout

the blog. We removed 201 duplicate values by comparing the extracted article

texts, leaving a total of 1314 pages to be analysed (see Table 8.8).

With the text for every page, we counted the frequencies of occurrence

for each of our 86 reasoning markers. Unlike the previous section, we can

6 https://stackoverflow.com

7 http://www.fogcreek.com/

8 https://trello.com/

9 https://www.clips.uantwerpen.be/pattern
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Table 8.8: Breakdown of pages crawled and extracted from Joel Spolskys
blog

Statistic #

Total pages crawled using custom crawler. 1556

Pages successfully extracted using Pattern. 1515

Failed extractions from Pattern. 41

Number of duplicate pages removed. 201

Final number of articles to be analysed. 1314

use the entire list of markers as we are not limited by the Google API. We

also make note of the total word count for each page for normalisation (using

Pythons Textstat10 library). In doing so, we are able to rank the articles

based on both, their total number of reasoning markers and their percentage

reasoning markers within the over all page. Due to space constraints, we

include only the top and bottom 1% of pages (ranked by their percentage of

reasoning markers) for comparison. These can been found in Table 8.9 and

Table 8.10 respectively.

10 https://pypi.python.org/pypi/textstat
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Table 8.9: Top 1% of pages from Joel Spolskys blog when ranked by total indicators (i)/word count (wc)
# URL # wc # i i/wc

1 https://www.joelonsoftware.com/2004/09/14/news-28/ 1011 19 0.0188

2 https://www.joelonsoftware.com/2000/05/26/20000526/ 910 16 0.0176

3 https://www.joelonsoftware.com/2005/01/ 4584 77 0.0168

4 https://www.joelonsoftware.com/2005/10/16/news-120/ 1032 17 0.0165

5 https://www.joelonsoftware.com/2005/01/02/

advice-for-computer-science-college-students/

3654 60 0.0164

6 https://www.joelonsoftware.com/2000/04/03/

incentive-pay-considered-harmful/

1478 24 0.0162

7 https://www.joelonsoftware.com/2000/04/26/

designing-for-people-who-have-better-things-to-do-with-their-lives/

2158 35 0.0162

8 https://www.joelonsoftware.com/2004/12/06/news-45/ 1542 25 0.0162

9 https://www.joelonsoftware.com/2003/12/ 3164 51 0.0161

10 https://www.joelonsoftware.com/2002/10/ 3977 64 0.0161

11 https://www.joelonsoftware.com/2000/10/02/

painless-functional-specifications-part-1-why-bother/

2801 45 0.0161

12 https://www.joelonsoftware.com/2001/10/17/

working-on-citydesk-part-three/

1752 28 0.0160

13 https://www.joelonsoftware.com/2006/09/01/language-wars/ 1627 26 0.0160
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Table 8.10: Bottom 1% of pages from Joel Spolskys’ blog when ranked by total indicators (i)/word count (wc)
# URL # wc # i i/wc

995 https://www.joelonsoftware.com/2008/09/05/

stackoverflow-podcast-20/

619 2 0.0032

996 https://www.joelonsoftware.com/2001/04/20/20010420/ 626 2 0.0032

997 https://www.joelonsoftware.com/2006/05/02/

aardvarkd-screening-in-new-york/

627 2 0.0032

998 https://www.joelonsoftware.com/2008/01/25/

copilot-is-now-free-on-weekends/

640 2 0.0031

999 https://www.joelonsoftware.com/2010/10/21/world-tour-last-chance/ 647 2 0.0031

1000 https://www.joelonsoftware.com/2006/03/31/

best-software-writing-volume-ii/

654 2 0.0031

1001 https://www.joelonsoftware.com/2008/07/18/pecha-kucha/ 661 2 0.003

1002 https://www.joelonsoftware.com/2009/01/07/

copilot-oneclick-for-macintosh/

672 2 0.003

1003 https://www.joelonsoftware.com/2008/09/11/

password-management-finally-possible/

685 2 0.0029

1004 https://www.joelonsoftware.com/2008/04/14/

first-joel-on-software-conference/

738 2 0.0027

1005 https://www.joelonsoftware.com/2006/12/05/lego-programming/ 786 2 0.0024

1006 https://www.joelonsoftware.com/ 1413 3 0.0021

1007 https://www.joelonsoftware.com/mem.html 8181 0 0
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Discussion of reasoning inductor results over a single practitioners blog

The articles appearing in the top 1% (Table 8.9) are all opinion–type articles

or updates on projects that include reasoning about why things have been

done a certain way. However, there are three pages in Table 8.9 that are

seed pages containing multiple articles (these are the pages ranked 3rd, 9th

and 10th). When combined, these articles rank higher than their individual

parts. For example, the seed page that is ranked third is made up of five

articles. These pages should be excluded from the analysis as they do not

contain a single article. However, they have been included because we want

to ensure that our method is generic and can be applied to other blogs.

Further research will look at how we can classify pages to automatically

identify articles. Encouragingly, ranked within this top 1% is an article titled

‘Language Wars.’ This article have been previously used by Rainer [188] as

an example of where blog articles may hold value to researchers.

The articles in the bottom 1% (Table 8.10) appear to be mostly short

announcements of events or promotions. The few articles that may contain

value to researchers are not opinion–type articles and hold no reasoning.

They are very short in terms of word count and are more instructional or

written as passing thoughts. For example, in the article ranked 996th, Joel

says he gathers data to show that the benefits of pair programming are not

enough to offset the loss in productivity. However, he provides no reasoning

or evidence to support this statement. Instead, he asserts the data collection

as an event that has recently taken place.

Every page on Joel’s website contains a side bar that contains information

about him and the companies that he is involved in. This sidebar contains

324 words and two reasoning markers (‘since’ and ‘as a result’). This explains

why the majority of results in our bottom 1% still have two indicators (the

page ranked bottom is a HTML page that is separate from the blog engine

and contains only the names of all of the people who lost their lives during

the 9/11 terrorist attacks). We have left the text from this sidebar in for

our analysis because we want a generic method that can be applied to other

blogs.
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8.2.4 Discussion and conclusions of reasoning indicator studies

Criteria for classifying grey literature

In previous research, classifying grey literature has been subject to a lack

of formal definitions. Many have defined grey literature in terms of exam-

ples. Garousi, Felderer and Mäntylä [70] provide a tiered approach that puts

books, magazines, government reports and white papers in tier one (high

credibility), and blogs, presentations, emails and tweets in tier three (low

credibility). Similarly, Adams et al. [3] distinguish between grey literature,

grey information and grey data. Although their distinctions overlap, they

imply that there is a hierarchy of credibility between the three. Blogs are

classified as grey data, which are less credible than grey literature (internal

reports, working papers and newsletters), but more credible than grey in-

formation (meeting notes, emails and personal memories). We believe that

these classifications by example are not helpful. In demonstration two, we

show that even within a single practitioners blog, articles contain varying lev-

els of quality and credibility. Our research instead presents a novel approach

that looks towards classifying grey literature by criteria that are meaningful

to researchers.

Threats to validity and limitations

Threats and limitations around the reasoning markers We have

identified three threats to the validity of this study around the development

and evaluation of the reasoning markers. First, collating the results from the

literature was not done systematically, and some sources came from grey lit-

erature and not peer reviewed work. Therefore, we can not be confident that

we have generated an exhaustive initial list. Also, the majority of markers

in the initial list (222 markers) came from one of the sources. Therefore, the

validity of our initial list hangs on the validity of that one source.

Second, the list was only evaluated using one dataset of persuasive essays.

This dataset contains multiple authors but the essays are all of similar struc-

ture and topic. Therefore, the final list of indicators may perform differently

against a different dataset and in a different context.

Finally, the analysis of false–negatives that was carried out to adjust the
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list of markers and report the results of the 2nd pass may introduce some

over–fitting. To ensure that this is not the case, the list of results need to be

validated over a different corpus.

Threats and limitations around the demonstrations provided Ad-

ditionally to these threats around the generation of the set of markers, there

are threats around the analysis carried out when demonstrating the markers

applications. We do not include an in–depth analysis, instead the demon-

strations are intended to preliminary show that the set of markers work and

under which circumstances they may be used. We have published the data

from these sections for transparency11.

Threats and limitations around the broader research There are also

a number of limitations to this research that are not addressed within this

study:

• Diversity - The argumentation mining community initially focused

on legal corpora due to its formality and structure [50]. However, blog

articles and much grey literature differ in that they are varied in their

structure and the formality of their language. Our research needs to

cater for all types of articles.

• A lack of existing corpus - Biran and Rambow [21] classified the

justifications of arguments. However, as far as we are aware, there is

currently no corpus available that provides annotated reasoning and

evidence together. There is also no annotated corpus of reasoning or

experience given in blogs in a software engineering context. This makes

verifying and extending our work difficult.

• Zipf’s law [156] - Certain words occur more frequently than others

within the English language. From our final set of markers, ‘but’ and

‘because’ both appear in the list of 100 most common English words.

This is not necessarily a limitation of the study as commonality does

11 https://www.researchgate.net/publication/324860693

163



not prevent a word from being a good reasoning marker. We do not

think that this has an impact to this research, but look to evaluate the

effect of Zipf’s law on our reasoning markers in the future.

Future research

Future research should develop a more robust method for identifying rea-

soning. For example, a machine learning classification where the discourse

markers presented in this paper are a feature. We also want to further anal-

yse and extend our work with using reasoning and experience markers for

searching for content.

In this study, we have developed and validated our markers at a sentence

level. We then demonstrate two possible applications for our markers; first

using a search engine, and then by analysing at an article level. Different

granularity’s still need to be considered. For example, working at a para-

graph or sentence level will allow us to analyse the co-location of relevance,

reasoning and experience markers. This may in turn, allow us to identify

just the interesting excerpts from the articles.

Reasoning indicator study conclusions

In this study, we develop, evaluate and partially validate a set of reasoning

markers that can be used to measure the rigour of blog articles. This list of

86 indicators is made available in Appendix D for use in future research.

We then demonstrate how the list of markers can by incorporated into

the search process of a grey literature review to identify the ‘right’ blog

articles (i.e blog articles where the practitioner is providing some reasoning).

Reasoning alone does not determine whether the article is of high quality to

researchers.

In the future, we plan to develop a similar set of markers for detecting

experience (the experience markers used in this paper have not been validated

and evaluated). Pairing our reasoning and experience markers with a method

for measuring an articles relevance, will allow us to identify the ‘right’ blog

articles for researchers (the example in this paper uses the Google Custom

Search API to measure relevance). Detecting reports of experience in the
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articles will allow us to evaluate the extent to which the arguments made in

the article are informed by practice–based evidence. Relevant and rigorous

blog articles are not the same as influential blog articles [188]. A widely read

(influential) blog article is not necessarily a rigorous article.

We also plan to look into other criteria at other criteria for identifying

the ‘right’ blog articles. For example, the articles date may be an indicator of

timeliness, and analysing an article for citations to other practitioner sources

may allow us to determine the extent to which the content has been influenced

by others.

8.3 Review of methods for experience mining

Previous research [189, 50] has demonstrated that software practitioners of-

ten form opinions based on their professional experience of software practice,

and on the experience of their peers. Detecting experience in practitioner–

generated discourse, as practitioners share information about practice, has

the potential to provide important insights for research into software practice,

insights that can complement the more traditional methods of data collec-

tion from practitioners, such as interviews and surveys. We therefore seek

a mechanism for detecting the reporting of experience, to be used either as

part of the online searches or in the post–search filtering, or both.

Experience mining is an new and emerging field that could provide the

mechanism we seek, or could provide resources (broadly defined) for the

development of such a mechanism. It is not clear however whether the field

of experience mining is sufficiently mature to support the automatic mining

of grey literature for professional experience.

The main objective of this study is to review previous empirical studies

of experience mining to better understand the prospects for automatically

mining professional experience in the grey literature of software practice. A

secondary objective is to better understand the challenges and opportunities

for experience mining of grey literature, so as to inform future development

and evaluation of appropriate experience–mining approaches.

To achieve our objective, we first identify 48 papers for review and classify

the 48 papers by type of experience being studied. We then select and analyse
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all (nine) papers that study professional experience. To complement the nine

papers, we also briefly describe the datasets, features, resources and corpora

used by a large subset of the identified papers (29; 60%).

The contributions of this study are: a general classification of the 48

papers, mainly in terms of types of professional experience being mined;

the identification (and frequency count) of a diversity of features, methods,

resources and corpora used in a large subset (29 papers; 60%) of our full

dataset; and a more detailed analyses of all (nine) papers that focus specifi-

cally on professional experience (as best we can define it, given the diversity

of papers).

8.3.1 Methodology

Searching

To search for (candidate) research articles, the second author performed 18

queries using five search engines. Table 8.11 summarises the searches. We

followed the recommendations of Singh and Singh [210] to tailor our search

strings to the specific requirements of each search engine.

For each query, the first 50 results were considered for inclusion in the

review. Each of those 50 results was selected as a candidate if that result

could not be immediately rejected based on the respective article’s title (e.g.

when the article’s title was referring to gold mining). Results that were

only citations, that were in a foreign language, or that were patents were all

accepted at this stage (because they could not be immediately rejected based

on title).

The initial search process yielded 309 candidate articles. Removing obvi-

ously duplicate articles reduced the number of articles to 238 articles.
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Table 8.11: The total number of results returned for each query string against each search engine

# Search Strings
Results per search engine

Google IEEE Science
Scholar Xplore ACM Direct Scopus

1 “experience mining” 664 8 9 40 105

2 “experience indicators” 1,850 2 534 160 82

3 indicators AND “personal experience” 132,000 3 25 9,977 4,148

4 indicators AND “professional experience” 43,500 1 6 2,582 549

5 indicators AND experience 3,680,000 1,199 5,176 407,703 291,425

6 allintitle: indicators personal experience 2 81 0 0 1

7 allintitle: indicators personal experience
online articles

0 27 0 0 0

8 allintitle: indicators experience web 3 8,675 1 0 0

9 allintitle: “experience indicators” 38 0 0 0 7

10 allintitle: detecting experience 266 3,118 65 87 162

11 allintitle: “detecting experience” 2 0 4 0 2

12 allintitle: “detecting” AND “personal ex-
perience”

4 0 0 0 1

13 allintitle: “detecting” AND “professional
experience”

0 0 0 0 0

14 “detecting professional experience” 0 0 0 0 0

15 “detecting personal experience” 32 0 0 3 0

16 “detecting experience” 67 0 30 62 26

17 “story mining” 209 2 1 5 12

18 “detecting stories” 63 1 5 19 25
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Filtering

To filter the 238 candidate articles, we first read the abstract of each article.

If the article’s abstract did not discuss detecting experience, stories or events

from within a text then the article was rejected. Where it was not clear from

the abstract alone whether the article was relevant (or where there was no

abstract) we then also read the introduction and conclusion of the article to

better understand the aims of the article. Of the 238 articles entering the

filtering process, 154 articles were removed as not relevant. Also, we could

not gain access to 15 articles, so these were removed. 69 articles remained.

Note that we still may not have access to some of the 69 articles (as we will

show shortly), as the abstracts appear on preview pages and were assessed

without downloading the full article.

We then applied additional inclusion and exclusion criteria to the 69

articles. To be retained, the article should be written in English (sometimes

the abstracts are presented in English, even if the article isn’t) and describe a

method for detecting experience, events or stories. The requirement that the

article describes a method for detecting experience etc. does not necessarily

mean that the article has to report an empirical study. The inclusion and

exclusion criteria allow for grey literature to be retained for analysis. Given

the search engines used, however, the only grey literature present are Masters

and PhD theses, and patents.

After the application of inclusion and exclusion criteria, 14 articles were

removed. Also, one duplicate article was identified, and six articles were not

accessible. 48 articles remained for more detailed analyses.

Classification

The classification of the 48 articles occurred iteratively, involving both, the

author and the primary supervisor (e.g. analysing a subset of articles and

then returning to the larger sample to re–classify the full set of articles).

As our analyses focused, and we developed a deeper appreciation of the

articles, a series of further selection–rejection criteria emerged. We rejected

articles that met the following criteria: patents; similar papers written by

the same author/s; papers only reporting new datasets or characteristics
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of datasets; papers investigating some foundational aspect of data mining;

theses; types of experience not directly relevant to the focus of our review (e.g.

experience as a patient, or experience of a hotel); micro–blogs; papers that

report the generation of stories rather than mining stories; and some types

of story fundamentally different to expressing experience e.g. folk stories. As

examples: Jijkoun et al. [103]) report descriptive statistics of a dataset but

do not conduct experience mining, Di Crescenzo et al. [51] discuss corpus

generation, Behrooz et al. [17] discuss the creation of stories.

Table 8.12 summarises the titles and classification of each of the 46 arti-

cles. Two articles were patents and we do not include them in the table.

169



Table 8.12: Classification of the 46 papers (ordered by cate-

gory and then date)

Ref §8.3.2 DS Th
Types of experience

Fnd Twt Stry
Prf Hlth Slr Hot Ptnt Fst PR Nws Emt

[93] • • •
[220] • • •
[39] • • •
[10] • • •
[9] • • •
[168] • •
[117] • •
[100] • •
[118] • •

[34] ◦ • •
[102] ◦ • •
[150] ◦ •
[51] • • •
[103] •
[130] • •
[157] • •
[144] •
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Continuation of Table 8.12

[116] •
[68] • •
[131] •
[158] •
[106] •
[94] • •
[248] • •‡
[66] •
[242] • •
[24] • •†
[79]

[82] • •†
[145] • •
[214] • • •†
[119] •
[178] • •
[177] • • •†
[125] • •†
[184] • •†
[126] •
[26] • •†
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Continuation of Table 8.12

[166] •
[229] •∧
[17] •o
[153] •
[38] ≡
[95] ≡
[40] ≡
[1] ≡

Total 9 2 1 9 2 1 2 3 2 1 6 1 1 4 14

Note: two patents were removed, reducing 48 papers to 46.

Legend – symbols:

•: Satisfies criteria ◦: Possibly satisfies criteria, but no definitions provided.

†: Story as public news or event ‡: Story as stream of events o: Focuses on telling stories

∧: Folk stories ≡: Similar paper to others

Legend – acronyms:

§8.3.2: analysed in Section 8.3.2. Prf: professional experience Hlth: personal health experience

Slr: experience of seller Hot: experience of hotel Ptnt: patient’s personal experience

Fst: experience of festival PR: product reviews Nws: public news events

Emt: emotional experience Fnd: foundations of classifiers Twt: Twitter

Stry: models experience as story DS: Dataset Th: Thesis
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Analyses

To gain a deeper appreciation of the 46 papers, and to complement our

subsequent study of nine papers, we conducted a more detailed classification

of a majority (29, 60%) of the papers. The classification is discussed below.

From our more detailed classification, we identified nine papers for deeper

analyses i.e. all papers that investigated professional experience (as best we

could define that term for the 46 papers). To analyse the subset of nine papers

we: developed a template for analysing the papers; independently completed

the template, and also made our own notes of each paper; and reviewed and

discussed the completed templates and our notes. The analyses we report

comprise descriptive information based on the template, together with the

critical discussion of a selection of issues emerging from the nine papers.

8.3.2 Results of experience mining review

Brief descriptive classification of a subset of 29 papers

In this section we briefly discuss a summary of the classification of the 29

papers (as publication limits unfortunately prevent us from reporting the

detailed classification; a technical report is available with the detailed clas-

sification.)

We use the following definitions for our classification: feature refers to

both the concept of features from machine learning, and measures used in a

study where no machine learning method was used; method refers to a range

of approaches adopted by the respective studies for detecting experience e.g.

supervised machine learning; resources refers to data used by the method/s,

as distinct from corpora used as input into the method, for example, NLTK

is treated as a resource that is used by a classifier to parse stories input to

the classifier.

We classified items that are not typically considered features by NLP. For

example, stop words and stemming words are not formally features, however

they are relevant during the cleaning of data prior to feature identification

and extraction. We retained such items in our classification for complete-

ness. We observed that of the 67 features, 46% (31/67) appear in multiple

studies, but this statistic is not a good approximation for the actual number
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of features as items can be used in multiple papers. Accepting the above

considerations, the most frequently occurring features in the articles were:

related keywords (n=13), n-gram/Bag–of–Words (n=10), verbs (n=8), and

named entities (n=7).

We also classified methods. Supervised machine learning was the most

frequently used (set of) methods in the sample of 29 papers. Again, the

methods reported do not necessarily convey the full scope of a study because

a method could be used in part of that study. For example, Brants et al. [26]

try to determine whether a new document discusses a new event. They do

this by first calculating the Term Frequency–Inverse Document Frequency

(TF-IDF) and then compare similarities/distance with existing documents.

In other words, they used more than one method.

Of the resources identified in the papers, the NLTK and Stanford cor-

pora were clearly the most frequently used resources in the set of articles we

analysed.

For the corpora and data sources, these were almost always specific to

the ‘research problem’ being investigated by the particular article. This is

not surprising given the different aims of the respective papers. The most

frequently used corpora are the series of Topic Detection and Tracking Eval-

uation (TDTx) corpora.

Overall, it was clear from our classification that there is considerable di-

versity in the (technical) approaches being used by the articles to investigate

experience mining.

Critical analyses of the subset of papers

Tables 8.13, 8.14, 8.15, and 8.16 present a summary of the analyses of the

subset of nine papers. During the analyses, it emerged that Gonçalves et al.’s

paper [10] does not report information relevant to our review. We retain the

paper in our tables for completeness. We discuss these tables in more detail

in the following subsections.
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Table 8.13: Summary classification of the subset of papers
First
author

Ref Date
Prior Model of Unit of

Story Pipeline
theory experience discourse

Hassan [93] 2016 No No Sentence No Yes

Swanson [220] 2014 Yes [120] Yes Clause Yes No

Ceran [39] 2012 No Yes Sentence Yes Yes

Gonçalves [10] 2011 Yes [2] Yes — Yes No

Gonçalves [9] 2010 Yes [2] Yes Sentence Yes Yes

Park [168] 2010 Yes [231] Yes Sentence No No

Kurashima [117] 2009 No Yes Document No No

Inui [100] 2008 No Yes Sentence No No

Kurashima [118] 2006 No No Sentence No Yes

An en dash denotes the source paper does not report the information
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Table 8.14: Summary of the datasets and their annotation
First Dataset Annotate
author Studied size, overall size, and source/s Language # κ

Hassan [93] 383 true reviews (268 training, 115 test) from 400 true re-
views [163]

(English) 1 —

Swanson
[220]

50 personal stories drawn from 5000 posts [78] taken from
44M articles [32]

English 3 0.58

Ceran [39] 16,930 paragraphs from 1,256 documents (13629 non–story,
3301 story)[No stated source]

English — 0.83

Gonçalves
[10]

— — — —

Gonçalves
[9]

One case selected from stories generated for the study, re-
lating to one business process

Portuguese — —

Park [168] 588 sentences from 6000 blog posts on WordPress English 3 —

Kurashima
[117]

29M blog posts from 48M blog posts collected using the
Blogranger 2.0 API

— 3 —

Inui [100] 50M posts, related to pre–selected topics, from 150M weblog
posts [No stated source]

Japanese 2 0.68

Kurashima
[118]

62,396 articles from Two Japanese blog hosting sites Japanese — —

An en dash denotes the source paper does not report the information
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Table 8.15: Elements of conceptual models of experience
Elements of story based models of experience

Swanson [220] Action: clauses describing causal or event relationships. A story must have an actor or actors. Orien-
tation: clauses describing properties about settings (e.g. time and location) and actors. Evaluation:
clauses describing emotional reactions, and the reason for telling the story. Abstract : an initial clause
summarising the entire sequence of events. Coda: a final clause ending the story and providing a
‘moral’ to the story.

Ceran [39] A story must have an actor or actors. The actor/s must be performing actions. The actions must
result in a resolution.

Gonçalves [9] Uses a subset of the CREWS scenario meta–model [2], focusing on Activities (Actions and Flows of
actions in CREWS) and Actors (Objects in CREWS).

Elements of non–story based models of experience

Park [168] The authors state that experiences can be recorded in terms of attributes, such as: location, time and
activity and their relations. They focus on two of Vendler’s [231] four basic classes of verbs: states
and activities (excluding achievements and accomplishments).

Inui [100] Each experience is represented as a piece of structured information comprising: A person’s experi-
ence is expressed by five attributes: Topic: what the experience is about. Experiencer : the person
experiencing the event. Event expression: The event that is experienced. Event type: The semantic
type of the event (not defined in the paper). Factuality : Whether the event indeed took place i.e the
temporal and modal status of the event Source pointer : a reference to the source text

Kurashima [117] A person’s experience is expressed by five attributes: Time: when a person (actor) acted. Location:
Where the person acted. Activity : An action and its object. Opinion: an evaluation about the object.
Emotion: The feeling of the person.
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Table 8.16: Challenges of mapping conceptual elements to linguistic elements (for story–based experience)
First au-
thor

Challenge/s

Swanson
[220]

Swanson et al. identify six primary sources of annotator disagreement:

1 Clauses of more than one category are common with types of action and evaluation and e.g. containing
elements of orientation, action and evaluation.

2 There are actions implied but not explicitly stated in the text.
3 Stative descriptions of the world, as a result of an action, are not intuitively orientation.
4 Stative descriptions of the world that are localised to a specific place in the narrative does not easily align

with orientation
5 Disambiguating the functional purpose of clauses that describe actions, but may be intended to be orienta-

tion
6 Disambiguating the functional purpose of subjective language in the description of an event or state e.g.

the gigantic tree, the radiant blue of the sky.

Ceran [39] Ceran et al. make the following inferences:
1 Stories will have a lower proportion of stative verbs than non–stories, because stories describe actions.
2 Stories will include more named entities, especially person names, than non–stories.
3 Stories will use more personal pronouns than non–stories.
4 Stories may repeat similar nouns.
5 Paragraphs with stories in them will have different sentence lengths than paragraphs without stories [it is

not clear whether sentences of story–paragraphs would be longer or shorter.]
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The prevalence of experience in online articles There is very limited

information reported in the papers on the prevalence of experience in online

articles. Swanson et al. [220] cite their previous work [78] that found about

5% of blog posts are about personal stories. Ceran et al. [39] found 3,301

story–paragraphs in a dataset of 16,930 (19%; though these are paragraphs

rather than documents). On the basis of this limited information, it appears

that there is a low prevalence of reporting professional experience in online

articles. This degree of prevalence increases the challenges of generating ap-

propriate datasets, of classifier training and evaluation, and then of effective

application of trained classifiers e.g. to automate aspects of GLRs and MLRs.

Definitions and models of experience, and theories Table 8.13 sug-

gests that a limited number of papers base their work on prior theory, though

most papers have some kind of model of experience to inform the selection

of features. The most frequent model of professional experience appears to

be in terms of some kind of story, though there are several different types of

story being used by research e.g. news stories, folk stories. Swanson et al.

[220] asserts that storytelling is considered a fundamental aspect of human

social behaviour. (As an aside, Storey et al. [218]) emphasise the social be-

haviour of software engineers.) Swanson et al. [220] also considered that the

narrative structures of personal narratives posted in blog posts are likely to

be more similar to oral narratives than to classical stories, and consequently

chose Labov and Waletzky’s [120] theory of oral narrative to distinguish

causal relationships. By contrast, Gonçalves et al. [9] refer to story mining

and story telling, but use a meta model of scenarios [2] to model experience

rather than a model of stories. Table 8.15 contrasts the conceptual elements

of the different models used in our sample, and Table 8.16 summarises some

of the challenges of ‘mapping’ the conceptual elements to linguistic elements

of a text.

Datasets Theories and models of professional experience, and the implica-

tions arising from those theories and models (such as the narrative structures

of stories, the type of story, the unit of discourse) influence the nature of the

dataset/s to use and the choice of features.
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Kurashima et al. [117] acquired a large dataset of 48M blog posts, but

found that 38% of the dataset was not suitable because it did not contain

a sufficient co–occurrence of words they needed for their association rules.

The authors observed a spareness in their data e.g. the average frequency

of their activity words per blog post was 4.8; for location words the average

frequency was 0.85, and for emotion words the average frequency was 0.26.

Jijkoun et al. [103] (a paper present in our dataset of 48 papers, but not

included in the subset of nine papers) found that online articles reporting

experience are different to those that do not report experience: experience–

articles have twice as many sentences, twice as many words (these two statis-

tics are clearly related), twice as many references to the pronoun I, and twice

as many non–modal verbs.

Table 8.13 suggests that the majority of studies use the sentence as the

basic unit of discourse. This is consistent with the findings of Lippi and

Torroni [128] in their review of argumentation mining. Of course the basic

unit of discourse is not necessarily the (only) level of abstraction at which a

classifier is trained, evaluated and applied.

Annotating, and annotated datasets Table 8.14 shows that only three

of our studies report measures of annotation agreement. Swanson et al.

state, “. . . the annotation task is highly subjective, requiring interpreting

the narrative and the author’s intention, which prevents us from obtaining

high levels of inter–rater agreement.” ([220]; p. 175). They also observe

earlier in their paper that a previous study [186] found both a high level

of annotator agreement and an extremely high machine learning accuracy

for Aesop’s Fables. Swanson et al. [220] infer that the ‘classical’, written–

down stories are therefore (much) easier to work with than blog–posts. This

observation is consistent with the progress made by argumentation mining

i.e. to first begin by mining texts that have a consistent structure and content

e.g. legal texts. Swanson et al. [220] also recognise that a more sophisticated

analytical framework, and annotation scheme, such as that of DramaBank

has advantages, but developing an annotated corpus using such an analytical

framework for blog posts would be (highly) resource intensive.

Kurashima et al. [117] focused on two types of association rules. For the
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first type, they identified 1659 candidate rules, for which their annotators

confirmed 129 correct rules (8%); and for the second type, they identified

1330 candidates rules, for which their annotators confirmed 55 correct rules

(4%). Again, this suggests a considerable challenge with annotating the data

and then mapping the annotated data to the classified data.

Evaluating the performance of algorithms Similar to Lippi and Tor-

roni’s [128, 129]) pipeline for argumentation mining, we observe a process

of:

1. Acquire (or generate) an appropriate dataset(s);

2. Extract units of discourse (e.g. sentences) from a text;

3. Extract properties of those units e.g. parts of speech;

4. Infer elements of experience from the (properties of the) units of dis-

course e.g. infer elements of a story from parts of speech;

5. Infer the presence of experience from the aggregated (and inferred)

presence of elements; and

6. Infer the presence of an appropriate experience.

As one example from the papers reviewed, Swanson et al. [220] investi-

gate performance both in terms of (linguistic) clauses and also stories. They

observe that, “. . . some clauses are ambiguous and difficult [for the annota-

tors] to label, but also that some stories are more difficult to classify.” ([220],

p. 177); and, “Performance is different for results by story rather than over

all clauses. This indicates that some stories are more difficult to classify

than others and that ambiguous clauses are not uniformly distributed but

are likely to be correlated with particular authors or writing styles.” ([220],

p. 178). Swanson et al. [220] is the only paper to present a confusion ma-

trix; also they discussed sources of error. Again, there are implications for

automating aspects of GLRs and MLRs i.e. handling the variety of writing

styles from the respective authors of the different articles.
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8.3.3 Experience mining review discussion

The objectives of our review

On the basis of our broad classifications of the 46 papers (we ignore the

two patents), and the more detailed analyses of nine papers, we observed

the following: considerable variety in the kinds of experience that interest

researchers (e.g. news stories, reviews of hotels); limited use of prior theory

(and no consensus); considerable variety in the way experience is modelled;

some prevalence for the modelling of experience in terms of story, though

using different types of story (news stories, folk stories); some interest in

the generation of stories in contrast to the mining of existing stories; con-

siderable variety in the choice of features; considerable variety in the use of

datasets (with no apparent reuse of datasets across studies by different au-

thors); challenges with the nature of the datasets (e.g. sparseness of data);

and challenges relating to annotations and to annotators achieving agreement

in their annotations. There were also no studies investigating the mining of

the experience of software practitioners. Overall, our findings are consistent

with those of O’Mara-Eves et al. [161] and Cabrio and Villata [33] in their

respective research domains.

Our review has not explicitly considered, or compared, the performance

of classifiers from the different papers. The challenges identified, the lim-

ited reporting of measures of performance (F–score, precision, recall) and

the limited number (even absence) of replications or independent validations

suggests that a comparison of classifier performance would currently be pre-

mature and of limited practical value for application to GLRs and MLRs in

software practice.

Threats to validity There are a number of threats to the validity of our

review. Whilst we have sought to apply the principles of systematic reviews,

the review has not been conducted formally as a systematic review. A more

formal review could, for example, have a more extensive set of search terms

and search strategies (including snowballing) to ensure we found all relevant

literature to review. Similarly, restricting our review to the first 50 results

from each search also likely limited the articles we found. Nevertheless, we

182



did conduct a series of searches using a number of different academic search

engines. There are also threats relating to the application of the inclusion

and exclusion criteria, as well as other aspects of the selection process. For

example, the search for articles, and the initial selection and rejection of

those articles, was undertaken by one researcher, although the subsequent

classification, description and analyses has been undertaken collaboratively.

Finally, nine papers is clearly a small sample, however we have complemented

that analyses with a broad classification of the experience reported in the 48

papers, and a more detailed classification of 29 papers.

Further research There are several, general directions in which to extend

research in this area. First, an unresolved and fundamental challenge for

mining professional experience for GLRs and MLRs in software practice is

establishing the appropriate features to use when classifying experience (cf.

[55]). We observe in our review a lack of consensus on appropriate features;

and, of course, features may be domain specific. Second, there is also the

challenge of generating appropriate datasets. Garousi et al. [73] and Soldani

et al. [212] provide two datasets as starting points, however both are very

small (each approximately 50 articles) for training classifiers. In addition to

the size of the dataset, there is the related issue of the spareness of data. A

third challenge is the effective reporting of the full details of a study, so as

to support reproducibility and replication. The sharing of data in software

engineering is now well established (e.g. with the PROMISE repository and

its related conference), as is the sharing of protocols (e.g. [16]). Containeri-

sation of experience mining research (e.g. [23]) could support computational

reproducibility, to both complement data reproducibility and address the

tacit knowledge problem (e.g. [208]) for mining experience about software

practice in grey literature.

There are also specific directions in which to extend the current study.

First, to extend the analysis of the nine papers. Second, to analyse in more

detail the other papers identified in our search. Third, to widen our search

to identify other prospective papers.

Finally, there is the need to evaluate the effective contribution that expe-

rience mining could make in due course to secondary studies, such as GLR
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(e.g. [212]) and MLRs (e.g. [69]), and to primary studies (e.g. [170]). Re-

call that O’Mara-Eves et al. [161] found text mining to be ready to use for

screening papers in their domain.

Experience mining review conclusions In this study we report the con-

duct of a structured review of previous work on experience mining, in order

to better understand the prospects for using experience mining to mine pro-

fessional experience from grey literature. We identified 48 papers for review

and classified those papers by type of experience being studied. We then

selected and analysed all (nine) papers that study professional experience.

To complement the nine papers, we also briefly described the datasets, fea-

tures, resources and corpora used by a large subset of the identified papers

(29; 60%). We found considerable variety in the studies (e.g. the datasets

and features used), though there appears to be a theme of modelling expe-

rience in terms of stories. We identify several directions for future research

e.g. feature engineering, dataset generation, replication. On the basis of our

review, we conclude that experience mining is not yet sufficiently mature to

be used to automatically mine professional experience in software practice,

as part of a GLR or MLR.

8.4 Citation analysis

Practitioners, and more generally, the web, tend to not formally cite in the

same way that research cites. Instead, it is often the case that idea’s and

evidence from other sources are linked to from within a page using a hyper-

link. Classifying URLs is a difficult task because there is no common formal

structure for organising web pages on a site. However, understanding a pages

hyperlinked URLs can be helpful in assessing the credibility of the page and

understanding what evidence claims are based on.

Our method for citation analysis works by extracting anchor tags from

a pages HTML and then classifying the href’s based on a pre–determined

classification scheme. In Chapter 9, we present an example of how the ci-

tations module can be used in software engineering research and present a

classification schema that can be used by others.
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8.4.1 A working example of the citations analysis

Take the HTML presented below (Table 8.4.1) as an example. A hypothetical

practitioner, writing on the domain ‘myblogexample.com’, is discussing a

change in opinion.

Table 8.17: Example HTML excerpt containing URL citations

1 <a href="myblogexample.com/native-is-life">Last year </a>

, we wrote about how native apps would never be

replaced by new technologies.

2 However , after reading Joe Bloggs <a href="joe-blogs.com

/progressive-reigns-supreme">article </a> on the rise

of progressive web applications. We believe that

there is a real threat to native.

3 This is supported by the statistics given at this years

Smoogle <a href="video.smoogle.com/progressive-intro"

>talk </a> and the fact that <a href="d98.com">D98

Software Co. </a> have recently announced that all

Native app development has been halted and migrated

to progressive.

The example contains four hyperlinks. However, our analysis ignores the

first citation to an article that the practitioner wrote last year as this is a

self citation. The leaves three hyperlinks that we want to classify.

Using the classification schema presented below (Table 8.4.1), we classify

the example. Our method searches for each pattern in the list of each classifi-

cation and if found, labels the citation with the key of the classification. This

method for classification means that citations may be attributed to multiple

classifications. For example, ‘smoogle.com/article/hello-world’ would

be classified as both a blog article and a technology company.

Using the example classification schema, two of the three hyperlinks are

classified. We calculate our coverage (66.6%) and present it back to the

researcher so that they can adapt the classification scheme or report the cov-

erage. Once we have classified the hyperlinks, visualisations can be made and

further analysis undertaken depending on the context of the study. Chapter

9 presents an example of how the citations module can be used in software

engineering research to investigate specific research questions.
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Table 8.18: Example URL classification schema

1 {

2 "blog_article": ["joe-blogs.com", "letterpress.org",

"/article/"],

3 "technology_companies": ["smoogle.com", "pear.com",

"disco.com"]

4 }

8.5 Other measures of credibility within the methodology

So far in this chapter, we have provided details of the studies undertaken

for reasoning and experience, and provided details of our methodology for

citation analysis (details of the citations studies that have been undertaken

are presented in Chapter 9).

There are two remaining criteria that have not yet been discussed; clarity

of writing and code detection. Some analysis of these two criteria has been

done as part of our evaluation in Chapter 10, but no formal study has been

conducted to fully evaluate them. Below, we briefly describe the method for

assessing each criteria.

8.5.1 Clarity of Writing

Clarity of writing is measured using existing tools. We break the clarity of

writing down into three main categories; readability, spelling/grammar and

sentiment. Pythons Textstat library12 takes in a body of text to analyse as a

parameter and returns a series of different readability metrics. These metrics

are outlined below. The Textstat library also breaks the text into syllables,

words and sentences which can be used to determine writing quality:

• The Flesch Reading Ease Score: A score from 100 (very easy to read)

to 0 (very confusing).

• The grade score using the Flesch–Kincaid Grade Formula: For example

a score of 9.3 means that a ninth grader would be able to read the

12 https://pypi.org/project/textstat/
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document.

• The FOG index of the given text

• The SMOG index of the given text

• The ARI(Automated Readability Index): Outputs a number that ap-

proximates the grade level needed to comprehend the text. For example

if the ARI is 6.5, then the grade level to comprehend the text is 6th to

7th grade.

• The grade level of the text using the Coleman–Liau Formula

• The grade level using the Lisear Write Formula

• The grade level using the New Dale–Chall Formula.

Grammar and spell checking is done through the Python language check

library13. The language check library analyses a given block of text for all

issues typical of standard spell–checkers (e.g. spelling, grammar, punctua-

tion).

Sentiment is analysed through the Python TextBlob library14. Given a

block of text, the TextBlob library calculates a score for polarity and sub-

jectivity. Polarity is a measure of emotion from -1 to +1 with a score of 0

being neutral. The subjectivity score can range from 0 to 1 with 0 meaning

the text is objective and 1 meaning that the text is subjective.

The overall clarity of writing check returns all of the above in a single

report and leaves the researcher to extract the scores of those that are relevant

and aggregate them based on the context of the study and their personal

preference.

13 https://pypi.org/project/language-check/

14 https://textblob.readthedocs.io/en/dev/
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8.5.2 Code detection

It is also common to find code examples within practitioner written web

documents. Code examples can be used as a form of evidence to reason why

things are done a certain way, or more commonly in practitioner blogs, to

teach through tutorials.

As an example, Parnin and Treude [170], analysed 1,730 web pages for

their coverage of the jQuery API. They identified 376 unique blog posts from

the full dataset, finding that the blog posts collectively covered 88% of the

API methods. Only the official API covered more (∼99%). Their study sug-

gests that (appropriate) blog articles have particular value for documenting

APIs. A related value is providing tutorials on the use of APIs, languages

etc.

Our method for code detection is done through the use of pattern finding

(in a similar way to the citation classification). We search for the presence

of keyword and regular expressions as noted in Table 8.19.
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Table 8.19: The patterns used for our code detection
Feature Regular expression Example

Arrow functions .(-|=)>. Funct funct = ()-> { }

Full stops that don’t
have a space character
either side

\w\.\w my_list.append(a_value)

Camel case [A-Z][a-z0-9]+[A-Z][a-z0-9]+ MyFirstClass(args)

Code comments \"\"\"|/(\*+)|//|\*+/|#|<!--|--> # Here is a Python comment

Curly brackets {|} my_function(){...}

Brackets that don’t have
a space either side

\w\(.*?\) my_function(type arg, type arg)

Semi-colons .; int i = 0;

Uncommon characters (!|\+|-)=|\+|(\*|&|\||=|<|>){1,2}|(_|:){2} my_int > 0 OR 'a' in __my_file.py

Words that are sepa-
rated by an underscore

[[:alnum:]]_[[:alnum:]] separate_by_underscore = 5

Square brackets that
don’t have a space either
side

\w\[.*?\] my_database['my_collection_name']

Keywords (^|\s)" + keyword + "(\s|\(|\{|:|$) if while else for each elif
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Identifying a pattern alone isn’t enough to detect code in-text or code

blocks. To identify code using the patterns, we create a report of patterns

found across the document. If a pattern is found in a particular line then the

line is assigned a 1. If not then the line is assigned a 0. This creates a string

of 1’s and 0’s which can be passed through a cluster analysis algorithm to

predict where the code examples are located within a document. The report

can also be created as a word level for a finer granularity of analysis.

8.6 Addressing the research questions

This chapter is working towards investigating research questions RQ6 to

RQ11 around how to automate the credibility model presented in Chapter

5. The research questions are addressed in Chapter 11.
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Part IV

Evaluations
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Chapter IX

Investigating the impact of research on practitioners

9.1 Introduction

The aim of this chapter is primarily to demonstrate the application of the case

survey methodology with an empirical study that investigates the impact of

research on practice. A secondary aim is to use the study as the basis for

evaluation of the methodology.

The chapter presents two studies that investigate the degree to which

practitioners cite research in their blog articles. The first study was presented

as a preliminary study where we can test the feasibility of the methodology’s

use in research. The results of this preliminary study were initially published

as a short paper at EASE’18 [236].

Following the preliminary study, we refined the methodology and con-

ducted a second study based on the same principles as the first. This second

study scales up the analysis to four datasets and looks more closely at the re-

lationship between citations and reasoning. The second study was presented

as a short paper at EASE’19 [238].

The contents of Chapters 9 and 10 investigate RQ12, ‘how do we validate

resources produced as a result of answering the earlier questions?’

9.2 Preliminary study: Analysing citations to research in blog

articles about software testing

We investigate practitioners’ citations, in their online articles, to software

testing research. We focus on software testing because software testing is

a well–established area within software engineering research [142, 96, 185];

because software testing is often conducted in conjunction with industry and
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practitioners [74]; and because there is at least one multi–vocal literature

review on software testing [73], therefore providing a future opportunity for

us to compare our results with an independent study.

The preliminary study had two research objectives:

• To investigate the extent to which software engineering practitioners

cite research on software testing in their online articles.

• To investigate how those citations are used by practitioners e.g. whether

and how practitioners reason with or from the citations.

This preliminary study makes the following contributions: we demon-

strate how the search heuristics proposed in Section 7.4 can be used by

researchers to investigate the relevance of research to practice; we present an

initial benchmark for the frequency of citations to software testing research in

online articles (recognising that this benchmark will need corroborating); we

present preliminary insights on the way in which practitioners use research

in software testing in relation to their opinions and arguments, and we also

present two hypotheses and one research question for future research.

9.2.1 Methodology

Our search heuristics (Section 7.4), and custom tool set (see Section 7.6)

were used to search for articles relating to software testing. We chose to use

the keywords <‘‘software" AND ‘‘testing"> and allow the Google search

engine’s internal topic model(s) to retrieve relevant content. Using Google

to search for grey literature is consistent with the way in which practitioners

look for documents online.

We focus on the actual usage of citations to research (c.f. the perceived

usage analysed by Lo et al. [133]; see Section 9.2.3). To do this, we construct

a set of keywords to seek to limit searches based on reasoning and experience.

Our reasoning indicators were derived from a our review of prior research

(Section 8.2). There is little prior research on searching for experience online

(but see [103, 100, 118]), so we constructed a basic set of keywords. The

keywords are summarised in Table 9.1.
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Table 9.1: Keyword indicators for reasoning and experience used in the pre-
liminary citations evaluation

Reasoning indicators Experience indicators

but i

because me

for example we

due to us

first of all my

however experience

as a result experiences

since experienced

reason our

therefore

Ideally, we want the search engine to find online content that contains

reasoning and experience relating to software testing; content that ideally

also contains URL citations to research. Therefore, from our search segments

(described in Section 7.4), we select only those which were on topic. The

search query for set S2 targets that ideal content (Table 9.2).

Table 9.2: Logic for each set of searches and resulting datasets within the pre-
liminary citations evaluation (T=topic; R=reasoning; E=Experience; !=log-
ical not)

Search set T R E !T !R !E

S1 • • •
S2 • • •
S3 • • •
S4 • • •

Pattern [211] is used to iterate though the results, visiting the respective

websites to scrape the HTML online content, and then removing the majority

of the HTML to leave the raw text and hyperlinks for subsequent analyses.

To collect the data for the preliminary study, we searched each day for a

continuous four–week (28 day) period between October and November 2017.

The Google Custom Search API places a limit of 100 free searches per day.

Therefore, we execute 10 searches per search set per day, each retrieving 10

pages of results. Each page returns 10 results, so overall we retrieve 1,000
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results per day for each set (we run the queries 10 times a day in an attempt

to smooth the variation of results from the Google Custom Search API).

We removed PDFs or other binary–formatted documents from the results

returned from the Google API (see Table 9.4).

To identify URL citations, we wrote another Python script to search for

anchor (‘<a>’) HTML tags. We classified source (citing) URL domain names

into categories for each of our four search sets. We used several categories

to provide a means to evaluate the frequency of citations to research. The

classification scheme used in the preliminary study is provided in Table 9.3.

Since conducting the preliminary study, the citations analysis scripts were

incorporated into our tool set (Section 7.6).

Table 9.3: The classifications used in the preliminary citations evaluation
Classification Patterns

developer msdn., developer.

education .edu, .ac., .uni-

e commerce amazon, eBay

government .gov

news huffingtonpost, theverge, theguardian, usmagazine, nytimes

q and a stackoverflow, stackexchange, quora, yahooanswers

repository github, bitbucket, sourceforge, googlecode

research researchgate, ieee., dx.doi., acm, sciencedirect

research search googlescholar, msacademic

sandbox jsfiddle

social media instagram, facebook, twitter, linkedin, youtube

9.2.2 Results

Table 9.4 summarises the results of our search for each search set. Success-

fully downloaded articles may still cause problems for subsequent analysis

e.g. a binary file that has been missed during our pre–processing.

Table 9.5 indicates that set S2 has a relatively high percentage of citations

to other practitioner sites, but citations to research sources are low across

all search sets. Search set S2 is generated using search queries that combine

reasoning and experience (see Table 9.2).
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Table 9.4: Summary of unique articles found in each search (T=topic;
R=reasoning; E=Experience)

S Dataset Returned
in search

Successfully
crawled

Not anal-
ysed

Analysed

1 (T + R) + !E 207 190 52 PDF + 1
Other

137

2 T + R + E 282 270 9 PDFs 261

3 (T + E) + !R 214 207 4 PDF 203

4 T + !(R + E) 154 142 21 PDF 121

Total 857 809 86 PDF, 1
Other

722

Mean 214.25 202.25 180.5

Table 9.5: Percentage of source URLs that cite the category of external URLs
for each search set

Category of external URL Search set

1 2 3 4

Research 1% 1% 0% 1%

Research search 0% 0% 0% 0%

Education 3% 3% 1% 4%

Government 3% 6% 2% 2%

Developer authorities 2% 4% 2% 1%

Developer Q&A 0% 1% 1% 0%

Repository 4% 2% 1% 2%

Sandbox (jsfiddle) 0% 0% 0% 0%

Social Media 5% 30% 30% 11%

e-Commerce 1% 4% 0% 0%

News 0% 0% 0% 0%

196



We extracted the URLs of all articles that made a citation to the top-three

research domains i.e. ieee, dx.doi.org, or scholar.google (other popular

research domains such as Science Direct and Scopus did not appear in our

results). We then classified the source/citing URLs. The results indicate

that with two exceptions (discussed below) all source URLs were either from

higher education, science research or Wikipedia. In other words, there were

almost no practitioner citations of research. The tables have been removed

here due to space constraints, but we have published them in a technical

report online [191].

As noted, we identified two instances where practitioners cited research.

We summarise those instances in Table 9.6. The table indicates that both

articles cite IEEE sources, not doi.org or scholar.google sources. The

cute-test.com article simply cites the respective IEEE paper, and does not

discuss it. The cute-test.com URL is generated as a result from search

S1. By contrast, the danluu.com article cites the respective IEEE paper but

also critically discusses the paper (see the excerpted discussion in Table 9.6).

The respective IEEE paper is over 30 years old, and has been cited over 750

times by academics [57].

9.2.3 Discussion and conclusions of the preliminary study

Returning to the two research objectives:

To investigate the extent to which software engineering practition-

ers cite research on software testing in their online articles Our

quantitative results (Table 9.5) and qualitative results (Table 9.6) suggest

that there is very little citation of software testing research by practitioners

in their online articles. As a comparison, practitioners also infrequently cite

other practitioners. One (obvious) explanation for the very low frequency

and percentage of citation is that practitioners simply do not write accord-

ing to academic standards of good practice i.e. practitioners do not cite

work that they draw upon (this is not to imply that practitioners are pla-

giarizing). One implication, supported by Devanbu et al.’s [50] observations,

is that practitioners do draw upon research, but simply do not report that

they do. Similarly, practitioners draw on the experience of other practition-
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Table 9.6: Instances of practitioners citing research
URL: http://cute-test.com/projects/macronator/wiki (search set
S1) (academic citations=0)
Quotation: “This software is based on the paper The demacrofier [link
to research] by Kumar, Sutton, and Stroustrup.”
Reference: Kumar, A., Sutton, A. and Stroustrup, B., 2012, Septem-
ber. The demacrofier. In Software Maintenance (ICSM), 2012 28th IEEE
International Conference on (pp. 658-661). IEEE.

URL: https://danluu.com/testing/ (search set S2) (academic cita-
tions=756)
Quotation: “That brings up the question of why QuickCheck and most
of its clones don’t use heuristics to generate random numbers. The
QuickCheck paper mentions that it uses random testing because it’s nearly
as good as partition testing [link to IEEExplore] and much easier to im-
plement. That may be true, but it doesn’t mean that generating some
values using simple heuristics can’t generate better results with the same
amount of effort. Since Zalewski has already done the work of figuring
out, empirically, what heuristics are likely to exercise more code paths,
[link to blog] it seems like a waste to ignore that and just generate totally
random values.”
Reference: Duran, J.W. and Ntafos, S.C., 1984. An evaluation of random
testing. IEEE transactions on Software Engineering, (4), pp.438-444.
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ers (cf. Devanbu et al.’s ranking of sources of opinion) but often do not

explicitly acknowledge those other practitioners in their online articles. A

second implication is of a ‘vicious circle’ for researchers: practitioners do not

cite research and therefore do not encourage and promote others to consider

research or to cite it.

To investigate how those citations are used by practitioners e.g.

whether and how practitioners reason with or from the citations

The two relevant data points suggest a continuum: at least some practitioners

simply cite an article and do not discuss it, whilst other practitioners cite

an article and critically discuss it in relation to other sources (although not

necessarily research sources). Based on our results, we suggest the following

research question for future research: how do practitioners use citations to

both research and other practitioner web sources e.g. Mozilla Developer

Network?

Addressing the limitations of previous research

Lo et al. [133] recognised three limitations to their study: they used sum-

maries (because it is not practical to ask participants to read full papers

and many abstracts are not concise enough); the survey was conducted at

one company, albeit a large organisation operating internationally; and they

assessed perceived relevance.

Further to the three limitations, we have identified two more limitations

to Lo et al.’s study: the respondents are a self–selecting sample from the

company and, could therefore potentially self–select on the basis of being

interested in research, or motivated to read research; and the practitioners

were asked to focus on the prescribed research (as summaries), and therefore

were not asked about research of which they were already aware.

In the preliminary study, we attempt to address these issues by providing

a complementary research design. The approach that we undertake does

not provide summaries of research to practitioners. Instead we look for how

practitioners cite research for which they are already aware and which they

are citing in their published content. Also, in searching for practitioner–

generated written documents online, we do not limit ourselves to practitioners
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from only one organisation or industry sector. We instead sample from the

entirety of the web and are only limited by the number of results that the

Google API allows us to retrieve, as well as by the Google API indices (e.g.

we can’t sample from an article that Google does not index). In terms of

representativeness, we think it is reasonable to assume that the Google API

indexes a high proportion of web content. However, it is much more difficult

to assess the way in which the Google API ‘decides’ on what articles it returns

in the results. For example, we assume that the Google API is ‘optimising’

in some way the results it returns, and we assume the optimisation is based

in some way on prior search history for the respective searcher1.

Where Lo et al. [133] assess the perceived relevance of the research being

analysed, our approach provides another layer of insight. When a practitioner

includes a citation into their online article, they are using the citation in

relation to their reasoning and experience. This usage is an indicator of actual

relevance (from the perspective of the practitioner) rather than perceived

relevance (the practitioner saying that they would use the citation).

In our study, practitioners are not self–selecting at the data collection

stage because we automatically search their publicly available data via the

Google API without their knowledge. We recognise that there are ethical

implications here.

Threats to validity

There are several threats to the validity of this study.

1. We rely on the Google search engine for determining relevance. Google

produces results based on several factors (e.g. search history, geoloca-

tion). For this reason, it is very difficult to replicate the search results.

Further research will look at other search engines (e.g. Bing, Duck-

DuckGo).

2. We retrieve results over a 28–day period, and the sample size is rela-

tively small. It is therefore difficult to judge the representativeness of

1 http://www.google.com/search/howsearchworks/
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the sample. One way to address this issue is through using contrast-

ing samples. In this preliminary study, we present four samples (search

sets); in our technical report [191], we present nine. For a more rigorous

study, we may need more search sets.

3. With regards to the query strings used within this study, <‘software’

AND ‘testing’> may be considered too broad a search string. In the

full study, we look at alternative search strings for a topic.

4. Similarly, the results retrieved would likely be different with different

reasoning and experience indicators in our search strings. Our rea-

soning indicators have been evaluated in a previous study [237], but

the experience indicators have been chosen arbitrarily (a study that

assesses the quality of experience indicators has been left for future

research). The experience indicators that we have chosen in this study

may be problematic in trying to identify online articles. For example,

one of our indicators is the word ‘i.’ However, ‘i’ is also used frequently

in code examples for iteration.

5. We have searched for specific sites that were popular in our collected

samples (e.g. Huffington post, Facebook). Looking for different sites,

and at larger samples, would yield different results.

6. Practitioners appear to rarely cite research in their online articles. The

lack of formal citation may be due to reporting practices (practitioners

have different expectations on citing sources compared to academics),

and this confounds our ability to assess the in situ use of research in

practice.

7. Even if an article has been successfully downloaded, it may still cause

problems for subsequent analysis using our current implementation e.g.

a binary file, such as a PDF.
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Preliminary study conclusions

In this study, we have demonstrated our search heuristics to create a dataset

of practitioner–generated content. This dataset was collected over 28 days

using the Google Custom Search API. We include both reasoning and experi-

ence indicators within the queries to help identify the type of online articles

that we are interested in. We have then analysed this dataset to better

understand how practitioners cite research on software testing.

Given the threats to validity to this study, we caution against drawing firm

conclusions from this survey, and instead we propose the following hypotheses

and a research question for taking forward into the scaled study:

• H1: approx 1% of quality online articles cite research.

• H2: approx 4% of quality online articles cite practitioner sources.

• RQ1: how do practitioners use citations to both research and other

practitioner web sources e.g. Mozilla Developer Network?

9.3 Scaled study: Replicating the preliminary study, scaling

with four datasets

One limitation to our preliminary study was the sample size, raising threats

to both internal validity (we did not have sufficient examples of ‘true positive’

citations to properly investigate practitioners’ actual use of citations) and

external validity (our sample may not be representative). In this replicated

study, we report a much larger and more diverse study: across the four

datasets we investigate, the datasets differ in the software engineering topic

(i.e. automated software testing, and trustworthy software), in the number of

authors, and in the approaches to generating/collecting the datasets (some

datasets were generated from internet searches whilst other datasets were

compiled through crawling pre–defined domains).

We use the four datasets to continue to investigate the research questions

from our preliminary study:

RQ1 Do practitioners explicitly cite research in the online articles they write

about their practice?
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RQ2 Do practitioners explicitly reason about the research they have cited

in their online articles?

To scope our research, we continue to focus on a type of naturally occur-

ring evidence produced by software practitioners i.e. grey literature, partic-

ularly blog–like documents and white papers.

The main contributions of this study are: first, to corroborate the overall

conclusion of our preliminary study for research question RQ1 i.e. that prac-

titioner rarely cite research; second, to corroborate the hypotheses proposed

from our preliminary study (there are approx. 1% of citations to research);

and third, to begin to investigate research question RQ2 i.e. that practi-

tioners rarely reason explicitly with, or about, the citations, instead ‘just’

citing research. To connect this study back to the aims and overall contribu-

tions of the thesis, this study is a further demonstration of the case survey

methodology on a larger scale. It allows us to evaluate and test the feasibility

of the methodology working at a large scale and evaluating provides further

opportunity for future areas of refinement and improvements to be identified.

9.3.1 Methodology

The overall study procedure is summarised in the following enumerated list.

We discuss various aspects of this procedure in subsequent subsections of this

section.

1. We selected four contrasting datasets for further analyses. The ratio-

nale for using each dataset is provided in Table 9.7.

2. The data for each dataset was collected in different ways, as follows:

(a) For dataset #1, we already have this dataset from previous stud-

ies.

(b) For dataset #2, we recursively searched from the first website

provide by Choi. Our selection of the first 47 web sites is simply

based on a pragmatic limit i.e. to search a sufficiently large dataset

within a given time frame. Note that the crawler is seeded with the
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47 domains provided by Choi, but goes on to crawl anything from

that seed that is on the same domain. We discuss implications of

this recursive crawling later in the paper. Briefly here: we split

the Choi dataset into two subsets.

(c) For dataset #3, we replicate the queries conducted in Garousi et

al. [73] study. This allows for us to later compare our results (in

a future paper).

(d) For dataset #4, we used our software tool’s (see Section 7.6), that

we have developed, to automatically search online. To structure

the searches, we used the set of heuristics presented in Section 7.4.

3. For each dataset, we:

(a) De–duplicate the URLs from the search results.

(b) Download the pages of each URL.

(c) Parse each page to identify the HTML anchor tags.

(d) Remove all URLs that linked to other pages within the same do-

main. In other words, we removed all internal citations (self–

citations) to leave only external citations.

(e) Classify all external citations (more detail below).

(f) Analyse the frequencies of the categories in our classifications.

(g) Review each link classified as research to check for false positives.

(h) Analyse the context of each URL classified as research.

4. For each classified citation to research, we:

(a) Extract 250 characters either side of where the citation occurs in

the HTML, to give us a 500 character excerpt. A limitation with

such automated extraction is that some of these 250 characters

may constitute HTML markup rather than the textual content

wrapped with the HTML.
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(b) Search for the presence of 86 reasoning markers in each of the

excerpts. The reasoning markers were aggregated and validated

in Section 8.2.

5. We then compare the results of the different datasets.

The datasets we used are summarised in Table 9.7.
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Table 9.7: Datasets and their use in our citations replication evaluation.
# Dataset Brief explanation # Au-

thors
#
Topic

# Arti-
cles

Generated from pre–determined blog sites (not from searches)

1 Spolsky We have used the Joel Spolsky dataset in previous studies. This dataset
allows us to examine the EBSE behaviour of one practitioner over an
extended period of time (10 years)

One Multiple 1024

Seeded online search

2a Choi:
Other

We use data derived from 47 blog sites identified on the Choi [45]
website. This dataset allows us to contrast the behaviour of different
bloggers over time. (370782 are from a single domain, so we report
them separately)

Multiple Multiple 403589

2b Choi:
Medium.com

Search–engine generated datasets

3 Garousi We generate a dataset based on the search terms used by Garousi et al.
This dataset allows us to compare some of our results with an indepen-
dent study (see below).

Multiple One 562

4 Trustworthy
software

A contrasting dataset that was chosen because of potential similarities
with software testing.

Multiple One 689
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Once we have removed the internal citations and identified the external

citations, we then apply regular expressions to automatically classify the ex-

ternal citations using the classification scheme provided in Table 9.8. For

example, any URL link that contains the pattern ‘ieee.’ is classified as re-

search.

Given the number of external citations (URLs to external sites) in our

dataset, it is not possible to develop a complete a priori classification scheme

to accommodate all possible domains etc. Instead we began with the clas-

sifications scheme we had used in our preliminary study, calculated the pro-

portion of external citations that were classified using the scheme, and then

iterated toward a sufficient proportion by adding additional categories to our

classification and recalculating the proportion classified. In other words, we

developed a measure of coverage for our classification scheme.

Two main improvements were made on the process we used in our pre-

liminary study:

1. In the preliminary study, some citations that were being extracted were

not citations (e.g. mailto: links are not citations). In order to address

this, the following rules were applied to the extracted citations: ci-

tations must begin with ‘http’; citations must not include the phrase

‘mailto:’; if a domain cannot be successfully extracted, the citation is

not classified as an external citation; and the length of the domain must

be at least three characters.

2. In the preliminary study, only the citations domain were being checked

for patterns when classifying (i.e the path was not checked). This was

changed so that the entire URL is checked. This allows us to, for

example, classify any URL with the phrase ‘blog’ or ‘/articles/’ as a

blog article, regardless of whether the pattern is found in the domain

or the path.

The coverage metrics for our final classification are provided in Table 9.9.

The average coverage for the four datasets has increased from 22.92% using

the classification scheme from our previous study, to 66.33%. Given that

a large proportion (92%) of the Choi dataset is collected from one seeding
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URL on one domain (medium.com), we split the Choi dataset into two: a

medium.com dataset and a dataset of the 46 other domains.

Table 9.8: The classifications used in the citations replication

evaluation.

Classification Patterns

adverts ad., doubleclick.net, adverts.

assets cdn., images., assets.

blog blog, martinfowler.com, wordpress.com, slashdot.org, /arti-

cle/, /articles/, scripting.com, scriptingnews., thoughtworks.com,

wordpress.org, medium.com, thedailywtf.com

developer msdn., developer., dev., mozdev., developers.

documentation docs., readthedocs.io, help., /docs/, /documentation/

education .edu, .ac., .uni-, .cs.

events events., tickets.com, ticketmaster.co, tickets.

e-commerce amazon, ebay, craigslist., shop., store., marketplace., amzn.to,

stores.

forum discuss., disqus.com, /forum/, /forums/, reddit.com

government .gov, .navy, .mil

job board job, monster.com

Spolsky specific joelonsoftware.com, fogcreek.com, fogbugz.com, copilot.com,

trello.com, stackoverflow, stackexchange, mathoverflow.net, pro-

jectaardvark.com, nothingtoinstall.com

learning learn., udacity.com, coursera.org, moodle, w3schools.com, how-

stuffworks.com, safaribooksonline.com, oreilly.com

news & maga-

zines

huffingtonpost, theverge, theguardian, usmagazine, nytimes,

news, digg, nbc., bbc., businessweek.com, bloomberg.com,

wired.com, nytco.com, techcrunch.com, cnn.com, forbes.com,

businessinsider., cioreview.com, bloomberg.net, businessweek-

mag.com, cbsinteractive.com, gaytimes.co, digitalspy.co, dai-

lystar.co, vice.com, lifehacker.com, nymag.com, telegraph.co, buz-

zfeed.com, tmz.com, latimes., vogue.com, gq.com, glamour.com,

vanityfair.com, thetimes.co.uk, thesun.co.uk, time.com, mailon-

sunday.co.uk, metro.co.uk, tmz.com
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Continuation of Table 9.8

organisations &

technologies

oracle.com, adobe.com, amd.com, apple.com, bcs.org, can-

non.com, cisco.com, copilot.com, disney, docker.com, dru-

pal.org, ee.co, fogbugz.com, fogcreek.com, force.com, g.co,

gmail.com, godaddy.com, google., googledrive.com, hot-

mail.com, hp.com, ibm.com, imdb.com, intel.com, joelonsoft-

ware.com, live.com, mathoverflow.net, microsoft.com, mozilla.org,

msn.com, mysql.com, nltk.org, nothingtoinstall.com, office.com,

onenote.com, opensuse.org, opera.com, oracle.com, orange.co,

outlook.com, paypal.com, php.net, playstation.com, projectaard-

vark.com, python.org, salesforce.com, samsung.com, sandisk.com,

skype.com, sophos.com, spotify.com, stackexchange, stackover-

flow, sun.com, trello.com, uber.com, ubuntu.com, usps.com,

visualstudio.com, w3.org, xbox.com, yahoo.com

Q&A stackoverflow, stackexchange, quora, yahooanswers

repository github, bitbucket, sourceforge, googlecode

research reseaerchgate, ieee., dx.doi., acm., sciencedirect, doi., else-

vier.com, springer.com, springernature.com, orcid.org, semantic-

scholar.org, arxiv.org, wiley.com, emeraldgrouppublishing.com,

acmqueue.org, acm-media.org, //research., .research., sigplan.org,

sigsac.org, ieee-, royalsociety.org, nature.com, natureasia.com,

naturechina.com, royalsocietypublishing.org, iese.fraunhofer.de,

journals., sciencemag.org, academia.edu

research search googlescholar, msacademic, scopus.com

resources downloads

sandbox jsfiddle, codepen.io

short URL bit.ly, goo.gl

social media instagram.com, facebook.com, twitter.com, linkedin.com,

youtube.com, myspace.com, flickr.com, t.co, bandcamp.com,

soundcloud.com, youtu.be, pintrest, whatsapp.com, tumblr.com

support help., support.

wiki wiki
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Table 9.9: Summary of the number of citations, % coverage of classification, and number (and mean average) of citations
in our citations replication evaluation

Spolsky Garousi Trustworthy Choi - Medium only Choi - Other

External citations 2,969 14,640 13,034 536,555 1,428,199

Classified citations 1,993 9,259 8,985 277,089 1,019,909

% Coverage 67.13 63.24 68.94 51.64 71.41

Number of articles 1,024 562 689 370,782 32,807

Citations to research (mean) 8 (0.40%) 1,409 (15.23%) 755 (8.40%) 72 (0.03%) 5077 (0.50%)
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Although our coverage has improved significantly, we increase the risk of

false positives as a result of having broad classification patterns. Consider

the following two URLs as examples:

1. itunes.apple.com/us/app/glassdoor-job-search-salaries/

2. itunes.apple.com/us/app/newsy-video-news/

Both URLs are classified as organisations and technologies because the

domain contains the string ‘apple.com.’ However, the first URL is also falsely

classified as job board (because of the presence of the string ‘job’) and the

second is classified as news (because of the presence of the string ‘news’.

These classifications can be addressed by more discriminating classification

patterns. However, as we are concerned with citations to research in this

paper, it is acceptable to have incomplete patterns to classify other categories

in the classification scheme, provided we can confirm that the respective

URLs are not citations to research.

Citations to research

With an acceptable level of coverage, we have more confidence that we are not

missing citations to research. The number (and mean) of citations that have

been classified as research are provided in Table 9.9. Note that the Spolsky

and Choi datasets appear to cite research a lot less frequently than the other

datasets. This is because we have used Google to search for only relevant

results in the Garousi and Trustworthy datasets whereas for Spolsky and

Choi, we take all articles regardless of relevance. This includes non–articles

such as short updates, advertisements/promotions and introductions to other

articles. Given that our replication of Garousi et al. occurred after their work

was published, a large percentage of the results of our search points to the

Garousi et al. paper. This is discussed in the next sub–section.

Classifying the source document for each citation, for the search–engine gen-

erated dataset

Having extracted the citations to research, we need to classify the source of

the citations for each dataset that has been generated using search engines
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(we don’t need to present an equivalent for Spolsky and Choi because of the

way these datasets are generated i.e. from specific URLs rather than search

engines, we know that they come from practitioner blogs). We need to do this

because we are particularly interested in practitioners citing research, and

can therefore discount citations that come from other sources (e.g research

citing research). For the Garousi and Trustworthy software datasets, we

export all citations to research into a CSV file and then manually classify the

source URL. The classification is initially conducted by the first author, and

then validated by the second author through discussion. The classification

is conducted iteratively until both authors agree on all URLs. This leads to

2 out of the 46 unique URLs in the Garousi dataset being reclassified and

32 out of the 110 unique URLs in the Trustworthy Software dataset being

reclassified.

The results for the Garousi and Trustworthy datasets are shown in Table

9.10. (Recall that we know that the Choi and Spolsky webpages all come

from practitioners, so equivalent tables are not needed for Choi and Spolsky).

As can be seen with the Garousi dataset, the majority of citations are

made from a single research profile. This is the profile of Vahid Garousi. The

page was picked up in our search results because it links to the paper that

we are replicating. However, it also links to his other publications. 1,427

citations made to research in the dataset come from only 50 source URLs.

It is worth noting that in automating the citation classification and man-

ually conducting the source URL classification, there is an inconsistent clas-

sification schema. Given the nature of the automated method, it is inevitable

that when classifying using regular expressions, we will get some false posi-

tive results. When classifying manually, these false positives are more easily

caught. An example of this is a URL to a book published by Wiley.com.

The automated classification classifies such URLs as a research citation due

to the string ‘wiley.com’ appearing in the URL. However, when manually

classifying, we can see that the URL is in fact a book and instead classify as

‘Research-book’. The same is true of blog articles that are published on an

IEEE sub–domain. Such inconsistencies do not compromise the integrity of

the study however, as the automated citation classification and the manual

source classification are treated differently and we maintain confidence over
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which citations are from research sources and which are not.

Table 9.10: Breakdown of the URLs citing research in the Garousi and Trust-
worthy datasets in the citations replication evaluation

Classification Total Count Unique Count

The Garousi dataset (n=1,427)

Blog 2 2

Blog-magazine 1 1

Personal website 1 1

Research 368 43

Research profile 1050 1

Wiki 5 2

The Trustworthy software dataset (n=790)

Blog 6 5

Blog-magazine 2 1

Conference website 44 11

Education 3 1

Events 18 5

Organisation 9 2

Repository-research 26 2

Research 458 41

Research-blog 12 1

Research-book 60 10

Research funding 22 6

Research profile 124 29

Wiki 3 2

9.3.2 Datasets

The Spolsky dataset

Our first dataset is of a single practitioner’s blog. We have chosen to analyse

a single practitioners blog as it allows us to compare results from a single

individual against results from multiple sources. The blog of Joel Spolsky is

chosen due to our previous research which looked at the same dataset (the

first pilot study in Section 6.2, and the development of the reasoning markers

in Section 8.2).
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A custom built crawler was used to crawl Spolsky’s blog. The crawler

found 1024 unique articles. We used Pattern2 to identify the article text

from the surrounding HTML (navigation, adverts etc). Using Pattern, we

can choose which HTML elements to extract along with the text. We extract

the raw text and the hyperlinks (anchor <a> tags). Each of the 1024 articles

were successfully extracted.

The Garousi dataset

Garousi et al. [73] conducted a multi–vocal literature review (MLR) of auto-

mated software testing. We have chosen to replicate the searches conducted

by Garousi et al. so that our results can be compared with theirs in the

future. Garousi et al. generated their dataset by searching for the following

four query strings:

1. “when to automate” testing

2. “what to automate” testing

3. decision automated software testing

4. decision software test automation

We automatically ran each of the four query strings against the Google

Custom Search API3 for 60 successful days (64 days but with 4 days failing)

from the 1st February 2018. Each day, we retrieved 100 results for each

query (10 pages of results). We repeated each query 10 times per day to

allow for the stochastic variation in search engine results. These searches

produced over 200,000 search results. However, the considerable majority of

these results were duplicates, with only 756 unique articles found from the

searches.

The articles from each of the 756 results were also extracted using Pattern

in the same way as described with the Joel dataset. This resulted in 575

2 https://www.clips.uantwerpen.be/pattern

3 https://developers.google.com/custom-search/

214



articles being successfully extracted. Of the 181 articles that failed to extract

with Pattern, 115 are due to encoding issues, 19 failed to open (e.g. SSL

errors) and 38 gave no error for failing.

Within these 575 articles, there are duplicates caused when citations are

made to specific bookmarks within the page, or when a citation is made using

multiple protocols (e.g. http and https). Removing these duplicates leaves

562 articles for our analysis.

The Trustworthy dataset

The trustworthy software dataset was created using the same multi-faceted

approach as the preliminary study. The only difference was that “trustworthy

software” was used as the topic seed instead of “software testing.” This serves

as a good contrast dataset to the preliminary study. The Google Custom

Search API was utilised again to run nine different query strings. As with

the preliminary study, the query strings were seeded with keywords that infer

reasoning and experience.

The automated searching started on the 1st October 2017 and ran for

56 days. As with the Garousi et al. dataset, 100 results per day were re-

trieved for each query and each search was ran 10 times a day to account

for the stochastic variation of search engine results. This resulted in a total

of 446,609 URLs being retrieved, of which there were 5,340 unique URLs.

4,406 articles were successfully extracted using Pattern.

Our searches are constructed to segment the data into nine segments (see

Section 7.4). In our preliminary study, we only used the four most relevant

segments. To maintain consistency with our previous work we therefore again

only use four segments. We therefore have 700 articles for analysis. See the

preliminary paper for further details on the segments and the rationale for

removing segments.

As with the Garousi dataset, within these 700 articles, there are duplicates

caused when citations are made to specific bookmarks within the page, or

when a citation is made using multiple protocols (e.g. http and https).

Removing these duplicates leaves 689 articles for our analysis.
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The Choi–based datasets

For our final data set, we use our custom crawler to crawl 47 of the 650 blogs

listed by Choi. Choi maintains a repository of software engineering blogs

[45]. We select 47 of these blogs due to time constraints (e.g. time to crawl

the data).

Some blogs have multiple authors. We have chosen to crawl the entire

domain for each of the 47 URLs, meaning that we have more that 47 bloggers

in our dataset. Of these 47 domains, there are 420,267 total URLs, all of

which are unique due to the process in which we are crawling the blogs. The

articles of each URL are extracted with Pattern in the same way as the other

datasets. 415,968 articles were extracted successfully.

As with the previous datasets, within these 415,968 articles, there are

duplicates caused when citations are made to specific bookmarks within the

page, or when a citation is made using multiple protocols (e.g. http and

https). Removing these duplicates leaves 403,589 articles for our analysis.

Over 370,000 (92%) of the articles in the Choi dataset originate from

the medium.com domain. This is because we have seeded the crawler with

a particular author who hosts their blog on Medium, and the crawler has

continued to crawl anything it finds on the same domain. This may have

happened for other domains, but not on so large a scale. We therefore report

data separately for the Medium domain from the rest of the Choi dataset

(i.e. the other 46 blogs).

9.3.3 Results

Investigating the first research question

First, we investigate the research question RQ1, do practitioners explicitly

cite research in the online articles they write about their practice?

Analysing the citations from the Spolsky dataset Table 9.11 sum-

marises the eight research citations identified in the Spolsky dataset. (Each

citation has an ID for cross–referencing). The table presents the cited URL,

the regular expression we used to identify the URL as a citation to research,

the URL of the source (citing) article that contains the citation, and the
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HTTP response to an HTTP request to the cited URL at the time of writ-

ing this paper. Six of the eight citations currently give a HTTP 404 Status

Code response. Where possible, we have used a web archiving service4 to

access unavailable web pages: we revert to the version of the web page most

contemporary to the publication date of the source URL.

After manually reviewing each citation (by both authors), we find only

one instance where Spolsky is actually providing a link to research to support

his argument. In J3, Spolsky writes: “The reasoning is that I consider excep-

tions to be no better than “goto’s”, [considered harmful] since the 1960s, in

that they create an abrupt jump from one point of code to another.” (in the

quote, the square brackets signify the location of the HTML link). All of the

remaining (seven) citations to research are false positives, with the reasons

for these false positives summarised in Table 9.12.

4 http://web.archive.org
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Table 9.11: Summary of citations made to research for the

Spolsky, Garousi and Trustworthy software datasets in the ci-

tations replication evaluation (IDs with † returned an HTTP

404; IDs with ‡ returned some other HTTP error code)

ID Citation Classification Source URL

Research citations from the 1024 articles in the Spolsky dataset

J1† http://www.uk.research.att.com/vnc/ .research. /2002/10/19/20021019/

J2† http://www.spectrum.ieee.org/

webonly/resource/sep01/speak.html

ieee. /2003/06/03/fixing-venture-capital/

J3† http://www.acm.org/classics/oct95/ acm. /2003/10/13/13/

J4† http://www.acmqueue.org/modules.

php?name=content&pa=showpage&pid=

497

acmqueue.org /2007/08/28/from-the-utopia-department/

J5† http://babbage.cs.qc.edu/ieee-754/

decimal.html

ieee- /2007/09/26/explaining-the-excel-bug/

J6 http://www.ieee.org/ ieee- /2007/09/26/explaining-the-excel-bug/

J7 http://www.4k-associates.com/

4k-associates/ieee-l7-wap-big.html

ieee- /articles/fog0000000045.html

J8† http://www.research.att.com/~bs/

homepage.html

.research. /articles/FogBugzIII.html

Research citations from the 562 articles in the Garousi dataset

218



Continuation of Table 9.11

G1 https://pdfs.

semanticscholar.org/9721/

2edff6f2974d6db5c1ed7df247a3f20d07d0

.pdf

semanticscholar.org https://simpleprogrammer.com/

making-decisions-simpler/

G2 http://research.microsoft.com/apps/pu

bs/default.aspx?id=238350

//research. https://www.visualstudio.com/learn/software-

testing-scale-increase-velocity/

G3 http://ieeexplore.ieee.org/abstract/doc

ument/7515470/?part=1

ieee. https://dzone.com/articles/

when-is-a-test-case-ready-for-test

-automation-1

G4 https://cacm.acm.org/

magazines/2012/10/

155530-where-is-the-science-in-

computer-science/fulltext

acm. http://www.softwareqatest.com/qat_lfaq1.

html

G5 http://portal.acm.org/citation.cfm?

id=1370042

acm. https://en.wikipedia.org/wiki/Test_

automation

G6 http://ieeexplore.ieee.org/xpl/

freeabs_all.jsp?arnumber=4578383

ieee. https://en.wikipedia.org/wiki/Test_

automation

G7 http://www.sciencedirect.

com/science/article/pii/

s0950584916300702

sciencedirect https://en.wikipedia.org/wiki/Test_

automation
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Continuation of Table 9.11

G8 https://ieeexplore.ieee.org/

document/7508560/

ieee. https://en.wikipedia.org/wiki/Unit_testing

G9† http://www.wiley.com/wileycda/

wileytitle/productcd-0470042125.

html

wiley.com https://en.wikipedia.org/wiki/Unit_testing

Research citations from the 689 articles in the Trustworthy software dataset

T1 http://research.microsoft.com/

en-us/news/features/hoare-080411.

aspx

//research. http://

theconversation.com/

its-possible-to-write-flaw-free-software-

so-why-dont-we-33522

T2 http://amturing.acm.org/ acm. http://theconversation.com/

its-possible-to-write-flaw-free-software-

so-why-dont-we-33522

T3 https://research.

hubspot.com/charts/

marketing-and-sales-not-considered-

trustworthy

//research. https://blog.hubspot.com/marketing/

more-trustworthy-website

T4† http://www.acm.org/classics/sep95/ acm. https://blogs.msdn.microsoft.

com/larryosterman/2005/10/21/

why-no-easter-eggs/
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Continuation of Table 9.11

T5 http://www.iso-architecture.org/

ieee-1471/

ieee- https://qarea.com/blog/

iso-standards-a-trustworthy-outsourcing-

partner-should-follow

T6 https://cacm.acm.org/

magazines/2018/2/

224627-risks-of-trusting-the-physi

cs-of-sensors/fulltext

acm. https://www.bitdefender.

com/box/blog/iot-news/

physics-based-attacks-manipulate-sensors

-iot-devices/

T7 http://queue.acm.org/detail.cfm?id=

1180188

acm. https://en.wikipedia.org/wiki/Easter_egg_

(media)

T8 https://dx.doi.org/10.1109/floss.

2009.5071358

dx.doi. & doi. https://en.wikipedia.org/wiki/OpenSource_

Maturity_Model

T9 https://link.springer.com/chapter/

10.1007\%2f978-3-642-13244-5_18

springer.com https://en.wikipedia.org/wiki/OpenSource_

Maturity_Model
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Table 9.12: Explanations for the false–positive research citations in the Spol-
sky dataset in the citations replication evaluation

ID Reason

J1 Links to a tool.

J2 Links to a IEEE blog–magazine

J4 Self citation to promote an article in ACM
Queue.

J5 Links to a tool.

J6 Links to the IEEE homepage.

J7 Links to a white paper.

J8 Links to a researcher’s homepage, not a
specific research publication.

Analysing the citations from the Garousi dataset Table 9.11 sum-

marises the nine citations identified in the Garousi dataset. As with the

Spolsky dataset, we use a web archive tool for accessing pages that can no

longer be found. All citations to research within the dataset are presented.

Because this study is concerned with practitioners citing research, we do not

consider here the citations made from the two Wikipedia articles. For the

remaining four citations (i.e. excluding Wikipedia), all four cite and dis-

cuss specific research. Table 9.13 provides quotes for each of the research

citations. Table 9.12 gives indicative examples of rejected citations.

Analysing the citations from the Trustworthy dataset Table 9.11

summarises the nine research citations identified in the Trustworthy dataset.

Reviewing the citations in the same way as the previous datasets leaves two

genuine research citations, ignoring four false positives (all four false positives

— T1, T2, T3 and T5 — are due to the citation linking to biographies, self–

citations or IEEE standards.) and three Wikipedia articles. For the two

articles with the genuine research citations, T4 and T6, both articles use the

research citation as evidence to support their claims and discussion.

Analysing the citations from the Choi datasets In the Choi datasets

combined, 5,149 citations to research were initially found over 2,969 unique

URLs. However, there were still duplicate pages due to comment discussions
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Table 9.13: Quotations involving research citations in the Garousi dataset in
the citations replication evaluation

ID Explanation Quote (square brackets signify the location
of the URL citation)

G1 Using research to
support claim. Al-
though not software
engineering

Making a decision is like a workout for your brain.
You can do [only so much in a day]. If you
overexert yourself, you can even mentally injure
yourself (cause mental fatigue).

G2 Blog version of a re-
search paper

References The details were originally published
at ICSE 2015: [The Art of Testing Less Without
Sacrificing Quality].

G3 Using research
in practice (the
authors go on to dis-
cuss the 5 methods
mentioned)

Luckily, smart people have done some work for us
already! For instance, [this paper] discusses the
most common ways in which automated tests of
web applications tend to break (while they mostly
talk about record/replay tests, the same principles
apply to hand-crafted testing scripts). The au-
thors created suites of automated tests for early
versions of five different open source web applica-
tions and then executed these tests for each sub-
sequent version.

G4 Directing readers to
research to support
claim

Additionally, see Vinton Cerf’s October 2012
ACM article [‘Where is the Science in Computer
Science?’] in which he asks about bugs: ‘Do we
know how long it will take to find and fix them?
Do we know how many new bugs our fixes will
create?’ and makes it clear that the answer is
usually ‘No’. Also see an April 2013 article by
Ron Jeffries in which he states ‘Estimation is very
difficult, perhaps impossible, and often misused.’
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and search results/pages that contained multiple articles (an issue that had

not occurred over the previous three datasets. These were manually removed

to leave 393 unique articles. These 393 articles originate from 12 domains

(out of the 47 that we crawled). The count of unique URLs citing research

from each domain is given in Table 9.14.

Table 9.14: Ranked frequency of citations per domain in the Choi dataset in
the citations replication evaluation

Domain f Domain f

blog.acolyer.org 284 adamtuliper.com 2

dtrace.org 55 brendaneich.com 2

medium.com 18 antirez.com 1

computer.forensikblog.de 16 alanstorm.com 1

infrequently.org 7 blog.claymcleod.io 1

billthelizard.com 5 tympanus.net 1

Acoyler’s blog cites research a lot more frequently than other domains.

However, this is a special case as this is a practitioner blog that presents “an

interesting/influential/important paper from the world of CS every weekday

morning”. Therefore, all articles in the Acoyler blog discuss research due to

the nature of the blog.

Regarding the others, from the 109 unique articles, there were 178 ci-

tations that had been classified as being to research. Visiting each one of

these citations led us to classifying 83 articles as false positives (for the same

reasons as previous datasets) and removing a further 16 due to further dupli-

cation (the same article in multiple languages) or not being able to get access

to the page (n=3). The remaining 81 citations, 58 of which originate from

dtrace.org, are all classified as being to research. Of the 81, 66 cite research

with some discussion (although all discussion is minimal). The remaining 15

citations are made with no discussion at all (often intended as a reference,

or for further reading). There are 25 instances of self citation, all of which

originate from dtrace.org. The authors often published in ACM Queue and

wrote blog articles to complement and promote their ACM Queue articles
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Summary for RQ1 To answer RQ1, we have replicated the initial study

against four different datasets. The results are presented in Table 9.11, and

Table 9.14.

We find that within the Spolsky and Choi datasets (which consist solely of

blog articles), less than 0.5% of citations made are to research sources (Table

9.9). This percentage is higher for the Garousi and Trustworthy software

datasets (15.23% and 8.4% respectively). This could be for a number of

reasons. For example:

• The datasets are looking for topic-specific content, rather than consist-

ing of entire domains which will have more varied content and types of

article

• In limiting the dataset to a specific topic, the content within the articles

is quite specific and focused

Overall, the findings of our current study are broadly consistent with

those of our preliminary study i.e. practitioners rarely cite research.

Investigating the second research question

In this section, we investigate RQ2, Do practitioners explicitly reason about

the research they have cited in their online articles?

Reasoning with research citations We examined each of the genuine

research citations that have been classified as part of investigating the first

research question, looking at the reasoning markers for each of the excerpts.

For the three datasets with small numbers of citations (Spolsky, Garousi and

Trustworthy Software) we manually reviewed all research citations, collecting

quantitative information. For the Choi dataset we automated the collection

of quantitative data.

Table 9.15, Table 9.16 and Figure 9.1 report summary statistics for the

absolute number of reasoning markers, for both the extracted 500–character

excerpts and for the articles overall. Table 9.15 reports these statistics for

three of our datasets: Spolsky, Garousi and Trustworthy Software.
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Because of the large number of research citations in the Choi dataset, as

well as the variability of that dataset (due to the 47 blog sites), we present

statistics for the fourth dataset in Table 9.16 and Figure 9.1. Recall that we

identified three subsets of the Choi dataset. We refer to these three subsets

as Other, Acoyler and DTrace. The Acoyler subset is a blog site, written by

Adrian Coyler, in which the respective blogger explicitly summarises inter-

esting research articles for practitioners. This site is therefore an untypical

site. The DTrace subset refers to a web site that is focused on the DTrace

tool. The authors of that site have published frequently in magazines such

as ACM Queue. The Other is all other citations to research in the remaining

45 domains (including Medium.com).

Collectively, the tables and figures indicate a very low frequency of rea-

soning indicators co–locating with citations. The statistics present crude in-

dicators. Page constraints prevent us from presenting qualitative examples.

Overall, these statistics suggests a low level of (explicit) reasoning about the

research cited in the respective articles.
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Table 9.15: Summary statistics for the presence of reasoning markers for the Spolsky, Garousi and Trustworthy datasets
in the citations replication evaluation (the Choi dataset is included for completeness)

Dataset # articles # research citations True positives ID
# reasoning markers
Excerpt Article

Spolsky 1024 8 1 J3 2 6

Garousi 562 3 3

G1 0 10
G2 0 11
G3 1 11
G4 0 12

Trustworthy 689 7 1
T4 0 16
T6 1 2

Choi 403587 N/A N/A N/A N/A N/A
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Table 9.16: Summary statistics for reasoning markers throughout each of the subsets in the citations replication evalu-
ation

Subset Unit of analysis f
Reasoning markers

f Max Min Mean Mode Median

Other Full articles 17 169 19 0 7.96 1 6
Excepts 23 10 2 0 0.43 0 0

Acoyler Full articles 284 2964 23 2 10.44 8 10
Excepts 284 93 2 0 0.33 0 0

DTrace Full articles 39 526 19 0 9.07 7 8
Excepts 58 33 2 0 0.57 0 0.5
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Figure 9.1: Reasoning markers over the entire article and extracted excerpts
for each subset of the Choi dataset; Acoyler, DTrace and Other respectively
in the citations replication evaluation

Summary of RQ2 In order to investigate research question 2, we have

extended the previous study by looking for the presence of reasoning and its

co–location with where the citation is made. This is done by extracting the

characters either side of each research citation and then searching for a series

of markers that have been generated and evaluated by prior research. We

find a low percentage of reasoning throughout all datasets. It is interesting

to compare the distributions of the different datasets. In particular, given

that Acoyler is talking about research in his articles, it is interesting to see

that there is no real difference in terms of the reasoning being made. Further

work is needed here however. The excerpts are currently extracted from the

HTML, meaning that results could be skewed in articles where there is a

large amount of HTML within the article text because there will less chance

to find co–locating reasoning markers. Other forms of detecting reasoning

should also be investigated, such as running the excerpts through MARGOT,

an online argumentation mining tool created by Lippi and Torroni [129].
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9.3.4 Discussion and conclusions of the scaled study

Threats to validity

There are several threats to this study: For the Choi and Spolsky datasets,

we crawl web pages (e.g. 1024) but it is not possible to have confidence

that all crawled pages are genuine articles (c.f. about–pages, archive pages,

short updates/promotions). For the two other datasets, Trustworthy and

Garousi, we rely on the search engines to return articles, or in other words

to reduce the noise in the data. Search engines may not be effective in doing

that. Also, we don’t know the ranking and indexing algorithms for the search

engines, so their algorithms may have an influence on the (relatively) high

percentages of research citations reported for those datasets. As mentioned

in the previous section, using the HTML to extract 500–character excerpts

means that the excerpt sizes may differ as each article has a varied amount

of HTML within them. Finally, in this study we define a citation as a HTML

hyperlink. There may be other forms of citations that we are missing such

as in–text mentions.

Future research

There are several areas for future research:

1. To further investigate the co–location of reasoning and citations (RQ2).

2. To investigate further research questions, such as: Do practitioners

explicitly recognise information provided by other practitioners in their

practice? and Do practitioners reason about information from other

practitioners in their practice?

3. Compare citations to research with citations to other sources e.g. de-

veloper authorities

4. Compare reasoning/citation co–location results with a study of research

papers to be able to compare the reasoning between practitioners and

researchers.
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5. Look at other sources of grey literature (e.g. email chains)

6. Investigate the co–location of professional experience and citations.

Scaled study conclusions

Overall, this study corroborates our prior research; that practitioners rarely

cite research in their online articles. At this stage further research is needed

to investigate the reasons why, but we hypothesise that:

1. The lack of formal citation may be due to reporting practices (practi-

tioners have different expectations on citing sources compared to aca-

demics), and this confounds our ability to assess the in situ use of

research in practice.

2. Practitioners may have restricted access to research e.g. due to paywalls

3. Practitioners may cite in other ways. We see this in Spolsky’s articles

where he occasionally adds references to the bottom of his articles, or

talks about research that he is aware of without linking.

With regards to the aims of the thesis, this scaled study has allowed us

to test the methodology at scale and identify improvements to be made in

future versions. We have identified three key areas for improvement:

1. Much of the analysis is still a manual, time–consuming process. Fur-

ther automation is needed as we scale the analysis to a greater number

of documents. We have started making progress here with the devel-

opment of COAST MONITOR (See Section 7.6).

2. Not all citations made in practitioner documents are URL links. We

have noticed that some practitioners cite formally as researchers do

with references at the bottom of the article, and some cite in text

without providing any reference. Further work is needed to analyse

different types of citations.
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3. The quality of our pre–processing needs improving to ensure the data

is of high quality before analysis. For example, it is difficult to extract

just the article text from a HTML page because there is no uniform

structure across all web pages. Failing to extract the article text may

lead to us, for example, analysing adverts and side bars from the web

page instead of the article itself. This also becomes more difficult as

we work at a larger scale as mistakes are more difficult to spot.
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Chapter X

Other evaluations

10.1 Introduction

The evaluation presented in Chapter 9 demonstrates our case survey method-

ology with a focus on one particular criteria, citations. In this chapter, we

conduct two further evaluations. The first will demonstrate the other as-

pects of the methodology and tools by conducting exploratory data analysis

of the Joel Spolsky dataset that was created as part of the first pilot study

in Chapter 6. The other criteria are:

• Reasoning

• Experience

• Code detection

• Clarity of writing

The second evaluation attempts to demonstrate the methodologies ‘real–

world’ value by applying the methodology in collaboration with a researcher

who is external to our research. We treat the external researcher as a client

who’s aim was to conduct a grey literature review to find out what prac-

titioners were writing about high performance teams in industry. As with

the previous chapter, this chapter is investigating RQ12, ‘how do we validate

resources produced as a result of answering the earlier questions?’

10.2 Exploratory data analysis over the Joel Spolsky dataset

The dataset used for this evaluation was collected as part of the first pilot

study in Chapter 6. To summarise, we run a custom built crawler over
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the joelonsoftware.com domain using the archive page as the seed. After

crawling and extracting the HTML of each article, we are left with 1,024

articles. Of these 1,024, we remove 5 articles from our analysis as they

contain no words (e.g. where Spolsky has just uploaded a picture). This

leaves us with 1,019 articles to analyse (Table 10.1 gives an indication of the

articles). We use an article titled ‘The Language Wars’ as a reference point

as we have previously identified it as being of high–quality to research (see

Rainer [188]).

Table 10.1: Descriptive statistics for the articles in the Joel Spolsky data set
Sentences Lines Word Count

Mean 26.90873 10.06281 533.472

Standard Error 1.498672 0.629865 29.63138

Median 9 3 185

Mode 1 1 33

Standard Deviation 47.84028 20.1064 945.8865

Sample Variance 2288.692 404.2672 894701.3

Kurtosis 79.14604 42.99273 83.28382

Skewness 6.300407 5.270858 6.483304

Range 820 263 16430

Minimum 1 1 2

Maximum 821 264 16432

Sum 27420 10254 543608

Count 1019 1019 1019

‘The Language Wars’ 38 17 1232

In this evaluation, we will conduct analysis using the following criteria:

1. Reasoning analysis using the 86 reasoning markers presented in Ap-

pendix D

2. Experience analysis using identified keywords, event detection and named

entity recognition as described in Chapter 7

3. Code detection using the method described in Chapter 7

4. Clarity of writing analysis using the method described in Chapter 7
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The COAST CORE tool presented in Chapter 7 was used for all analysis.

This chapter is intended to demonstrate the particular aspects of the tool

and so there are no research questions to investigate. Instead we present

exploratory data analysis for each criteria and descriptive statistics. The

work presented lays the foundations for future work that will look at how

machine learning can be used to combine the criteria into an overall measure

of quality. However, as we have shown previously in this thesis, with quality

measurement being a subjective task that is dependant on the context of the

study being undertaken, we hope that researchers can use the COAST CORE

tool and these criteria as they currently stand using their own definitions for

quality and quality assessment.

10.2.1 Reasoning analysis

The 86 reasoning markers presented in Appendix D were searched for over

the 1,019 articles. For each marker, we search for whether it appears in the

article, and how many times does it appear in the article. The descriptive

statistics for the reasoning markers across all articles is provided in Table

10.2.

Table 10.2: Descriptive statistics for the reasoning markers in the Joel Spol-
sky data set

Reasoning Markers
Present

Reasoning Marker
Occurrences

Mean 2.844946 6.446516

Standard Error 0.109048 0.38868

Median 2 2

Mode 0 0

Standard Deviation 3.481004 12.40737

Sample Variance 12.11739 153.9429

Kurtosis 6.780997 78.96486

Skewness 2.063621 6.312504

Range 31 212

Minimum 0 0

Maximum 31 212

Sum 2899 6569

Count 1019 1019
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For each article, we normalise the reasoning scores by dividing the num-

ber of found reasoning markers by the total word count. We then order by

the reasoning marker occurrences to get an idea of which articles contain the

highest percentage reasoning markers. However, the results are not mean-

ingful as there exists a number of articles which have a very low word count

and so a single reasoning marker gives a high overall percentage (see Table

10.3 for the top 5 articles). To avoid this, we apply a cut off to the word

count, ignoring articles that have a word count of less than the Mean minus

the Standard Deviation (533.5 – 29.63 = 504). This leaves 288 articles and

changes the top five articles ordered by reasoning marker occurrence to those

presented in Table 10.4. ‘The Language Wars’ ranks 18th on the list with a

marker occurrence percentage of 0.019481.
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Table 10.3: The initial top five articles before applying the word count cut–off
Article Title Article URL Markers

present
Marker
Occur-
rences

Word
Count

%
Mark-
ers
Present

%
Marker
Occur-
rences

News https://www.joelonsoftware.com/

2005/04/01/news-77/

1 1 9 0.111111 0.111111

FogBugz 5.0
Ships

https://www.joelonsoftware.com/

2006/05/17/fogbugz-50-ships/

2 2 29 0.068966 0.068966

04/02/2002 https://www.joelonsoftware.com/

2002/02/04/20020204/

1 1 20 0.05 0.05

31/07/2000 https://www.joelonsoftware.com/

2000/07/31/20000731/

1 1 21 0.047619 0.047619

22 https://www.joelonsoftware.com/

2003/11/22/22-2/

2 2 42 0.047619 0.047619
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Table 10.4: The top five articles after applying the word count cut–off
Article Title Article URL Markers

present
Marker
Occur-
rences

Word
Count

%
Markers
Present

%
Marker
Occur-
rences

News https://www.joelonsoftware.com/

2004/09/14/news-28/

10 17 612 0.01634 0.027778

From the ‘you
call this agile?’
department

https://www.joelonsoftware.

com/2006/11/15/

from-the-you-call-this-agile-

department/

6 15 620 0.009677 0.024194

News https://www.joelonsoftware.com/

2005/10/16/news-120/

7 15 625 0.0112 0.024

Deriving your
demand curve
using exchange
rate fluctuations

https://www.joelonsoftware.com/

items/2007/04/24.html

6 11 504 0.011905 0.021825

News https://www.joelonsoftware.com/

2004/10/26/news-32/

11 17 806 0.013648 0.021092
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10.2.2 Experience analysis

For detecting experience, we adopt multiple measures. The measures are

presented below, along with an explanation of what the measure means and

why it was chosen.

• Named entities: Named entities are measured to detect characters and

subjects within an article. They can also identify products and tech-

nologies being discussed. Our developed tool can apply two methods

for named entity detection, the NLTK named entity recogniser and the

Stanford named entity recogniser. However, we only use the Stanford

version in this study because in our experience, it has performed better

for identifying technologies, and choosing only one method avoids any

double-counting when trying to aggregate measures.

• Pronouns: We also identify characters and subjects through detecting

personal and possessive pronouns.

• Timex events: Timex event identification is the method of identifying

temporal events in text through the use of regular expressions. For

example, the terms ‘last summer’, ‘next march’, ‘in nineteen eighty

four’ are all identified as temporal events. We use an adapted version

of the Timex library that is part of the NLTK Contrib suite of libraries.

Our version has been made publicly available for others.

• Verbs: Verbs allow us to detect events that have taken place without

stating temporal events. For example, ‘I went to a Java conference’

implies that an event has taken place without explicitly mentioning a

temporal event. We detect three different types of verbs; base form

verbs, past tense verbs, and gerund verbs.

• I verbs: I verbs are the term we give to bigrams where the first word is

‘I’ and then the second word is a verb. This aids us in detecting events

that happened to the author of the article being analysed. We detect

two forms of I verbs, one with past tense verbs (such as ‘I went’) and

one with past participle verbs.
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Ranking the results to find articles that contain more experience than

others is difficult as it requires the researcher conducting the analysis to

weight the criteria against each other which is a subjective task and depen-

dent on the context of the study being undertaken. Instead we begin by only

looking at the articles that have a word count greater than the average word

count minus the standard deviation (533.5 – 29.63 = 504). We calculate the

average values for each measure over the remaining 288 articles. Articles

that are above average on all measures are selected as those that contain the

most experience. Twenty two articles in total are selected as being above

average on all measures. These are presented in Table 10.5. This method of

selection is not ideal as there is no normalisation. Articles with a high word

count have the opportunity for more measures and are then being compared

against articles with a lower word count. However, we also can’t calculate

the average minus the standard deviation in the same way as with selection

the 288 articles as there is too much variation in the values of each measure

over each article. ‘The Language Wars’, our reference article, is only above

average on one of the nine markers. The averages, standard deviations and

results for ‘The Language Wars’ are also included in Table 10.5.
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Table 10.5: Articles that are above average on all measures

of experience

Article title Stanford

Named

Entities

Pronouns

Personal

Pronouns

Posses-

sive

Timex

Events

Verb

Base

Form

Verb

Past

Tense

Verb

Gerund

IVerbs

Past

Tense

IVerbs

Past

Par-

ticiple

Word

Count

User Interface De-

sign For Program-

mers

526 1180 185 109 988 471 363 14 16 16432

How Microsoft Lost

the API War

442 371 61 34 281 200 184 5 3 6222

The Guerrilla Guide

to Interviewing (ver-

sion 3.0)

126 471 54 25 391 122 116 6 2 5730

Camels and Rubber

Duckies

115 437 78 38 323 97 171 3 7 5518

Making Wrong Code

Look Wrong

186 358 41 28 273 157 107 7 7 5172

Finding an Office in

New York City

140 405 49 24 288 96 98 3 3 4926

Martian Headsets 154 311 53 25 263 111 93 4 2 4894
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Continuation of Table 10.5

Seven steps to re-

markable customer

service

70 335 57 19 201 105 89 16 6 3353

Advice for Com-

puter Science

College Students

141 257 42 11 198 80 101 9 5 3323

Talk at Yale: Part 1

of 3

103 171 21 16 129 118 61 10 5 3026

How to be a pro-

gram manager

111 156 21 14 174 107 96 8 7 2937

It’s Not Just Usabil-

ity

68 171 26 16 124 69 59 6 2 2575

Whaddaya Mean,

You Can’t Find

Programmers?

65 206 33 12 163 52 65 4 5 2566

The Perils of

JavaSchools

125 143 30 13 148 59 56 4 5 2487

The Wireless Web:

Spacesuits Needed

100 174 27 19 123 69 61 9 7 2447

How to demo soft-

ware

92 187 33 10 143 64 76 6 4 2423
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Continuation of Table 10.5

Controlling Your

Environment Makes

You Happy

70 200 28 23 132 118 46 11 10 2380

Lord Palmerston on

Programming

121 161 19 23 130 53 54 3 3 2285

Top Five (Wrong)

Reasons You Don’t

Have Testers

67 131 28 18 117 75 58 7 7 2199

Daily Builds Are

Your Friend

66 105 21 17 86 70 40 4 3 1873

What is the Work of

Dogs in this Coun-

try?

88 137 24 18 83 102 72 6 6 1771

Working on City-

Desk, Part Four

91 127 21 13 82 74 43 14 9 1701

The Language Wars 63 86 12 5 59 34 31 2 1 1232

MEAN 60.06597 104.23 18.1 9.16 81.18 41.06 36.85 2.44 1.55 1509.37

Standard Devia-

tion

54.31883 96.91 16.5 9.05 79.6 40.59 32.94 3.45 2.25 1342.37
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10.2.3 Code detection

Code detection is achieved by pattern matching a series of elements com-

monly found in code. The full list of regular expressions along with examples

has been provided in Table 8.19, but to summarise here, we search for: arrow

functions; full stops that don’t have a space character either side; camel case;

code comments; curly brackets; brackets that don’t have a space either side;

semi–colons; uncommon characters; words that are separated by an under-

score; square brackets that don’t have a space either side; and keywords.

Identifying a pattern alone is not enough to determine whether there

are code examples within the text. Instead we plan in the future to turn

to machine learning techniques in order to identify code examples through

the classification of patterns that co–locate. Working towards this, our code

detection module currently creates a report of where the patterns are located

within the document being analysed. The report can work at either a line

level or a word level and assigns a one to the word (or line) if a it contains

a pattern and a zero otherwise. The result is a string of ones and zeros that

can be inputted into a clustering algorithm. As well as this binary count

of patterns in words (called the binary word count below), the module is

also capable of reporting on an absolute count of patterns found for when

multiple patterns are found in a single word.

Given the early stage of this research, we are currently unable to provide

an example of the code detection module working in actually identifying

a code example. However, Table 10.6 provides some examples of articles

with descriptive statistics based on the data that we have. The articles

selected are those with the highest binary word percentage, after removing

articles with a word count lower than 504 (as with the previous sections).

‘The Language Wars’ ranks 15th, but has also been included for comparison.

The quality of results appears to vary. It is clear from looking at ‘Can

Your Programming Language Do This?’ that there are a large number of

code examples. However, there are none within ‘Why eBay Bought Skype.’

‘Why eBay Bought Skype’ most likely ranks third due to its relatively large

number of hyphens, quotes, and references to the del.icio.us website. We

hypothesise that machine learning techniques can aid these problems.
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Table 10.6: Articles with the highest percent of code examples (#: rank; %BW: % of binary words; %AW: % of absolute
words; C: total characters; WC: word count; S: sentences)

# Article Title URL %BW %AW C WC S

1 Can Your Pro-
gramming Lan-
guage Do This?

https://www.joelonsoftware.com/2006/08/

01/can-your-programming-language-do-this/

12.22386 15.09573 7826 1358 55

2 CityDesk Entity
Classes

https://www.joelonsoftware.com/2003/01/

03/citydesk-entity-classes/

7.945205 8.90411 4438 730 34

3 Why eBay
Bought Skype

https://www.joelonsoftware.com/2005/10/

25/why-ebay-bought-skype/

6.138614 7.128713 3034 505 27

4 Hitting the High
Notes

https://www.joelonsoftware.com/2005/07/

25/hitting-the-high-notes/

5.547653 5.547653 16433 2812 142

5 Back to Basics https://www.joelonsoftware.com/2001/12/

11/back-to-basics/

4.823865 6.537607 17809 3151 178

15 Language Wars https://www.joelonsoftware.com/2006/09/

01/language-wars/

3.568465 3.817427 6749 1205 38
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10.2.4 Clarity of writing analysis

For assessing the clarity of writing, we use four types of measures; language

detection, readability metrics, grammar checking and sentiment analysis.

Each type of measure uses an external Python module for analysis.

• Language detection: Language detection means simply validating the

language in which the article is written. Most assume that in using

English query strings in a search engine that they will only get English

results. However, this is not always the case and ensuring that the

language of the document being analysed is written in English is often

used as an exclusion criteria in literature reviews. For determining the

language, we use the langdetect module1. The langdetect module

supports 55 languages. It analyses a given body of text and returns a

country code.

• Readability metrics: For measuring readability, we use the Textstat

module2. The Textstat calculates a series of readability scores (ex-

plained in Chapter 7).

• Grammar checking: For grammar checking, we use the language check

module3. We report the total number of issues, along with a break

down of more specific errors: spelling, grammar, duplication, style,

typographical and an ‘other’ category.

• Sentiment analysis: Sentiment analysis is measured using the TextBlob

module4. The TextBlob module returns two values: a polarity score

(also known as orientation is he emotion expressed in the sentence. It

can be positive, negative or neutral) and a subjectivity score (a measure

of objectivity in writing).

1 https://pypi.org/project/langdetect/

2 https://pypi.org/project/textstat/

3 https://pypi.org/project/language-check/

4 https://textblob.readthedocs.io/en/dev/
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The current implementation of our case survey methodology reports each

measure back to the researcher without attempting to rank or aggregate

the articles. This is because prioritising the criteria is subjective to the

study being undertaken. Table 10.7 shows the top five articles with a word

count greater than 504, ranked by their Flesch Reading Ease score (chosen

arbitrarily). ‘The Language Wars’ ranks 225th, and has been included once

again for comparison. Some of the readability measures have been omitted

to save space.
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Table 10.7: Examples of the clarity of writing measures used (#: rank; L: language; FE: Flesch reading ease; FK: Flesch
Kincaid grade; G: Gunning Fog; TG: total grammar issues; Sp: spelling issues; Gr: grammar issues; Du: duplication
issues; St: style issues; Ty: typographical issues; Ot: other issues; Pol: polarity score; Sub: subjectivity score)
# Title (URL path) L FE FK G TG Sp Gr Du St Ty Ot Pol Sub

1 A game of inches (/2007/06/07/
a-game-of-inches/)

en 82.7 5.2 13.3 18 9 0 1 0 8 0 0.078 0.516

2 Seven steps to remarkable customer ser-
vice (/articles/customerservice)

en 81.8 5.5 13.2 42 11 1 0 2 28 0 0.106 0.547

3 07/11/2000 (/2000/11/07/20001107/) en 81.1 5.8 14.4 11 8 0 0 1 0 2 0.35 0.544

4 Things You Should Never
Do, Part I (/2000/04/06/
things-you-should-never-do-part-i/)

en 80.9 5.9 13.8 18 14 2 0 0 2 0 -0.019 0.443

5 Amazing X-Ray Glasses from Sprint!
(/items/2006/09/19b)

en 80.8 5.9 13.5 86 65 3 6 2 4 6 0.065 0.521

225 Language Wars (/2006/09/01/
language-wars/)

en 62.4 10.9 18.8 32 14 2 0 0 7 9 0.125 0.505
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10.3 A grey literature review of high–performance teams for an

external client

The previous two evaluations have described studies that we have both con-

ducted and managed. In order to evaluate the methodologies ‘real–world’

worth, this chapter describes a study that was conducted by us, but on be-

half of a researcher external to our research. The external researcher was

treated as a client who’s aim was to conduct a grey literature review to find

out what practitioners were writing about high performance teams in indus-

try. The external researcher was investigating a single research question:

RQ1 What are the team capabilities, behaviours, attitudes, characteristics

and values that distinguish a high–performance team from a low–performance

team?

We initially asked the researcher for some example query strings that they

would use to find grey literature under normal circumstances. These queries

are presented in Table 10.8 and serve as an example of how applying the

search heuristics presented in Section 7.4 can be used to add structure and

rigour to searching.

Using the heuristics proposed in Section 7.4, we begin by identifying four

search dimensions within the given research question; team(s), team type,

factors and domain. Through discussion with the researcher, we agreed on a

set of keywords for each dimension that would be used for retrieving results.

The list of keywords is presented in Table 10.9.

We negate the domain keywords but not the other dimensions as it would

not make sense for the given context. The researcher does not want to study

!teams but does want to study high performing teams in other domains.

Searching on negations depends on the context of the study being undertaken

and was decided upon here after discussion with the researchers. We also

decided to run the queries over a seven day period, retrieving 100 results per

query.

The four dimensions result in seventeen queries being generated. Search-

ing took place for seven consecutive days starting on the 10th of December

2018. This should have yielded 119 queries being run total, but one of the
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Table 10.8: Example search strings provided by the external researcher
Query strings

Software team performance

High performing software team

Productive software team

What makes a good software team

High performing team

Team performance software engineering development

Agile team performance

Team productivity software Engineering

Team collaboration in software development

Team success in software development

Team evolution in software development

Low performing teams in software development

Improving team performance productivity

Team motivation

Team happiness

Agile team leadership

Team phases development

Difference between good and bad teams

HPT

Table 10.9: The keywords decided upon for each dimension (! denotes a
logical not)

Team/s Team Type Factors Domain

Team High performance Capabilities Software engineering

Teams Low performance Behaviours !Software engineering

Individual Work Attitudes Development

Individuals Performing Characteristics !Development

High performing Values Coding

Low performing !Coding

Performance Programming

Productive !Programming

Productivity Practitioners

!Practitioners
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days failed to run. The partial results for this failed day were removed from

the analysis leaving 102 successfully run queries.

After running the queries and de–duplicating the results, there are 2,414

results identified. For each result, the HTML and article text is extracted

using Pattern. The articles couldn’t be extracted for 77 results meaning that

2,337 articles could be analysed. The results were analysed using COAST CORE.

For each article, each of the criteria in COAST CORE was analysed. This anal-

ysis is then able to be exported to a CSV file and given to the researcher so

that the analysis can inform their decision–making with regards to selecting

articles analyse further and include in their study.
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Part V

Reflections
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Chapter XI

Discussion, reflections & conclusions

11.1 Addressing the research questions

In Chapter 1, we presented a main research question:

How can researchers more effectively and efficiently search for and then

select the higher–quality blog–like content relevant to their research?

This question is investigated though looking at a series of sub–questions.

For convenience, these are repeated below:

RQ1 What is the value of the practitioner–generated blog–like content to

software engineering research?

RQ2 What inherent difficulties with blog–like content may challenge, un-

dermine, or otherwise hinder our investigation of the main research

question?

RQ3 What do we mean by the term blog–like content?

RQ4 How do we define quality?

RQ5 How do we measure quality?

RQ6 How do we (then) determine the higher–quality blog–like content?

RQ7 How do we determine the more relevant blog–like content?

RQ8 How do we define effective and efficient search?
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RQ9 How do we measure effective and efficient search?

As with traditional methods of evidence gathering, an important re-

lated question to ask when gathering data for analysis is:

RQ9.a How do we ensure the blog–like content searched and selected is

representative?

RQ10 How do we define effective and efficient selection?

RQ11 How do we measure effective and efficient selection?

RQ12 How do we validate resources produced as a result of answering the

earlier questions?

11.1.1 RQ1: What is the value of the practitioner–generated online content

to software engineering research?

Our review of related work in Chapter 2 discussed the use of grey literature

in software engineering research. Garousi et al. [70] state that the use of grey

literature could help bridge the gap between the state–of–art, where research

operates, and the state–of–practice. Their guidelines for conducting multi–

vocal literature reviews present three main benefits to research adopting grey

literature evidence:

1. grey literature provides current perspectives and complements gaps in

the formal literature;

2. grey literature may help avoid publication bias (although Garousi et al.

acknowledge that the grey literature found may be not representative);

and

3. grey literature provides an important perspective on topics.

Additionally, in Section 2.8, we extend Garousi et al.’s benefits by focus-

ing on the benefits of research adopting blog articles as a source of evidence.

To Garousi et al.’s benefits, we add the following:
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• Blog articles provide easy access into the experiences that practitioners

encounter.

• On adopting a new technology or practice, blog articles are often the

first documentation of the practitioners thoughts and opinions. This

suggests that that blog articles could provide evidence earlier than other

sources.

• Blog articles provide visibility into actual software practice, much of

which is often not otherwise available to research.

• Blog articles provide insights into practitioner beliefs, much in the same

way that traditional surveys do.

• Collecting evidence from blog articles is an additional source of evi-

dence which can be used alongside other sources of evidence in order

to triangulate results.

• Analysing blog articles over time allows researchers to detect and report

on trends.

• Blog articles can be used as a source of data which complements official

documentation around a technology.

11.1.2 RQ2: What inherent difficulties with blog–like content may chal-

lenge, undermine, or otherwise hinder our investigation of the main

research question?

There are a number of challenges that prevent wider adoption and lead to

some researchers thinking that grey literature and blog–like content should

not be used in research as it is untrustworthy. These are discussed in Chapter

2 and summarised here:

• The main challenge is that there is no established process for assessing

the quality of blog–like content. It is widely recognised that search-

ing using traditional search engines produces many irrelevant results.
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There is a need for a process for assessing quality and allowing the re-

searcher to identify these quality articles from the vast quantity avail-

able.

• Any methodology that seeks to address the quality assessment of blog–

like content, must be able to do so at scale because the number of blog

articles on the web is enormous and increasing each day.

• Analysing blog–like content presents the challenge of handling variabil-

ity. Unlike research papers, which are mostly formally written and

follow similar structures, authors of blog–like documents have freedom

over the structure and language used. Informal language often leads to

increased ambiguity which is also a challenge.

• Any methodology working at scale to perform some analysis on behalf

of a researcher also needs to be able to present those results in a way

that is readable and useful to the researcher, but also is able to show

sufficient details of the analysis and method used so that it is repeatable

and traceable.

• There exists few corpora of annotated blog articles, and we have found

no corpus of blog articles that are annotated for quality. This makes

it difficult for researchers who want to test their methods of quality

assessment.

11.1.3 RQ3: What do we mean by the term blog–like content?

Throughout the research, we have struggled to define the type of content that

is useful for researchers. We began by specifically researching personal blog

articles, as opposed to corporate or technology blog articles, but found that

there are many other types of grey literature that our analysis also applies

to. Also, there are no large search engines that only search on blog articles

and we are aware of no classifier that can identify blog articles from a set

of search results. Therefore, creating automated methods to work with blog

articles is a difficult task.
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We then began to research grey literature as a collective (i.e. all different

types of grey literature). However, certain grey literature, such as company

white papers, present bias view points as they have a vested interest in the

topic/product being discussed. Also, our analysis doesn’t apply to small

posts such as tweets, or conversational discourse such as those found in email

chains and discussion boards (though we are interested in conducting future

research which incorporates these).

We shifted our efforts to what we define as blog–like content. We for-

mally define blog–like content in Chapter 2 (Table 2.1). Identifying blog–like

content from a set of search results when using traditional search engines is

still a problem however.

11.1.4 RQ4 and RQ5: How do we define and measure quality?

We define the quality of a document in terms of its relevance to the research

being undertaken, and its credibility. If an article is on–topic, and can be

demonstrated to be sufficiently credible, then it can be considered to be a

quality article, and therefore, a good candidate for inclusion in the study

being undertaken.

In order to measure relevance, we initially looked at crawling articles and

then generating our own topic models (see Section 6.3). However, when per-

forming at scale, this method would mean that any new articles coming into

the analysis would produce a need for the topic model to be regenerated.

Our method of creating a topic model, using LDA, took over a week to com-

plete when working with a large number of articles (approximately 500,000).

Therefore, creating our own topic models was not a feasible solution. Instead,

we turned to using traditional search engines. Using traditional search en-

gines mimics the way in which researchers currently search for and find grey

literature. Search engines also provide a lot of relevant results quickly. How-

ever, in using search engines, we have to accept that the results will never be

repeatable as little is known about how articles are found and ranked. Run-

ning the same query twice may produce different results based on factors

such as the previous search history and physical location.

In using search engines to retrieve relevant results, we can use our search
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heuristics (Section 7.4) to encourage more credible results. However, further

credibility assessment has to take place afterwards, as a way of filtering the

relevant results. We first conducted a literature review of credibility assess-

ment in online media to create a list of criteria that can be used to assess

credibility. During this literature review, we learnt that given the subjec-

tive nature of credibility assessment, studies tend to report on a specific user

group. We found no study that looked at software engineering researchers

and so conducted survey to validate our list of criteria. The combination of

both the literature review and survey responses allowed us to develop a holis-

tic model for how credibility is assessed in software engineering research. We

then developed our case survey methodology which attempts to automate

the assessment of a subset of the criteria within the model. The methodol-

ogy currently focuses on reasoning and the evidence that is provided by the

practitioner. Future research aims to extend the methodology and tools to

assess more of the criteria within the model.

11.1.5 RQ6: How do we (then) determine the higher–quality blog–like con-

tent?

This has been a very difficult question to investigate, and one that still re-

quires further work. With quality assessment being a subjective process that

also depends on the context of the study being undertaken, there can be no

one–size–fits–all approach. Instead, the analysis has to be presented back

to the researcher in a way that allows them to prioritise relevant criteria,

and make their own assessment aided by the data which the methodology

provides. For example, in Chapter 9 we decided to focus on citations. Specif-

ically, we were interested in articles which made some citation to research.

The numbers were low enough that we could manually parse each of the

results to investigate how each citation was being made. However, when

analysing a larger number of articles, a manual parse is not feasible. One

approach that we plan to investigate further is that for each criteria relevant

to the study being undertaken, take any article that has an above average

count of that criteria.
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11.1.6 RQ7: How do we determine the more relevant blog–like content?

As discussed above, we determine relevance by whether the article is on

topic. We have experimented with generating our own topic models, but

have settled on using search engines to determine relevance for us. This

reflects how researchers currently search for and find grey literature, but

binds us to 1) the topic models and ranking methods of the search engine

and 2) to only being able to provide keywords in order to retrieve relevant

results.

11.1.7 RQ8 and RQ9: How do we define and measure effective and efficient

search?

In Section 7.4, we develop and present a set of search heuristics which help us

to search and organise results into multiple dimensions. Although we have

not yet formally evaluated the heuristics, we hypothesise that adding this

formal structure for searching increased the effectiveness of grey literature

reviews. We have also developed and publicly released a tool, COAST SEARCH,

which can automate this search process, making it easier for researchers to

adopt.

In Chapter 1, we also present a related question to RQ9 (RQ9.a): How

do we ensure the blog–like content searched and selected is representative?

This is a difficult question to answer when using search engines as we do

not know the size of the overall universe of documents on the web and the

representativeness of the results that we have retrieved. One method that we

adopt towards combating this problem of retrieving a representative dataset

is that we conduct the same queries daily over a set time period in order to

retrieve any new results. However, search engines retrieve and rank results

using a number of factors that are unknown to the public. Therefore, we

still do not know if the results we have are representative of the overall

population. This is a significant threat to our work and one that requires

further investigation.
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11.1.8 RQ10 and RQ11: How do we define and measure effective and effi-

cient selection?

As with searching, we have developed and released a tool, COAST CORE, to

aid researchers with the analysis of search results to identify those of higher

quality. This tool semi–automates part of our case survey methodology for

identifying content. The criteria adopted by the tool and methodology have

been taken from a credibility model that we developed after conducting a

literature review and survey of software engineering researchers to determine

how they specifically assess credibility of practitioner generated content. The

tool currently focuses on detecting the reasoning within an article, and the

evidence that has been supplied to support the practitioners reasoning. In

the future, we intend to extend the tool so that it can assess more criteria

from the credibility model.

11.1.9 RQ12: How do we validate resources produced as a result of answer-

ing the earlier questions?

Again, this is a difficult problem to investigate as there exists no corpus

of practitioner blog articles that have been annotated for quality. Instead,

the thesis provided three demonstrative case survey examples, and critically

reflects on them in order to provide a preliminary evaluation. The evaluations

are the citations study in Chapter 9, the analysis of the Joel Spolsky blog,

and the high performance teams review in Chapter 10. The high performance

teams review differs from the others in that it was performed on behalf

of an external researcher. This allowed us to obtain an indication of the

methodologies worth to others.

11.2 Application to software engineering research

Section 1.2 outlines the problem statement and motivation for the research

conducted and presented in this thesis. To summarise, the inclusion of grey

literature within software engineering research provides new perspectives of

value to researchers. For this reason, there is an emerging interest in the

inclusion of grey literature but uncertainty over the trustworthiness of grey
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literature due to its varying quality. The thesis has presented a model and

methodology for filtering grey literature on quality. The following subsections

demonstrate how the adoption of the methodology may have aided previous

research that utilises grey literature. To summarise, the methodology:

• would have helped Rainer in automating his methodology

• would have allowed Garousi and Mäntylä to structure and broaden

their search queries

• would have aided Parnin and Treude in finding a larger number of

initial search results and then helped to filter out poor quality results

• would have helped Soldani in automating both the searching and ap-

plication of quality criteria

11.2.1 Rainer’s AXE methodology

Rainer [188] presents the AXE methodology for extracting argumenta-

tion, experience and inferences from practitioner blog articles. Application

of the methodology is a manual process and Rainer identifies a need for au-

tomation. This need for automation motivated the research conducted in

this thesis. The methodology presented can aid identification of mentions of

reasoning and experience.

11.2.2 Garousi and Mäntylä’s multi–vocal literature review of automated

software testing

Garousi and Mäntylä [73] present a multi–vocal literature review looking

at the decision making process around automated software testing. They

adopt four search queries in their study:

1. “when to automate” testing

2. “what to automate” testing
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3. decision automated software testing

4. decision software test automation

The methodology presented in this thesis advocates a multi–faceted search

approach for improved rigour and repeatability. Adoption of such an ap-

proach may have yielded further relevant results for inclusion into the review.

Garousi et al.’s guidelines on conduction multi–vocal literature reviews [70]

also suggest applying quality criteria when filtering results. The methodol-

ogy presented in this thesis also provides a method of automatically assessing

a set of credibility criteria which can aid such filtering.

11.2.3 Parnin and Treude’s review of API documentation

Parnin and Treude [170] review social media sources to investigate whether

such sources may complement, or even replace, traditional software API doc-

umentation. Their study is not a grey literature review but is systematic in

its methodology. For initial retrieval of results, they conduct a search on

each method within the jQuery library and take the first ten results of each

search. Adoption of the methodology presented in this thesis would have

automated this process and allowed the authors to retrieve more results in

less time. Quality criteria could have then been applied to filter unwanted

content and the URL classification schema could have been used to aid the

identification of blog articles from other types of online documents.

11.2.4 Soldani’s grey literature review of micro–services

Soldani [212] conducts a systematic grey literature review on the pros

and cons of adopting a micro–service architecture. Soldani’s search method

is close to the method presented in this thesis. Soldani takes a multi–faceted

approach to searching and adopts “quality assessment control factors” into

his inclusion/exclusion criteria. The methodology presented in this thesis

may again have helped in automating both the search process and application

of quality criteria.
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11.3 Threats to validity

There are multiple threats to this research which have been outlined through-

out the thesis. In this section, we re–iterate the most significant threats. Each

threat also provides the opportunity for further work to be conducted.

1. The credibility literature review serves as a foundation on which all

other work is built. The literature review was not conducted system-

atically and only 13 papers were selected for analysis due to the strict

search criteria used. The lack of systematic review and small number

of papers mean that it is possible that potential credibility criteria have

been omitted from the review.

2. The credibility survey was then intended to validate the findings of the

literature review in order to develop a list of criteria which are specific

to software engineering researchers. The survey was also intended to

find any new criteria missed by the literature review, find out whether

there are any criteria that researchers prioritise over others and find out

whether there are any other criteria that they consider important but

were not presented to them. Although the response rate of the survey

was good, the overall number of responses is low in comparison to the

overall community of software engineering researchers. The program

committees of two international conferences on empirical software en-

gineering were invited to participate, but this still only represents a

subset of software engineering research.

3. Although we have published work that uses the case survey method-

ology that we have developed (for example, see [236]), we have only

published a preliminary version of the methodology [194] itself along

with benefits, limitations and guidelines. Therefore, there has been no

formal peer–review of the entire methodology and the concepts within

it.

4. Without a corpus of blog–like articles which have been annotated for

quality, we have been unable to formally evaluate the methodology in
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practice. Instead, we have conducted a series of case surveys with the

goal of iterating development of the methodology as it matures. Simi-

larly, without formally publishing guidelines for the methodology, there

has been a lack of adoption from others within the community which

would aid evaluation. One future direction is to conduct a evaluation

via an expert panel of software engineering researchers.

11.4 Future work

There are many potential directions for future research.

11.4.1 Extending the work on credibility assessment

A next step for our research is to conduct a formal and extensive literature

review of the work on credibility so that we can have confidence in the starting

criteria which serve as a foundation to all of our work.

Credibility assessment is difficult due to its subjective nature, and previ-

ous research has addressed this by studying particular user groups. Repeating

the survey with a wider scope of researcher disciplines would give a more rep-

resentative picture of credibility assessment in software engineering research.

We are also interested in conducting a survey of software practitioners to see

how their credibility assessment methods compare to that of researchers. It

would also be interesting to be able to repeat the survey periodically in order

to detect how credibility assessment changes over time.

With a more thorough literature review, and a more extensive survey,

another iteration of the credibility model could be created to demonstrate

and visualise how credibility is assessed within software engineering research.

11.4.2 Extending the methodology and tooling

The adapted case survey methodology and the tools that have been devel-

oped towards automating the methodology currently only focus on a subset

of the criteria. One obvious direction would be to extent these by incor-

porating more criteria. The tools as they currently stand, report measures

for each criteria, but do not aggregate and compare these measures to in-

dicate, for example, that one article is of higher quality then another. We
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view the current tools as a way of extracting the features necessary for mul-

tiple machine learning algorithms for trying to compare articles against each

other. Classifiers can be developed for automating the identification of dif-

ferent criteria within articles, comparing the results of these criteria against

each other, and for classifying types of documents (e.g. blog articles, news

articles, social media).

There is also the opportunity to investigate how factors outside of our

credibility model can be used to assess credibility. Metrics such as number of

‘likes’ and comments are often used in credibility studies to assess popularity,

and visual appeal is also an influence on credibility assessment. However, we

have found no study which looks at how other types of commonly available

data such as website performance metrics and measures of website traffic

can be used in credibility assessment. For example, could network traffic be

an indication of popularity, and can popularity be an indication of quality?

These measures extent the measures used in COAST CORE.

Aside from further development of our existing tools, there is the op-

portunity for the development of alternatives to traditional keyword–based

search engines so that researchers (and practitioners) can search on the se-

mantic content of grey literature and not ‘just’ the keywords. This work

would involve the development of novel algorithms for text processing, data

analytics, infrastructure and indexing at scale. The result would be a new

kind of search engine which is intended for researchers and therefore not bi-

ased by the topic models and ranking methods used by modern day search

engines.

There is also the potential for the research to adopt machine learning

techniques in order to improve the rigour and accuracy of quality assessment.

The measures and tools presented in this thesis can be used as a method for

feature set generation. At the beginning of the PhD, it was expected that

the research would evolve into building machine learning classifiers. However,

the divergent nature of the research meant that I first addressed other issues

beforehand in order to lay the foundations necessary.

Finally, we believe that there is the opportunity for the development of

a Manifesto, or a set of principles for credibility assessment within grey lit-

erature. Such a Manifesto could apply to both software engineering research
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and other disciplines. An agreement on definitions, credibility criteria and

methods of measurement would allow for more easier collaboration between

researchers and allow for credibility research to progress forwards together

instead of the fragmented way in which it currently operates with multiple,

sometimes conflicting definitions and studies that are particular to differ-

ent sub–groups. The Credibility Coalition1 is a group of individuals from

academia and industry which meet regularly to fight misinformation online.

One area in which the Credibility Coalition are working on is the agreement

of definitions and criteria within credibility assessment.

11.5 Contributions

The thesis makes contributions in the following two areas:

1. A model for credibility assessment, informed by prior research, and

that is specific to software engineering research.

2. A partially–evaluated methodology for searching and identifying high–

quality grey literature, using the credibility model.

For key contribution one, we initially conducted a structured literature

review of 13 papers on credibility assessment (Chapter 3). Each of the pa-

pers conducted an empirical study in credibility assessment for practitioner–

generated web documents. The results of the literature review was a set of

credibility criteria and challenges. These criteria are then validated through

a survey of software engineering researchers (Chapter 4). The program com-

mittees of two leading international conferences were invited to participate

and asked which criteria were important to them when assessing the credi-

bility of practitioner–written documents. Through synthesising the results of

the literature review and of the survey, we developed and presented a model

of credibility assessment within software engineering research (Chapter 5).

The model demonstrates how each stakeholder interacts with the document

1 https://credibilitycoalition.org/
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being assessed, as well as providing a holistic look at the factors that af-

fect credibility assessment for the reader (a.k.a the researcher reviewing the

document to assess its suitability for use as evidence in a case survey).

For key contribution two, we have developed and presented a methodol-

ogy which can be interpreted as a variation of the case survey methodology.

Our methodology uses our credibility model and can be used for finding grey

literature which is of sufficient quality, and the ‘right type’ of article for re-

search. The methodology uses traditional search engines for initially identify-

ing relevant content to analyse. Section 7.4 presents a set of search heuristics

which can be used by others to seed their search queries with keywords that

indicate quality and increase the likelihood of retrieving the correct type of

article required to the study being undertaken. We have also created and

validated a set of reasoning markers that can be used for identifying rigour

within articles (Section 8.2). These markers may be used independently of

the rest of the methodology. For example, as use as features in machine learn-

ing studies on argumentation mining. We have also conducted a structured

literature review of the state of experience mining and present the indicators

that are commonly used in experience mining studies (Section 8.3). We have

developed and publicly released a set of tools for automating all parts of our

methodology (Section 7.6). This includes three utility libraries which have

been publicly released for use in any project.

Using the methodology as a case survey is demonstrated through two

evaluation chapters (Chapters 9 and 10). In Chapter 9, we also provide

our citation classification scheme which can be used by others to classify

hyperlinks that are commonly found within software engineering practition-

ers online documents. The classification scheme can also be easily extended

depending on the context of the study being undertaken.

Our published work on the above contributions can be found in appendix

A.

11.6 Conclusions

The thesis investigates the research question ‘How can researchers’ more

effectively and efficiently search for and then select the higher–
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quality blog–like content relevant to their research?’

The research presented in this thesis has investigated methods for find-

ing high–quality grey literature which holds potential value as evidence for

software engineering research. Our initial research investigated how software

engineering researchers assess credibility. This was investigated by first con-

ducting a literature review of credibility assessment of online media, and

then validating the criteria found in the literature review through a survey

of software engineering researchers. The results of the literature review and

survey are used to develop a model of how software engineering researchers

assess the credibility of practitioner–generated web media.

We then sought to automate quality assessment and article identification

using this model. After conducting two pilot studies, we developed an adap-

tation of the case survey methodology. Our version of the methodology uses

traditional search engines for finding results which are relevant and an topic,

and then downloads and analyses the results against a subset of the criteria

presented in the credibility model. A number of tools have been developed

and publicly released to automate parts of the methodology.

The thesis then presents three evaluations, two of which are intended

to demonstrate the methodology, and a third which has been conducted on

behalf of an external client to assess the methodologies worth in a ‘real–

world’ scenario. Evaluating the methodology has proven to be difficult so far

as there is no corpus of articles which have been annotated for quality, which

makes the methodology difficult to test.

Overall, the research conducted in this thesis provides a foundation on

which future research can build. We anticipate that the next steps for the

research are to turn towards using machine learning techniques to improve

the rigour and accuracy of quality assessment using the measures and tools

presented in this thesis as a method for feature set generation.

Overall, the thesis builds on the following three co-authored contributions:

1. A summary of the benefits and challenges present in using blog–like

content in software engineering research.

2. A reference definition for the term ‘blog–like content’ and a list of

benefits and challenges.

268



3. A set of heuristics for structuring search engine querying when con-

ducting reviews of grey literature.

to make the following discrete and specific contributions:

1. A set of credibility criteria, gathered through a structured literature

review of the state of credibility assessment in research.

2. A more refined and validated set of credibility criteria which are spe-

cific to software engineering researchers, gathered through conducting

a survey of software engineering researchers.

3. A holistic model for demonstrating how credibility is assessed in soft-

ware engineering research, created through the results of the literature

review and survey.

4. An adaptation of the case survey methodology that finds grey literature

using our credibility model.

5. A set of validated markers for which can aid the detection of reasoning

within text.

6. A set of indicators commonly used for detecting experience, gathered

through conducting a structured literature review of the state of expe-

rience mining.

7. A set of tools for automating both the searching for, and filtering of

high–quality grey literature (essentially moving towards automating

the methodology).

8. A schema for classifying URL citations.

9. A demonstration and partial evaluation of the methodology in practice.
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ing the Right Test Automation Tool: A Grey Literature Review of

Practitioner Sources”. In: Proceedings of the 21st International Con-

ference on Evaluation and Assessment in Software Engineering. ACM,

2017, pp. 21–30.

[198] Simon Reimler. 5 Reasons Why You Should Blog as a Software De-

veloper. url: https://devdactic.com/blog- as- a- software-

developer/. (accessed: 04.08.2018).

[199] Soo Young Rieh. “Credibility and cognitive authority of information”.

In: Encyclopedia of Library and Information Sciences, Third Edition

(2010).

[200] Soo Young Rieh et al. “A diary study of credibility assessment in ev-

eryday life information activities on the Web: Preliminary findings”.

In: Proceedings of the Association for Information Science and Tech-

nology 47.1 (2010), pp. 1–10.

[201] Everett M Rogers. The diffusion of innovation 5th edition. 2003.

[202] Christoffer Rosen and Emad Shihab. “What are mobile developers

asking about? a large scale study using stack overflow”. In: Empirical

Software Engineering 21.3 (2016), pp. 1192–1223.

290
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[225] Oana Ţugulea. “Different Web Credibility Assessment as a Result

of One Year Difference in Education”. In: Review of Economic and

Business Studies 8.2 (2015), pp. 117–133.

[226] Oana Tugulea et al. “Does a different year of study means different

important credibility dimensions? A study on the dimensions of cred-

ibility of online sales websites”. In: Review of Economic And Business

Studies 7.2 (2014), pp. 31–49.

[227] William Twining. Rethinking evidence: Exploratory essays. Northwest-

ern University Press, 1994.

[228] J. Tyndall. AACODS (Authority, Accuracy, Coverage, Objectivity,

Date, Significance) Checklist. 2010. url: http://dspace.flinders.

edu.au/dspace/.

[229] J. Vails–Vargas, J. Zhu, and S. Ontanon. “Towards automatically ex-

tracting story graphs from natural language stories”. In: AAAI Work-

shop – Technical Report. 2017, pp. 1006–1013.

[230] Frans H Van Eemeren, Peter Houtlosser, and AF Snoeck Henkemans.

Argumentative indicators in discourse: A pragma–dialectical study.

Vol. 12. Springer Science & Business Media, 2007.

[231] Zeno Vendler. Linguistics in Philosophy. 1967.

[232] David Walsh. url: http://davidwalsh.name/. (accessed: 04.08.2018).

[233] Rita Zaharah Wan–Chik. “Information credibility assessment of Is-

lamic and Quranic information on the web”. In: Proceedings of the

9th International Conference on Ubiquitous Information Management

and Communication. ACM. 2015, p. 25.

293



[234] A. Williams and A. Rainer. A preliminary, structured review of how

professional experience is detected in natural–language texts: Tech-

nical Report. Sept. 2018. url: https://www.researchgate.net/

publication/327540995.

[235] A. Williams and A. Rainer. The analysis and synthesis of previous

work on credibility assessment in online media: technical report. July

2017. url: https://www.researchgate.net/publication/324765770.

[236] Ashley Williams. “Do software engineering practitioners cite research

on software testing in their online articles?: A preliminary survey.” In:

Proceedings of the 22nd International Conference on Evaluation and

Assessment in Software Engineering 2018. ACM. 2018, pp. 151–156.

[237] Ashley Williams. “Using reasoning markers to select the more rigorous

software practitioners’ online content when searching for grey litera-

ture”. In: Proceedings of the 22nd International Conference on Eval-

uation and Assessment in Software Engineering 2018. ACM, 2018,

pp. 46–56.

[238] Ashley Williams and Austen Rainer. “Do software engineering practi-

tioners cite software testing research in their online articles?: A larger

scale replication”. In: Proceedings of the Evaluation and Assessment

on Software Engineering. ACM. 2019, pp. 292–297.

[239] Ashley Williams and Austen Rainer. “How do empirical software en-

gineering researchers assess the credibility of practitioner–generated

blog posts?” In: Proceedings of the Evaluation and Assessment on

Software Engineering. ACM. 2019, pp. 211–220.

[240] Ashley Williams and Austen Rainer. “Identifying practitioners’ argu-

ments and evidence in blogs: insights from a pilot study”. In: Software

Engineering Conference (APSEC), 2016 23rd Asia-Pacific. IEEE. 2016,

pp. 345–348.

[241] Ashley Williams and Austen Rainer. “Toward the use of blog arti-

cles as a source of evidence for software engineering research”. In:

Proceedings of the 21st International Conference on Evaluation and

Assessment in Software Engineering. ACM. 2017, pp. 280–285.

294



[242] Max L Wilson, Susan Ali, and Michel F Valstar. “Finding informa-

tion about mental health in microblogging platforms: a case study

of depression”. In: Proceedings of the 5th Information Interaction in

Context Symposium. ACM. 2014, pp. 8–17.

[243] Claes Wohlin. “An evidence profile for software engineering research

and practice”. In: Perspectives on the Future of Software Engineering.

Springer, 2013, pp. 145–157.

[244] Adam Wyner et al. “Approaches to text mining arguments from legal

cases”. In: Semantic processing of legal texts. Springer, 2010, pp. 60–

79.

[245] Sarita Yardi, Scott A Golder, and Michael J Brzozowski. “Blogging

at work and the corporate attention economy”. In: Proceedings of the

SIGCHI conference on human factors in computing systems. ACM.

2009, pp. 2071–2080.

[246] Sarita Yardi, Scott Golder, and Mike Brzozowski. “The pulse of the

corporate blogosphere”. In: Conf. Supplement of CSCW 2008. 2008,

pp. 8–12.

[247] Steve Yegge. You should write blogs. url: https://sites.google.

com / site / steveyegge2 / you - should - write - blogs. (accessed:

05.08.2018).

[248] Jia Yu et al. “Learning distributed sentence representations for story

segmentation”. In: Signal Processing 142 (2018), pp. 403–411.

[249] Quan Yuan and Qin Gao. “The Analysis of Online News Information

Credibility Assessment on Weibo Based on Analyzing Content”. In:

International Conference on Engineering Psychology and Cognitive

Ergonomics. Springer. 2016, pp. 125–135.

[250] Dan Zhao, Chunhui Tan, and Yutao Zhang. “Evaluating the Enter-

prise Website Credibility from the Aspect of Online Consumers”. In:

Management of e-Commerce and e–Government, 2009. ICMECG’09.

International Conference on. IEEE. 2009, pp. 14–17.

295



Part VI

Appendices

296



Appendix A

List of publications

Table A.1: List of our publications

Year Author/s Title Type Status Ref.

2016 A.

Williams

and A.

Rainer

Identifying practitioners’ argu-

ments and evidence in blogs: in-

sights from a pilot study

Short

paper

Published [240]

2017 A.

Williams

and A.

Rainer

Toward the use of blog articles as

a source of evidence for software

engineering research

Short

paper

Published [241]

2018 A.

Williams

Using reasoning markers to select

the more rigorous software prac-

titioners’ online content when

searching for grey literature

Full pa-

per

Published [237]

2018 A.

Williams

Do software engineering practi-

tioners cite research on software

testing in their online articles?:

A preliminary survey.

Short

paper

Published [236]

2018 A. Rainer

and A.

Williams

Using blog articles in soft-

ware engineering research: bene-

fits, challenges and case-–survey

method

Full pa-

per

Published [194]

2019 A. Rainer

and A.

Williams

Heuristics for improving the

rigour and relevance of grey lit-

erature searches for software en-

gineering research

Short

journal

Published [192]
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Continuation of Table A.1

2019 A.

Williams

and A.

Rainer

How do empirical software

engineering researchers assess

the credibility of practitioner–

generated blog posts?

Full pa-

per

Published [239]

2019 A.

Williams

and A.

Rainer

Do software engineering practi-

tioners cite software testing re-

search in their online articles?: A

larger scale replication

Short

paper

Published [238]

2019 A. Rainer

and A.

Williams

Using blog–like documents in

software engineering research: a

review of benefits, challenges and

research direction

Full

journal

Accepted [195]

2019 A. Rainer

and A.

Williams

On the credibility of

practitioner–generated blog

posts

Full

journal

Submitted [193]

Other

2017 A.

Williams

and A.

Rainer

The analysis and synthesis of

previous work on credibility as-

sessment in online media: tech-

nical report

Technical

report

N/A [235]

2018 A. Rainer

and A.

Williams

Technical Report: Do software

engineering practitioners cite re-

search on software testing in

their online articles? A struc-

tured search of grey data

Technical

report

N/A [187]

2018 A.

Williams

and A.

Rainer

A preliminary, structured review

of how professional experience

is detected in natural-language

texts: Technical Report

Technical

report

N/A [234]
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Appendix B

Detailed tables from the literature review

Table B.1: Criteria classified under the source category; 1=[223], 2=[6],
3=[222], 4=[249], 5=[8], 6=[35], 7=[147], 8=[215], 9=[250], 10=[233],
11=[225], 12=[127], 13=[167]

Criteria 1 2 3 4 5 6 7 8 9 10 11 12 13 Total

identity x x 2

credentials/ qual-
ifications

x x 2

reputation x x x 3

expertise x x x 3

authorship x 1

engagement x x 2

Totals 0 4 1 0 2 0 0 0 0 3 2 1 0

Table B.2: Criteria classified under the message category;

1=[223], 2=[6], 3=[222], 4=[249], 5=[8], 6=[35], 7=[147],

8=[215], 9=[250], 10=[233], 11=[225], 12=[127], 13=[167]

Criteria 1 2 3 4 5 6 7 8 9 10 11 12 13 Total

believable x x x 3

motivation x 1

focus x x 2

clarity x x 2

trustworthiness x x x x x x 6

currency x 1

transparent x 1

will have impact x 1

professional x x x 3
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Continuation of Table B.2

representative x x 2

spin-free x 1

partisan nature x 1

intrinsic plausibil-

ity

x 1

honest x 1

popularity x 1

sincere x 1

etiquette x 1

truthful x x 2

authentic x x 2

experience x x x 3

cite external

source

x x 2

trusted sources x 1

multiple sources x 1

verified x 1

cited x 1

accurate x x x x x x x x 8

writing tone x x 2

well written x x x x 4

update x 1

corrections x 1

authority x x x 3

error-free x 1

argument

strength/ content

x x 2

balanced x x x 3

equal x 1

neutral x 1

objective x x 2

not opinionated x x 2

reliable x x x 3

comprehensive x 1
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Continuation of Table B.2

consistent x 1

detailed x 1

unbiased x x x x x x x 7

complete x x x x x 5

factual x 1

fairness x x x x 4

truth-seeking in-

tentions

x 1

credibility x x x 3

Totals 5 10 6 5 27 10 0 15 1 13 4 1 3
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Table B.3: Criteria classified under the receiver (the reader) category;
1=[223], 2=[6], 3=[222], 4=[249], 5=[8], 6=[35], 7=[147], 8=[215], 9=[250],
10=[233], 11=[225], 12=[127], 13=[167]

Criteria 1 2 3 4 5 6 7 8 9 10 11 12 13 Total

past experience
with site

x x 2

general suspicions x 1

general dislike x 1

aligns with own
knowledge

x 1

recommended x 1

endorsed x x 2

location of user x 1

source x 1

usefulness x 1

name recognition x 1

relevance x 1

cue in the content x 1

trust x 1

Totals 0 6 1 0 1 0 0 1 0 5 0 1 0
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Table B.4: Criteria classified under the channel (the medium) category;
1=[223], 2=[6], 3=[222], 4=[249], 5=[8], 6=[35], 7=[147], 8=[215], 9=[250],
10=[233], 11=[225], 12=[127], 13=[167]

Criteria 1 2 3 4 5 6 7 8 9 10 11 12 13 Total

sponsorship x x 2

affiliations x x 2

privacy policy x x 2

site functionality x 1

customer service x 1

advertising x x 2

image credibility x 1

business function
credibility

x 1

efficient admin x 1

information sup-
port

x 1

navigation tools x 1

site length x 1

ease of use x 1

real world feel x 1

accessibility x 1

URL x 1

social relationship x x 2

performance x 1

design look x x x x 4

design/ structure x x 2

attractiveness x x 2

Totals 0 10 2 0 1 0 0 4 2 3 5 3 1
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Appendix C

Survey details

C.1 Invitation email

Hi,

My name is Ashley Williams, I am a software engineering PhD student

at the University of Canterbury under the supervision of Associate Professor

Austen Rainer.

Our research is looking at the use of practitioner generated evidence in

software engineering research, and how we can extract ‘high quality’ content

from the vast amount of content on the web. We are currently conducting

a survey on how software engineering researchers assess the credibility of

practitioner generated content. I am emailing you to invite you to participate

in that survey.

The survey should take between approximately 10 minutes to complete

and can be found at:

[[ link to the survey ]]

Please refer to the attached information sheet, and feel free to contact

either me, or Austen, should you have any questions or comments on the

survey invitation or the design of the survey. Also please contact us if you

would like to receive an anonymized copy of the data.

Email Telephone
Ashley ashley.williams@pg.canterbury.ac.nz -
Austen austen.rainer@canterbury.ac.nz +64 3 369 2120

This survey has been approved under ethics Ref. HEC 2017/68/LR-PS

Thank you for your time,

Ashley and Austen
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C.2 Pre-survey text

We are investigating how software engineering researchers evaluate the qual-

ity of online content written by practitioners, for example whether the content

in a blog post or Q&A site is trustworthy. We would appreciate your views

on this topic. The survey should typically take 10 - 20 minutes to complete

and consists of 15 questions over 5 pages.

The survey begins by briefly asking for general information about you

and your research. It then asks a series of open and closed questions about

your opinions of evaluating the quality of online content, as well as asking for

your general comments. Finally, the survey optionally asks for your contact

details for a follow up conversation.

The survey has been approved by the University of Canterbury NZ under

ethics Ref. HEC 2017/68/LR-PS

If you have any question on this survey, please contact Ashley Williams

(PhD student; ashley.williams@pg.canterbury.ac.nz) or Austen Rainer (Pri-

mary Supervisor, austen.rainer@canterbury.ac.nz)

Thank you for your time.

C.3 Questions in the survey

The following questions were asked.

1. Please summarise your specific areas of research? Please be more spe-

cific than ’software engineering’ :). Separate each area with a semi-

colon e.g. software testing; requirements engineering.

2. How many years experience do you have conducting software engineer-

ing research? (Enter number to one decimal place.)

3. In general, how credible do you consider blog articles that are written

by practitioners? (Answers were given on a 6 point Likert scale ranging

from 0: No blog article is credible to 5: All blog articles are credible).

4. Please provide general comments to complement your rating. (Op-

tional.)
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5. To help focus your answers to the following questions, we would like

you to think specifically about the importance of several criteria to

assessing the quality of written blog articles. Please try not to consider

whether these criteria are easy to assess, or how frequently the criteria

actually occur in blog articles.

For each of the following criteria, please rate how important you con-

sider the criterion to be when assessing quality:

• The clarity of writing within the blog article

• The reporting of empirical data within the blog article that relates

to the claims made in the article

• The reporting of the method by which the empirical data was

collected and analysed

• The reporting of professional experience within the blog article

that relates to the claims made in the blog article

• The presence of web links to other practitioner sources that relates

to the claims made in the article

• The presence of web links to peer-reviewed research that relates

to the claims made in the article

• The presence of reasoning within the blog that relates to the claims

made in the article

• The prior beliefs of the reader when reading the article

• The influence of other people’s opinions on the reader’s beliefs e.g.

a recommendation to read the blog article

(Answers were provided on a 7 point Likert scale ranging from 0: Not

at all important to 6: Extremely important. There was also an ’I don’t

know’ option).

6. Please provide more information to explain your answers.

7. Are there any other criteria that you think are missing or have not been

considered by this survey? Please summarise those other criteria.
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8. Do you think that the criteria identified in Q5 and Q7 generalise to

assessing the quality of content written by practitioners, other than

blogs (e.g. emails, Q&A sites such as Stack Exchange, comments that

have been provided in response to blog articles)? (Answers were ’In

general, yes’, ’In general, no’, or ’It depends (please explain below)’).

9. Please provide more information to explain your answer

10. Do you think the criteria identified in Q5 and Q7 generalise to assess-

ing the quality of content written by researchers e.g. journal articles,

conference papers? (Answers were ’In general, yes’, ’In general, no’, or

’It depends (please explain below)’).

11. Please provide more information to explain your answer

12. Please provide any other comments you would like to make on this

survey.

13. We would like to contact respondents to clarify the responses that they

have made. If you are willing to be contacted, please identify yourself

and provide an email address so that we may contact you. You are

welcome to remain anonymous.

Are you willing for us to contact you about your responses to this

survey? (Answers were ’yes’ or ’no’).

14. What is your name? (This is optional)

15. Please provide an email address for us to contact you. (This is optional)

16. Would you like to receive a copy of the results on completion of the sur-

vey? (This requires that you have included your email address above)

(answers were ’yes’ or ’no’).
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C.4 End-text

Please note that by hitting submit, you are providing consent to your par-

ticipation in this study.

Thank you for your time and responses.

Austen and Ash

ashley.williams@pg.canterbury.ac.nz austen.rainer@canterbury.ac.nz

C.5 Sample size

Invitations were sent out to the Programme Committees of two leading in-

ternational software engineering conferences, Evaluation and Assessment in

Software Engineering (EASE) and Empirical Software Engineering and Mea-

surement (ESEM). Members of each Programme Committee were removed

from invitation if they were part of Software Innovation NZ due to their

involvement with the pilot study.

Overall, 138 researchers were invited to participate. 44 started the survey

and 37 completed it (response rate of 26.8%).

The participants’ experience in research ranged from 2 years to 35 years,

with a mean average of 15.5 years. The total time taken to complete the

survey ranged from 3.3 minutes to 22 hours with an overall average of 87.9

minutes. Removing the five responses that took longer than one hour to

complete the survey gives a range from 3.3 minutes to 47.1 minutes, with an

average time of 11.7 minutes.
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Appendix D

Reasoning markers

Table D.1: The final set of 86 reasoning markers.
a consequence deduce in actual fact proves

accordingly deduced in fact reason

admit that deduces in my opinion reasons

although demonstrate indicate secondly

another point demonstrates indicates showed that

as a result due to infer since

as can be seen entails that inference suppose

as indicated by ergo inferences supposed

as opposed to first of all inferencing supposedly

assume firstly inferred supposition

assumed follow infers that is exactly
why

assuming follows it is always said
that

that show

assumption for example it is believed
that

the fact is

because for instance it is clear the fact that

belief that given that it is proven therefore

believe that has shown may be derived think that

but hence on the grounds though

can derive however on these
grounds

thus

conclude i would contend
that

on those
grounds

yet

conclusion implied otherwise you could argue

consequently implies prove

contrary imply proved
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