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Abstract

In various fields of image analysis, determining the precise geometry of occurrent edges, e.g.
the contour of an object, is a crucial task. Especially the curvature of an edge is of great practi-
cal relevance. In this thesis, we develop different methods to detect a variety of edge features,
among them the curvature.

We first examine the properties of the parabolic Radon transform and show that it can be used
to detect the edge curvature, as the smoothness of the parabolic Radon transform changes when
the parabola is tangential to an edge and also, when additionally the curvature of the parabola
coincides with the edge curvature. By subsequently introducing a parabolic Fourier transform
and establishing a precise relation between the smoothness of a certain class of functions with
the decay of the Fourier transform, we show that the smoothness result for the parabolic Radon
transform can be translated into a change of the decay rate of the parabolic Fourier transform.

Furthermore, we introduce an extension of the continuous shearlet transform which addition-
ally utilizes shears of higher order. This extension, called the Taylorlet transform, allows for a
detection of the position and orientation, as well as the curvature and other higher order ge-
ometric information of edges. We introduce novel vanishing moment conditions of the form
Jr8* t*)t™dt = 0 which enable a more robust detection of the geometric edge features and ex-
amine two different constructions for Taylorlets. Lastly, we translate the results of the Taylorlet
transform in R? into R3 and thereby allow for the analysis of the geometry of object surfaces.
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CHAPTER 1

Introduction

The automatization of processes plays a major role for the technological progress of today’s
society. For this venture, it is often necessary to process information in a fast and stable fashion.
In the field of autonomous driving, for instance, the recognition of road marks, traffic signs and
other road users is of pivotal importance. In medical imaging, it is desirable to design systems
that are capable of autonomous detection of cancerous tissue. But also many applications in
other fields show the importance of object recognition and thus, good and stable detectors are
crucial.

Since the concept of an edge, i.e., the occurrence of a rapid change of colour along a curve,
already plays a prominent role in the mammalian visual system [HW62, HW68], it is no sur-
prise that the detection of edges also is a major part in most object recognition algorithms,
e.g. [Mar76, MH80]. Many secondary features of edges are also often used in the field of com-
puter vision. Among them the curvature of an edge is of special interest, see e.g. [DZM*07,
MEO11, FB14]. The great significance of the edge curvature to the human capability of recog-
nizing objects has already been discovered in the 1950s in psychological studies [Att54, AA56].

There is also a mathematical reason for the usefulness of curvature, as every planar C2-curve is
uniquely determined by its curvature profile up to translations and rotations. Thus, the curva-
ture provides a natural and meaningful measure to categorize shapes and object contours.

The structure of an edge curvature estimator is usually divided into two parts. In the first step,
an edge detector is applied and subsequently, a curvature estimator is employed on the newly
found edge. For the purpose of detecting edges there exists a plethora of different methods,
e.g. the classical Canny edge detector [Can87] and multiscale approaches such as the method
of wavelet modulus maxima [MH92] or shearlet-based algorithms [YLEK09]. The numerical
computation of the curvature could be handled by naively using the curvature formula for a
C?-curve y: I — R? on an interval I:

_det(y'(0),y" (1)

e foralltel.
Y 2

Ky(t)

As a calculation based on this formula is numerically unstable due to the presence of derivatives
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and a division, usually other methods are utilized. Either a purely discrete approach is applied
by defining a discrete curvature, e.g. [CMTO01], or the discretely given curve is artificially made
continuous, e.g. by scale-space methods [MBO03] or by interpolation [FJ89].

A drawback of the approach to first detect edges and then estimate the curvature is its numerical
instability, as the deviation of the detected edge from the actual edge can increase the error of
the curvature estimation step immensely. The main goal of this thesis is to overcome this prob-
lem by a localization of the procedure. We have developed methods that are able to determine
the local orientation and curvature of the edge without knowledge of the complete edge.

Such an approach has already been successfully used, e.g. in [LPS16]. In this thesis, we will
present two different methods that follow the idea of localization. The first one is described
in chapter 3 and utilizes the parabolic Radon transform, i.e., the integral of a function over
parabolae, and the thereof derived parabolic Fourier transform. The second method is called
the Taylorlet transform and chapters 4 and 5 are devoted to this approach. It is based on the
continuous shearlet transform and additionally uses shears of higher order to allow for a detec-
tion of the curvature. Both methods yield detection results that are based on differences of the
decay rate of the respective integral transform.

The main challenge of our approach is to find conditions for the analyzed function and in case of
the Taylorlet transform also for the analyzing function, the Taylorlet, that enforce the differences
in the decay rate we need for detecting the edge orientation and curvature. Similar results on the
decay rate already exist for the continuous wavelet transform, e.g. [MH92], and the continuous
shearlet transform in 2D [GL09, Grol1l,KP15] and in 3D [GL11].

A specific challenge for the Taylorlet transform is to find a construction that yields an analyz-
ing function satisfying all the necessary conditions to ensure a well-defined integral transform
yielding the desired decay rates.

1.1 Outline

The thesis provides different mathematical perspectives on the task of curvature detection. The
focus of chapter 2 is the conformal monogenic signal curvature. We first introduce the un-
derlying concepts of this notion - the Riesz transform, the monogenic scale-space and the iso-
phote curvature. In [FWS11] it has been claimed that the conformal monogenic signal curvature
equals the isophote curvature. We will show that this claim does not hold.

The third chapter is devoted to the parabolic Radon transform, the related parabolic Fourier
transform and their connection to the edge curvature. We will introduce the concept of the
wavefront set as a mathematical formulation of the orientation and position of an edge. Af-
ter a brief presentation of the classical Radon transform and its connection to the wavefront set,
we generalize this notion by introducing the parabolic Radon transform. We subsequently show
that it can be used to detect the edge curvature, as the smoothness of the parabolic Radon trans-
form changes when the parabola is tangential to an edge and also, when additionally the cur-
vature of the parabola coincides with the edge curvature. By introducing the parabolic Radon
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transform and establishing a precise relation between the smoothness of a certain class of func-
tions with the decay of the Fourier transform, we show that the smoothness result for the parabolic
Radon transform can be translated into a change of the decay rate of the parabolic Fourier trans-
form.

The main focus of chapter 4 is to introduce the novel Taylorlet transform and analyze its main
properties. It is an extension of the continuous shearlet transform that additionally utilizes
shears of higher order like the bendlet transform [LPS16]. The goal of this chapter is to show
that this new transform allows for a detection of the position and orientation, as well as the
curvature and other higher order geometric information of edges. We introduce novel vanish-
ing moment conditions of the form [ g (+ tk) t" dt =0 for ke N, me Ny and a restrictiveness
condition to ensure certain decay rates of the Taylorlet transform that facilitate the detection of
the sought-for edge features. Furthermore, we will present two methods for the construction of
Taylorlets that satisfy the required conditions. The first one is based on the idea that vanishing
moments can be generated by taking derivatives and utilizing a method to produce vanishing
moments of higher order from classical vanishing moments. The second method relies on an
operator-valued approach to g-calculus. We finish the chapter with a numerical example.

The goal of chapter 5 is to extend the notion of the Taylorlet transform and the main results of
the previous chapter to the third dimension. We start by introducing the multivariate Taylor
series expansion and the Hankel transform. Both concepts are needed for the proof of the main
result that is given subsequently. The detection result deviates from its two-dimensional pen-
dant, as in the third dimension an additional case occurs, when the sheared version of the sur-
face is locally hyperbolic. For this case, a special set of conditions, the hyperbolic restrictiveness
has to be additionally imposed on the Taylorlet. Afterwards, we will prove that a construction
based on the g-calculus approach in the previous chapter yields a Taylorlet that satisfies all of
the necessary conditions to guarantee certain decay rates of the Taylorlet transform. In the last
section of this chapter, we present a fast algorithm for the detection of the edge curvature.

We conclude the thesis with a brief summary and a discussion of open problems for future re-
search in chapter 6.

1.2 Publications
Parts of this thesis have already been published:

e The results of the sections 4.2, 4.3.1, 4.4 and 4.5 with the exception of subsection 4.5.3
have been published in [Fin19].

* Subsection 4.3.2 from the beginning up to Theorem 4.23 with the exception of Theo-
rem 4.16 and Corollary 4.17 have been published in [FK19].
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1.3 Notation and basic results

This chapter introduces the basic terminology and important results that we will use throughout
the thesis.

1.3.1 Symbols

In this subsection we introduce the symbols we will use in this thesis.

Sets of numbers
N:=1{1,2,3,...} Set of natural numbers

Np:=10,1,2,3,...} Setof natural numbers including 0

VA Set of integers

Q Field of rational numbers

R Field of real numbers

Ry Set of positive / negative real numbers
C Field of complex numbers

Function and distribution spaces

Lp Space of p-th power integrable functions
C Space of continuous functions
c” Space of n times continuously differentiable functions

C®=&:=MNpenC"  Space of smooth functions

Cr=D Space of compactly supported smooth functions
S Space of Schwartz functions

&' Space of compactly supported distributions

D’ Space of distributions

S’ Space of tempered distributions
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Geometry

eg := (cosh,sinf)”

Unit vector of the angle 6

Xg := (X, eg) Inner product of x and eg
cosf —sin0 ]

Ry := 2D rotation of the angle 0
sinf cosf

wt:={xeR": (x,w)=0} Orthogonal complement of w

Integral transforms

For"

f@& = [ fxe 0 dx

R~

Fourier transform

H Hf(x) = % -P.V. n{ ﬁ(Ty; dy Hilbert transform
R R;f(x)= Fg%tll)),/gz) -P.V. R}C % dy Riesz transform
R Rf(w,s) = { flsw+y)dy Radon transform
a)
P Pfx,0,a) = u{f (x +Rg-(41%,1) T) dt Parabolic Radon transform
Q Qy0,af (W) = %Pf (Rg-(u,v)T,0,a)e™ ™ du  Parabolic Fourier transform
Fr Fr;f(x) = % -[R[f(x— ¥)-exp (i . %) dy Fresnel transform
w Wy f(a,b) = a2 -%f(x)m dx. Wavelet transform
SH SHyf(a,s, 1) = f2 FOWas(x) dx Shearlet transform
R
T T:f(a,s,t)= j; fX) T4 (x) dx Taylorlet transform
R
H H,f(p) = :fof(r)]V (pr)p dp Hankel transform
Asymptotic relations
=0 < lir)rcl f;lp :Qg: <00 | f|is asymptotically bounded by g

f~g

f=o0(g
f=Q(g
f=w(g

< f=0@nrg=0()

i L8
©)lcl_r,r},g(x)_0

< g=0(f)
s g=o0(f)

f is asymptotically similar to g
f is asymptotically dominated by g
f is an asymptotic upper bound for g

f asymptotically dominates g
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Topology
Let Ac X.
A Closure

A°:=X\A Complement

1.3.2 Curvature

As the main goal of this thesis is the computation of curvature, we give a quick introduction into
the differential geometry of planar curves and of surfaces with a strong focus on their curvature.
This subsection follows the course of [Bar10].

Curvature of planar curves

Definition 1.1 (Parametrized Curve). A parametrized curve is a differentiable map y: I — R” of
an open interval I c R to R".

Definition 1.2 (Regular curve). A regular curve is a parametrized curve whose first derivative
does not vanish, i.e.,
Y'(t)#0 forallre I

Definition 1.3 (Tangent and normal vector). Lety : I — R? be a regular curve. Its first derivative
Y'(¢) is called tangent vector and the vector

O - /
n(t):= -y (1)
1 0

is called normal vector.

Definition 1.4 (Parametrization by arc-length). Aregular curvey: I — R" is called parametrized
by arc-length, if |y ()| =1 forall t € I.

Definition 1.5 (Curvature). Lety € C?(I,R?) be parametrized by arc-length and let N denote its
normal vector. Then the parameter xy : I — R is called the curvature of y, if it satisfies

Y'()=xy(t)-N(#) forallzel.

As not every curve is parametrized by arc-length, it is beneficial to have a more general formula
for the curvature.

Theorem 1.6 (Curvature formula). Lety € C?(I,R?) be a regular curve. Then,

_ det(y'(0),y" (1)

K (1)
Y ly' ()13

foralltel.
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Especially in chapter 4, we deal with curves that can be described as graph of a function. Natu-
rally, we are interested in determining their curvature.

Corollary 1.7 (Curvature of a graph). Let f € C>(I,R). Then, its graph

9 t
v:I-R° t—
f@)

1
Ky (1) = % foralltel.

(1+1r@P)

has the curvature

Curvature of surfaces in R3

Definition 1.8 (Regular surface and local parametrization). A set S ¢ R3 is called regular surface,
if for all p € S there exists an open neighborhood V c R3, an open set U c R? and a map F €
C! (U,R®) such that

(i) F(U)=SnV andthemap F:U — SNV is homeomorphic,
(ii) the Jacobian Jr(u) is of rank 2 for all u € U.
The triple (U, F, V) is called local parametrization of S.

In two dimensions, it was possible to describe the tangent via a single vector. In three dimen-
sions, the tangent vectors form a plane.

Definition 1.9 (Tangential plane). Let S <R3 be a regular surface and let p € S. Then, the set
T,S={X eR®: 3> 03 parametrized curve y : (—¢,€) — S such that y(0) = p, y'(0) = X}

is called tangential plane of S in p.

Definition 1.10 (Differential map). Let S;,S, < R3 be regular surfaces, let f:S; — S, be a
smooth map and p € S;. The differential of f at p is the map

dpf:TpS1— TpS2,
which is given by the rule: for X € T),S; and a sufficiently small € > 0 let y : (—¢,€) — S; with

¥(0) = p and y'(0) = X and set

d
dpf(X) = E(foy)| OG Tf(p)Sz.

=

Definition 1.11 (First fundamental form). Let S <R3 be a regular surface, p € S and let (U, F, V)
be alocal parametrization of S. The first fundamental form of S in p is given by

gp:TpSxTpS—R, (X,Y)—(X,Y).
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The matrix representation of g, with respect to the local parametrization (U, F, V) is given by
the maps
gij:U—R, u—g,(0;Fw),0;Fw), i,je{l,2.

Definition 1.12 (Normal field and orientability). Let S < R® be a regular surface. A normal field
on Sisamap N:S — R3 such that N(p) L TS forall p € S. Anormal field N on S is said to be
a unit normal field, if |N(p)| = 1 for all p € S. The regular surface S is called orientable, if there
exists a continuous unit normal field on S.

Definition 1.13 (Weingarten map). Let S < R® be a regular, orientable surface with unit normal
field N and let p € S. The endomorphism

Wp: TpS— TS, X — —d,N(X)
is called the Weingarten map.

Proposition 1.14. [Biir10, Proposition 3.5.5] Let S c R3 be a regular, orientable surface. Then, its
Weingarten map is self-adjoint with respect to the first fundamental form.

Definition 1.15 (Second fundamental form). Let S c R3 be a regular, orientable surface with
unit normal field N and let p € S. The second fundamental form of S in p is given by

hy:TpSx TpS, (X,Y)— gp(Wp(X),Y).

The matrix representation of /), with respect to the local parametrization (U, F, V) is given by
the maps
hij:U—R, u—gp(0;jF(w),N(p)), i,jeil,2}.

Proposition 1.16. [Bdirl0] Let S ¢ R® be a regular, orientable surface and let g, h denote the
matrix representation of first and second fundamental form. Then, the matrix representation of
its Weingarten map is given by

w=h-g L.

Definition 1.17 (Gauss, mean and principal curvature and principal directions). Let S c R® be
aregular, orientable surface and let p € S. Its Gauss curvatureis given by

K(p) =det(W),).
The mean curvature of S in p is defined as
1
H(p) = ESpur(Wp).

The eigenvalues of the Weingarten map W), are called principal curvatures and the related eigen-
vectors are known as the principal directions.

Due to Proposition 1.14, the Weingarten map is self-adjoint. Thus, its matrix representation
has an orthonormal basis of eigenvectors which are the principal directions. Hence, they are
orthogonal to each other.
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In chapter 5, we will handle surfaces that are given as graphs of a function f : R> — R. Hence, it
is crucial to have a formula for the Weingarten map to obtain the different kinds of curvature.

Proposition 1.18. [Weingarten map of a graph] Let U c R? be an open set, f € C*>(U,R) and let
S denote the graph of f. Then, the matrix representation of the Weingarten map for (x,y) € U is
given by

1+[0,f(x,)])* =0:f(x, )0y f(x,y)
—0xf(x,¥):0,f(x,¥) 1+ [0xf(x, y)]2

1
wx,y) = (Hf)(x,y)-
Y (1+1Vfx pI2)*"? Ny

where H f denotes the Hessian matrix of f.

Proof. In this proof, we will often omit the arguments of the functions, when they are obvious.
As S is the graph of f, a parametrization is given by

X

F:U-S, Xy~ ¥
[y

Hence, we obtain the first and second derivatives

1 0 0 0 0
0.F=| o |, ayF: 1 |, 0xF= 0 ’ axJ’F: 0 ’ any: 0

O+ f oyf Oxxf Oxyf Oyyf

The matrix representation of the first fundamental form is given by

(1+ [0.f]? axf-ayf)
g:
orf-0yf 1+[0,f)

and its inverse reads

- ] (1+[ayf]2 —fo-ayf)

T1HIVSIZ —0.f-0yf 1+[0.f)

The unit normal field can be determined to be

_axf

0xF x0yF 1
_ayf

[0xF xayF]

L+ Vel
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Hence, we can utilize the formula for the matrix representation of the second fundamental form
to obtain

1 Oxxf Oxyf| 1

he —— .
1+ ||VF|? \Oxyf 0yyf 1+|vr|?

-HF.

Inserting the matrix representations of the first and second fundamental form into the formula
of Proposition 1.16 yields

1 ‘ 1+[0yf]2 —0xf-0yf

P2 Courea, s 14 [0uf)E)

w=hgl=s—
L+1vVFI2

1.3.3 Fourier transform

This transform is especially important for many of the ventures in this thesis, as it allows one
to quantify smoothness in terms of decay rate. Since there exist many different conventions
on the Fourier transform, we will fix the associated notations in this subsection, as well as the
constants appearing in the most common Fourier results. Both the notation and the theorems
are taken from [Kat04, Chapter VI], which treats the Fourier transform on the real line. Although
the Fourier transform in this subsection is defined on R” rather than on R, the same arguments
can be applied for the proofs as in the one-dimensional case.

Definition 1.19 (Fourier transform). For f:R"” — C, its Fourier transform is
f ‘R" — R, ,_,f f(x) . e—i-(x,w) dx,
Rn

whenever f is well defined. We will often denote the Fourier transform as JF, if the function to
be transformed is overly long.

The next theorem states the most basic properties of the Fourier transform.

Theorem 1.20 (Basic properties of the Fourier transform). [Kat04, Chapter VI, Theorem 1.1] Let
f,g € LYR"). Then for almost allw € R",

(@) f+g =f+gw),
(ii) andforallaeC, cﬁ(w) = a-f(w),

(iii) (@) =f(-w),
(iv) and forally eR", Ty f(w) = f(w)-e "),

@ |f @)= fln and f € LP®M),
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(vi) and forall A >0, ﬁﬁ”(w) = % f(%)

The following theorem shows the uniform continuity of the Fourier transform of an L' -function.

Theorem 1.21. [Kat04, Chapter VI, Theorem 1.2] Let f € L'(R™). Then f is uniformly continuous
onR",

For the subsequent theorem we introduce the concept of the convolution.

Definition 1.22 (Convolution). Let f,g:R" — C. The convolution of f and g is

f+xg:R"—C, foWf(y)-g(x—y) ay,
whenever it is well-defined.

The following theorem allows for a multiplicative representation of a convolution in the Fourier
domain.

Theorem 1.23 (Convolution theorem). [Kat04, Chapter VI, Theorem 1.3] Let f, g € L*(R™). Then,
frgel'® andf+g=f-§.

In the next definition we will introduce iterated integrals, which will be made use of in the sub-
sequent theorem.

Definition 1.24 (Iterated integral). Let jeNp, xeRand f € LY (R). We then denote

P (e¢]
I+f(x):f f)dy and I_f(x):f f dy.
—00 X
The iterated integral is then inductively defined by
o f=Io1lf.

For ge LY(R™) and k € {1,..., n}, we denote the partial iterated integrals by

Xk
I 1 8(%) :f g(X1, ey XK1, Y Xkt 15+ Xn) Ay
o
and I_,kg(x):/ g (X1, XK1, Y Xkt 15 - r X)) .
Xk

Again, the associated iterated integral is defined inductively by

This definition allows for an examination of the Fourier transform of iterated integrals.

Theorem 1.25. [Kat04, Chapter VI, Theorem 1.5] Let f € L'(R") and let k € {1,...,n}. Then, if

L o f € LY(R"™) we have
1

Ly i f(w) = E'f(w)-
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A similar result can be proved for the derivative, as can be seen in the next theorem.

Theorem 1.26. [Kat04, Chapter VI, Theorem 1.6] Let f € LY(R™) and let x. - fx) e LY(R", dx) for
allke{l,...,n}. Then, f € C'[R") and

0o, f(@) = =i - F (x- f(x)) (@)

forallw e R",

The next theorem gives conditions for approximate identities, i. e., families of L! -functions which
act in their limit as the identity of the convolution.

Theorem 1.27 (Approximate Identity). [Kat04, Chapter VI, Theorem 1.10] Let {ky} eny < L' (R)
such that

L [gpkax)dx=1,
2. iyl =0OQ) for A — oo,
3. imy—.co fi455 k2 ()] dx =0 for all 5 > 0.
Then, forall f € LY(R),
lim ||f— k}[ * f||L1 =0.
A—o0
The next theorems yields an inversion formula of the Fourier transform.

Theorem 1.28 (Inversion of the Fourier transform). [Kat04, Chapter VI, Theorem 1.11] Let f €
LY R™). Then for almost all x € R",

-1y - _@)r giE)
fx) = on)7 /115210 f 11:[1(1 N flw)-e dw.
-AA1"

By utilizing the Hahn-Banach theorem, it is possible to extend the definition of the Fourier
transform to L2(R"). This extension is often called Plancherel transform and is an isometry (up
to a constant), as the following theorem shows. However, in this thesis we will refer to this ex-
tension as Fourier transform.

Theorem 1.29 (Plancherel’s theorem). [Kat04, Section VI.3] Let f, g € L*(R™). Then,

_ 1 U
[R SR dx= fR J©g@ de and
1 N
”f”LZ:W. Fllgz-

Of pivotal importance to the theory of Fourier transforms are the Schwartz space and its dual,
the space of tempered distributions, which are introduced in the following definition.
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Definition 1.30. The Schwartz space is defined as

S([R™ = {(p € C™°([R™) x“a§¢(x)| <ocoforalla,f e Ng},

sup
xeR”

and its dual space, the space of tempered distributions reads S’ (R").

The significance of the Schwartz space for the Fourier transform lies in the following statement.

Theorem 1.31. [Hor83, Theorem 7.1.5] The Fourier transform F : S(R") — S(R") is an auto-
morphism.

As the Fourier transform is an S(R")-automorphism, it is possible to extend the definition of
the Fourier transform to S’ (R"), the space of tempered distributions.

Definition 1.32. [Fourier transform on 8'] Let u € S’ (R"™). Its Fourier transform is then defined
as
i(p) =u(p) forallpe SR™.

For this variation of the Fourier transform, the proof of a uniqueness theorem is especially easy.

Theorem 1.33 (Uniqueness theorem). Let u € S’ (R") such that it = 0. Then, u = 0.

Proof.

>  GP)=0 YpeSRH

I
I
o

=>  u(p)=0 VYpeSRM
Theorem 1.31
=

u@)=0 VopeSMRH

= u=0.
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CHAPTER 2

Conformal monogenic signal curvature

In this chapter we introduce the conformal monogenic signal and some of its secondary pa-
rameters used in image processing. We focus on the conformal monogenic signal curvature
introduced in [FWS11]. This particular value of a signal is determined by means of the Riesz
transform and stereographic projections. It has been claimed to equal the isophote curvature
of the signal. We will show that this is not the case.

This chapter is divided into three sections. In the first one, we introduce the basic methods
which are utilized later. The second section describes the concept of a conformal monogenic
signal and shows some of its most prominent features. In the final section we will consider a
very common class of examples in which the conformal monogenic signal curvature is not well
defined.

2.1 Underlying concepts

In this section, we will introduce the basic notions which are needed for the definition of the
conformal monogenic signal.

In the first place, we consider the analytic and monogenic signals, which extend a given signal
f : R" — R by n additional components. These are determined by the Hilbert and the Riesz
transform of the original signal, respectively, and enable a decomposition of the emerging signal
into polar coordinates which contain valuable signal information.

In the second subsection we introduce the concept of scale-space, which is based on the convo-
lution with a smoothing kernel. We will focus on the Poisson scale-space and its special relation
to the monogenic signal.

In the last subsection we discuss the isophote curvature which is the local curvature of the level
curve of a function f : R?> — R. Here we take a closer look on its practical importance and show
ways to determine this curvature.
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2.1.1 Analytic and monogenic signals

Due to the omnipresence of different communication devices in today’s society we can hardly
overestimate the importance of signal processing. Thereby the signal analysis and the robust-
ness of the utilized methods against various sources of noise play a pivotal role.

One of the pioneers of information theory and signal processing was Denis Gabor, to whom we
owe - among other famous inventions - the idea of the analytic signal. He noticed that by adding
to a real valued signal f : R — R the imaginary unit times its Hilbert transform, the amplitudes
belonging to the negative frequencies of the signal are suppressed without loss of information of
the signal [Gab46]. Furthermore, a decomposition of the analytic signal into polar coordinates
facilitates an analysis of the amplitude and the phase of the signal.

In order to further investigate these ideas, we first introduce the Hilbert transform.

Definition 2.1 (Hilbert transform). Let f € L?(R). Its Hilbert transform is defined as

Hf(t)=%-P.V.fM T:l.hm(f‘ﬂrf"")f(t—r) .

RE—T 7T -0 T

Gabor utilized the Hilbert transform [Gab46] to define the analytic signal which denotes the
complex valued signal f; = f+i-Hf.

Definition 2.2 (Analytic signal, instantaneous amplitude, phase and frequency). Let f € L2(R,R).
Its analytic signal is defined as

fu=f+in-

The instantaneous amplitude reads

Ap=+JIfI2+HSP,

the instantaneous phase is defined as
@f=atan2(R(f),3(f)),
and the instantaneous frequency as
wp= (p}.
We will show that the Hilbert transform commutes with certain operators which will be intro-

duced in the next definition.

Definition 2.3. Let D, denote a dilation, T} a translation and R, a rotation operator, so that

Da, Ty, Ry : L*(R™) — L*(R™),
D,f(x) = f(ax), a>0,
T,f(x) = f(x—b), beR",
Rof(x)=f(p'x), peSOMm).
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Proposition 2.4 (Properties of the Hilbert transform). Let f € L2(R). It holds that

D) IHf 2 <oo,
(i) HHS) = - f,
(iii) HT,f = T,Hf forallbe R,
(iv) HD,f = DHf foralla >0,
) FHf)(w)=—i-sgn(w)- f(w) for almost allw € R.

@) Hllop:r2®)—r12m) < 1.

Proof. (i) — (v): See [Ste70, p. 55].
(vi): Application of (v) and Plancherel’s theorem. O

Property (v) in the upper proposition can also be used to prove the aforementioned vanishing
negative frequencies of the analytic signal.

Lemma 2.5. Let f € L*(R). Then

0, foralmost allw <0,
Zf(w), foralmost allw > 0.

fa(w) = {

Proof. Application of Proposition 2.4 (v). O

As the analytic signal became a classical tool in signal analysis, Felsberg and Sommer general-
ized this concept to higher dimensions [FS01]. This way, the processing of e.g. 2D signals as
images can also profit from a similar representation. To this end, the Riesz transform, a natural
extension of the Hilbert transform to higher dimensions, was employed.

Definition 2.6 (Riesz transform, monogenic signal). Let n e N and f € % (R",R). The Riesz
transform is defined as follows:

R, f
Rf=| : |,
R.f

where for j € {1,..., n} we have

o L) Vi n
if(x)=—==-P.V. o Tyl (x—y)dy foralmostall xeR".

T 2

The monogenic signal f;,, of a function f € L?(R") is defined as

fm = Rif,....,R.[).
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The Riesz transform exhibits some remarkable similarities to the Hilbert transform.

Theorem 2.7 (Properties of the Riesz transform). The Riesz transform is determined up to a con-
stant by the following properties:

T,R; =R; T} forallbeR?,
DsR;j=R;Dq4 foralla>0,
n
RjR, =) pjrcRoRk forallp € SO2).
k=1
Proof. See [Ste70, Ch IIL, Prop 2]. O

In addition to the upper properties, the Riesz transform allows for a similar Fourier representa-
tion as the Hilbert transform, which is shown in the next lemma.

Lemma 2.8. For f € L?>(R"), the Fourier transform of its Riesz transform reads

FRf() = —ii.'F'f(g‘) foralmost all ¢ e R".

19

Analogous to the analytic signal, the monogenic signal allows for a decomposition into mean-
ingful quantities in spherical coordinates.

Definition 2.9 (Instantaneous amplitude, phase and orientation). Let f € L?(R?). Then the in-
stantaneous amplitude, phase and orientation of f are defined as

Ap=\/If 2 +IRyfI2+ [Ref 12,

@ = arctan

f

and 6y =atan2(R; f,Rzf)

respectively.

2.1.2 Poisson scale-space

A major issue in image processing and image analysis is the handling of differently sized objects
in an image. For this purpose, the scale space theory was developed which is motivated by the
biological functioning of the sense of sight. This theory offers a mathematical framework for the
consistent treatment of objects of various scales and employs a smoothing kernel to this end.
The most widely used scale space is based on the Gaussian kernel and was introduced by Witkin
in 1983 [Wit83].
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Definition 2.10 (Gaussian scale-space). Let f € S'(R"). Its scale-space representation @ is de-
fined as a convolution with the Gaussian kernel

‘R, xR" >R, g.(x) = —— . g~ ¥*28
8-y gs( ) (271’5)”/2

so that
D(f,x,8) =(f * gs)(x)

for all x € R and for all s > 0. The parameter s is called the scale.

Remark 2.11. Since g; € S(R") for all s > 0, the Fourier convolution theorem and the decay
rates of f and g yield that the scale-space representation ®(f, x, s) is smooth with respect to
the parameter x, i.e., f * g; € C*°(R").

As the next theorem shows, the Gaussian scale-space - like the Hilbert transform — allows for a
unique characterization by demanding a set of conditions which are usually called scale-space
axioms. While there are many different choices of axioms which uniquely determine the scale
space to depend on a Gaussian kernel, we chose to use the set of conditions which was originally
introduced by Florack et al. in one dimension [FtHRKV92] and extended to several dimensions
by Pauwels et al. [PVGFM95] .

Theorem 2.12 (Uniqueness theorem). Let
¢: L' R") xR, — LI(R" x R™)

and let
®:L'R") xRy — L'R™), (f,s)— fR 96y dy

fulfill the following conditions:

I Linearity: ®(Af + g, x,s) = AD(f, x,s) + ®(g, x,s) forall A,s >0, f,g € L'(R") and x € R".
II. Shift invariance: ®(T) f, x,s) = ®(f,x~-y,s) forallx,yeR", f € LY(R™) and s > 0.

III. Rotational invariance: ®(R, f, x,s) = ®(f,p- x,s) forall p € SO(n), f € LY(R™), x € R" and
s>0.

IV, Semi-group structure: There exists a mapping S : R, x R, — Ry such that
D(D(f,x,9),x,1) =D(f,x,5(s,1)
forall f € LY(R™), xeR" and s, t > 0.
V. Scale-invariance: There exists a mapping T : R, x Ry — R, such that
D(Dyf,x,8) =0(f,ax,T(s,a))

foralla,s>0, fe LY(R™ and x € R".



20 Chapter 2. Conformal monogenic signal curvature

VI. Separability: There exist mappings
Oryee P LLRY) xR, — LY(R" x R)

and
®1,..., D, : LM R") xR" xRy — L1(R™), (f,x,S)qubi(f,S)(x,yi) dyi
R

such that
(D(f»x»s) = q)n(q)n—l(...(q)l(f,x,S),x,s),...),x,s)

forallxeR" and s > 0.
Then there exist a, ¢ > 0 such that
O(f,x,5) = C'fwf(x—y)e_“'”ynzlsdy
Proof. See [PVGFM95]. O

By leaving out the axiom (VI) of Theorem 2.12, the rest of the conditions allow for a greater
variety of convolution kernels, as the following lemma shows.

Lemma 2.13. Let
®:L'R") xR" xRy — L'R"),  (f,x,5) watb(f,x,y,s) dy
fulfill all conditions of Theorem 2.12 except for VI. Then there exist &, c, p > 0 such that
O(f,x,) = fwf(x—y)gs(y) ay,

whence
—as|¢|?

§5(8):=ce
Proof. See [PVGFM95]. O

The choice p = 2 delivers the only separable kernel - the Gaussian. If we choose p =1 instead
and normalize the convolution kernel, we obtain the Poisson kernel on the upper half-space

r(%t) s
P(x,8) = —55 forall xeR", s>0.
2

/4 (1xI2 +52) "%
Felsberg and Sommer exploited the fact that the Poisson kernel also generates a linear, rotation-
and scale-invariant scale-space, and introduced the monogenic scale-space on this basis [FS04].
They utilized the close relation between Poisson kernel and the Riesz transform, since the latter
produces the flux of the Poisson scale-space, as the following theorem shows.



2.1. Underlying concepts 21

Theorem 2.14. Let H} := {x e R" : x, > 0} and let x' = (x1,...,Xp—1) for x € R". Furthermore let

sup(f |f(x)|2 dx’)2<oo}.
x,>0 \JRn-1

Let h € H?(H) N C2(H?) be a harmonic function, i.e., Ah =0, and g = Vh is the corresponding
gradient field fulfilling the boundary condition

|]-|]2(Hf):={f:Hf—»lR

gn(x',0) = f(x"). 0]
Then
gi(x,s)=R;(f*P(, ) forall je{l,...n-1}, ¥ eR", s>0,
and
(X, ) =(f*P(5)x) forall x' eR"!, s>0.
Proof. See [Ste70, ChIII, Thm 3] and [FS04]. O

Thus, the Poisson scale-space can be considered as the natural scale-space for monogenic sig-
nals.

2.1.3 Isophote Curvature

Iso-surfaces, i. e., surfaces on which a multivariate mapping is constant, are to be found in di-
verse fields of science. Usually encountered as 1D curves in a bivariate mapping, their arguably
most well known example is the contour line in topographic maps. Also in other areas such
as metereology, engineering and astronomy they play a major role as isobars, isotherms and
isophotes, respectively. In this subsection, we focus on the latter, a line of constant brightness.

Definition 2.15 (Isophote). Let f € C(R",R) and c € R. Its isophotes are sets of the form
Afc:={xeR": f(x)=c}.
Since the isophote lines of an image carry a large part of its structure, they are used in object

recognition, e. g. in [LHRO5]. Especially the isophote curvature is utilized to this end, e. g. for eye
tracking in [VG08], or it is used for image enhancement, as in [MS98].

The isophote curvature can be determined in the way presented in the following proposition.

Proposition 2.16 (Isophote curvature). [Gol05, Prop 3.1] Let f € C (R%,R), c € R and

Yre: ICR—= Ape,  t—7yfc(0).
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Then the curvature of the isophotey f, in the point x =y ¢,c(1), for t € I, can be computed as

O f)[02f (1% =2 012f (x)01.f (X)32f () + [01 f (X)]*0z2 f ()

Kr(x) = 3
(101 f (012 + [02f (0)]%) 2

Proof. W.1.0.g. the isophote curve y = y¢,. : [ — Ay, is parametrized by arc-length. Then the
isophote curvature can be computed as
K (y(s)) =(N(s),7(s)) forall sel,

where N is the unit normal vector of y. Naturally the equation

(N,7)=0
holds. By taking the derivative of both sides of the upper equation, we obtain

(N,7) +(N, ) = 0=k poy = (N,7) = ~(N, ). @)

The normal vector can be determined implicitly by taking the derivative of

foy=c.
Hence, we obtain

9 foy=(form =0

Hence, the normal vector can be written as

_ Vfoy
IVfoyll

By inserting this into (2), we obtain by the chain rule that

Koy =—(N,J)

Vfoy) . >

=—(V|———|v,

< (HVfOYH rY

:_<HVfoyw(HfOY)—VHVfOﬂLVfoyT.7Y>
IVfoyll? ’

__
IVfoyl

where H f denotes the Hesse matrix of f. Since y is the unit tangent vector and therefore or-
thogonal to N, we can rewrite it as

it 1 [=02foy .
_”Vfoyn alfo’}/
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By inserting this into (3), we get the desired result, as the uncertainty of the sign cancels out
through y appearing twice. O

2.2 The conformal monogenic signal

In [FWS11] the authors imposed a spherical geometry on the monogenic signal. By considering
the Riesz transform of the stereographic projection of a signal in the monogenic scale-space
they defined the conformal monogenic signal. To this end, they used a stereographic projection
which maps the sphere without north pole.

We now follow their idea in [FWS11], introduce the main ingredients and consider their main
example. However, we will see, that this approach to the searched isophote curvature bears
various traps, including convergence issues.

Main example
Let
fm(x)=acos(klx—m|+¢) forall xe R?,

where m € R?, a, k € R, and ¢ €[0,2m).

In [FWS11], a spherical geometry was imposed on the monogenic signal of f,,. There, the con-
formal monogenic signal was defined by considering the Riesz transform of the stereographic
projection of a signal in the monogenic scale-space.

Definition 2.17 (Stereographic projection). Let

0 0

s2:=8%o|]|\]o

2
1
3 1
0
be a sphere in R? with radius % and center ¢ = | 0 | without north pole. The stereographic pro-

1
2

jection is defined by
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The inverse of the stereographic projection then reads

X1
1

1+ |x?

§_1:[R2—>§2, X— X

|x|?

For the study in [FWS11], the circular signal f;, and its embedding in the sphere S$? and in the
Poisson-scale space were used. In addition, two variants of the conformal monogenic signal
were considered. In the following, we state the formal definitions.

Definition 2.18. Let f,; be as in the main example. Denote

fn(Sw) +x) forueS?,

RIS SR, u—
Em 0 else,

the spherical embedding of f,,. Then, the integral
gl (w) ="Pslgy,] (W) zf gm(Wps(u—v)dm(v) foralmostall ue s? 4)
R3

is called the Poisson scale-space embedding of g;,. Here dm(v) denotes the Radon measure
supported on the sphere S$?, where c is the center of S? and §(-) denotes the delta distribution:

dm(v)zé(lv—cl—%) dv.

Note that in [FWS11], the translation of % is not printed, but certainly meant.

Now, we can simplify the integral (4) by restriction to the support of g;,. Hence,
gl = f gr () ps(u—v)do(v), forall ueS?
§2

where do denotes the surface measure of $2.

Remark 2.19. It is possible to define the Poisson scale-space embedding g;,;° on the complete
three-dimensional space R3, but in [FWS11, p. 314] a restriction to $2 was chosen:

”

“...gy%is supported on a two-dimensional surface in R3, ...

The conformal monogenic signal was introduced as 3D monogenic signal of g;;°. In fact, in
[FWS11, equation (88)], there are two definitions of the conformal monogenic signal. The first
one reads as follows.
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Definition 2.20 (Conformal monogenic signal 1). [FWS11, Definition 2, (88)] Let f;,, be as de-
fined in the main example. Then, for s > 0 in omitting the parameter m,

gm (0)
H'[g;;"1(0)
H?[g;°1(0)
H(g7,;°1(0)

for almost all x € R?

flx) =

is called conformal monogenic signal.

Remark 2.21. It is unclear, how the Riesz transform H'[g};"] is exactly defined in the original
paper [FWS11]. Since g;,,° is supported on a two-dimensional surface due to Remark 2.19, which
is a Lebesgue null set, the Riesz transform of g;,;° ought to be 0. A similar case appears in [FWS11,
p- 314] for the Radon transform. There the problem of vanishing integral transform was swiftly
circumnavigated by considering a Radon measure on the lower dimensional manifold S.

“Let P denote a plane in R® with C = PN S? such that C # @. If we integrate over the plane P,
we actually want to integrate g;,;° over the circle C. Since this is a Lebesgue null set with respect
to the standard Lebesgue measure in the plane we have to introduce an alternate measure. In-
stead, the Radon transform has to be understood with respect to the Radon measure 6 (C(u))du
where C(u) =0 ueC...”

We assume that the same reasoning applies in the case of the Riesz transform and the convolu-
tion with the Riesz kernel takes place on the sphere S2. Thus, for i € {1,2,3}

H' (g5 (w) :f g5 ()h (u—v)do(v) for almost all x € R?,
§2
where as above do (v) denotes the surface measure of S2.

The conjugated Poisson kernels were introduced in order to give an alternative definition of the
conformal monogenic signal. [FWS11, Definition 2, (88)]

Definition 2.22 (Conjugated Poisson kernel and conformal monogenic signal 2). Let

r(24) s

+1
2 2. — forall xeR?, s>0, i €{1,2,3}.
> (xPP+sH) 2

glx) =H![p,l(x) =
T

For a signal f € L®(R?), we define the linear operator

Qlfl=qixf
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and the second version of the conformal monogenic signal [FWS11, Definition 2, (88)]

P;slg,1(0)
Q;lgy1(0)
Q3lgx,1(0)
Q31g1(0)

for almost all x € R?

féx) =

in omitting the parameter m. In this case, the operator Q! with the same reasoning as in Remark
2.21 denotes an integral operator on the sphere S$?

Qi[gfn](u) = fgz gj,ﬁ(v)qﬁ(u— v)do(v).

In [FWS11, Definition 2] it reads that fs1 = fs2 In the following sections we will show that this
does not hold.

As a last ingredient, we state the definition of the conformal monogenic signal curvature based
on the conformal monogenic signal. We will distinguish between the curvatures related to the
two different conformal monogenic signals in order to treat the cases seperately.

Definition 2.23 (Conformal monogenic signal curvature). Let f;,; be as in the main example.
Then, for j€{1,2}, s>0and x € R2,

; 2f7,(x)
KL s () (8, X) 1= o4 )

VIR + 1L 2

is called the conformal monogenic signal curvature for the monogenic signal f;, whenever x/,,
is finite.

Equipped with these formal foundations, as they are given in [FWS11], we will show the follow-
ing three items in the two subsequent sections:

1. The conformal monogenic signal curvature k1, (f;n)(s, x) is not well defined. In fact, its
numerator

2fL, 0 =H[gh%10) = limf gk (u-v)do(v)
’ £—0Js2\B,
diverges for all (x, s) in a set with positive Lebesgue measure.

2. In general, the two definitions for the conformal monogenic signal are not equal. I.e.,
f# L

3. The conformal monogenic signal curvature x2,,,(f;;)(s, x) is not well defined either. Its
denominator

VIFL R +1 L
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vanishes on infinitely many circles centered at the origin.

These findings have the consequence that the isophote curvature - unfortunately - cannot be
obtained by this approach.

2.3 The divergence of the monogenic signal [}

In this section, we will show that the conformal monogenic signal f, as defined in Definition
2.20 is not finite and thus, the according conformal monogenic signal curvature «.,s(f) is not
well defined. To this end, we will show that the third component of the Riesz transform on the
sphere in general is not finite.

Theorem 2.24. Let g € C(S?) N L>®(S?). Ifg(0) # 0, then H3[g1(0) is not finite.

Proof. We have

H[g](0) = — Pvf =% ¢(w) dow)
E0 = "§2|0—v|4g '
N
By substituting v =$7(y) = ﬁ y» |, we obtain the integration measure do (v) = W dy
lyl?
2
and |v|? = 1Ly\|y|2' After this substitution, we can handle the integral in the real plane instead of

2
the sphere S2. Together with v3 = % this delivers

1 g(S7(y)
H3(g](0 =——~P.V.f L=
810)=""23 w2 YL+ YD)

1 st
ne e=0Jr2\B, |YI=(1 +yI%)
Since S™1(0) = 0 and g(0) # 0 and due to the continuity of g there exist § > 0 and ¢ > 0 such that
g~ (y)=c¢ forall ye Bs. (6)

Hence, we obtain

f F{CEIE))) 4 +f g8~y

R2\Bs |VI2(1+yI2) Bs\B, |VI2(1+1yl%)

=1 =]

H3[g1(0) = L -lim(
7[2 e—0

S /.

Since g € C(S?) N L*®(S?), we also have goS™! € C(R?) n L°(R?). Hence, the integral I is finite,
as the pole of the integrand in the origin is cut out by a ball with radius §. Because g does not
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change its sign on Bs we obtain for the integral J that

B f FCRI)]
| = ——————d
Bs\B, |Y12(1+1y12)

(g)f [ d
= Joos ya+y2 <
6 C
= ———ra
fg rza+r2) 4

5

c 1

> —dr
1+62[E r

c
1+62

-[logé —loge].

Hence,

1
3 _ 1 _
H [g](0)|—n2 lll%l[+]| 0.

Consequently, H3[g](0) is not finite.
O

Whenever we have g;,°(0) # 0, the conformal monogenic signal f (x) is not finite due to The-
orem 2.24. Hence, the related conformal monogenic signal curvature Kim <(fm) (s, x) is not well
defined. In particular, there exist fj, as in the main example such that g;,;°(0) # 0. To see this,
consider

S
o+ 522 20w
dy

1 s
=— fm(x+ V) -
2 /[RZ |yl2 2 (1+1y1»?
(1+|y|2 “2) Y

X,S 1
g0 = [ fulx+S0):

7).
=— mx—=y)-
w2 sz Y (s2+(1+ s2)|y|2)2

The last integral actually is a convolution with a positive bell-shaped radially symmetric kernel.

2.4 The non-equality of the conformal monogenic signal curvature
and the isophote curvature

In this section, we will show that Definition 2.20 and Definition 2.22 produce different confor-
mal monogenic signals. Moreover, we will show that the conformal monogenic signal curvature
k2, is not well defined. To this end, we will represent the convolution with the conjugated
Poisson kernel of a spherically embedded signal as an operation on the original planar signal,

and this for all bounded signals f.
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Lemma2.25. Letf € L®(R?), g¥(u) = f(S(u)+x) forallx € R2andueS?, lets>0andi€{1,2,3}.
Then,

Qlg"1(0):= f§2 g () gl 0-v)do(v) =fR2f(x—y)t?§'(y)dy for almost all x € R?,

where
d; (y) = 20+ |y|2)(52y41r (1+ sz)IJ’|2)2’
Gi(y) = 20+ |y|2)(szyi (1+52)[y2)*
2
HOE 20+ |y|z)(s|2yJ|r (1+52)|yP2)°
forall y € R?.

Proof. Leti€{1,2,3} and s > 0. Then, we have

Q[ X1(0)—i-f &-m( )+ x) do(v)
TR e ez Y 7

By substituting v = S~ 1(z), we obtain the integration measure do(v) = m dz and |v|? =
2 . .
%. This yields
; 1 vi(z)
lg*10)=-—=- d flx+2) dz,
B0~ Gt s T 0z
The desired result now follows by inserting the components of
21
v(2) =S (2) = —
- T1+l2? | 2
|z[*
and substituting z = —y. O

With this result and Theorem 2.24, we can now prove that the concepts of the conformal mono-
genic signal in Definition 2.20 and Definition 2.22 are different for the main example f;,.

Lemma 2.26. Let
fm(x) =acos(klx—m|+¢) forallxe IRZ,
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wheremeR?, a, k€ R, and ¢ €[0,2m). Then, the related conformal monogenic signal

Pslg10)
Q:lg1(0)
Q:lg1(0)
Q3lgx1(0)

féx) =

has finite entries for all s > 0 and for all x € R?.

Proof. The signal f;, is bounded and continuous on R? by construction:
fm € L®([R?) N C(R?). Hence, for g%, as in Definition 2.20, together with Lemma 2.25

Qi[gfn] 0) = f fmx=) ﬁé(y)dy for almost all x € R?.
RZ

Furthermore, c7§ e LY (®R%) N C(R?) for all s >0 and i € {1,2,3}. Hence, (fim * qié) € L°(R?) N C(R?)
due to Young’s convolution inequality [Gra08] and so f? exists everywhere. O

This result makes fs2 a well-defined candidate for further inquiries. However, as we will see in
the following theorem, the denominator of the conformal monogenic signal curvature vanishes
on infinitely many circles around the origin.

Theorem 2.27. Let f(x) = cos(|x]) for all x € R* and let g*(u) = f(S(u) + x) for all u € S* and
x € R2. Then there exists & > 0 such that for all s € (0,0) and for all k € N there exists p €
(Ck-1)- 7, 2k+1)- %) such that the denominator of the conformal monogenic signal curvature,

\/|Q}[gX] (02 +1Q3[g*1(MI>=0 forallxe S,(0).
Proof. First we introduce the operator
Qf:=Q+i-Qs.

With this new operator we can rewrite the denominator of x¢;,s[f1(s, x) as

VIQLEHIO0) 2 +1Q21gX1(0) 2 = IQSIg IO
We will now check for which x € R? we have Q¢lg*1(0) = 0.
Q%[g*1(0) = Ql[g™1(0) + i -Q%[g"1(0)

:f cos(lx—yl)- yitiys
[RZ

m2(L+1yP) (2 + 1+ sD)yl?)

day.
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In the next step, we transform x and y into polar coordinates, i.e.

cosf cos(¢p +0)
X=p- y Y=T- )
sin@ sin(¢ +0)
with r, p > 0 and 6, ¢ € [0, 27). With this substitution, we obtain

Q:[g"1(0)

1 oo 21 rei((p+0)
:m/o fo cos(\/rz—ercosq:sz)-(1 - dordr
+

2 S 2
r )(1+sz+r)

2n \/ 5 rZei(p
_ cos|\/rc—2rpcosp + dodr
7'[2(1 + §2)2 f f ( P pre ) (1+72) ( s% T r2) ¢

1+s2

2 r?cos¢
—_— cos|\/r2=2rpcosg+p ) dodr
712(1+52)2 (f f (\/ (1+r2)(%+r2)

oo 21 2 a3
+i-/ f cos(\/rZ—ercos<p+p2) rene do dr).
0o Jo (1+r2)( )

The upper equation can be simplified as the following integral over ¢ vanishes:

2n
f cos(\/r2 —2rpcos<p+p2) -sing do
0

b3 2n
:f cos(\/rz—ercos<p+p2)-sin(p d<p+f cos(\/rz—ercoqup2 -sing do
0 b3
b/
:f cos(\/rz—ercoscp+p2)-sincpd<p
0
b/
+f cos(\/rz—ercos<p+p2)-(—sin<p) de=0.
0
Thus we obtain
Qg[gx](O)
2n 2
ﬁ f f cos(\/r2 2rpcos<p+p) L Co5¢ 5 do dr.
77:(].+S) (1+r2)( s2 2)
1+s2

~ v

::és,p(r)

In order to prove the existence of p > 0 such that Q$[g*](0) = 0, we exploit the fact that

oi0 cosf
YQSIg¥ eR forx=p- forall p >0, 6 € [0,27).

sinf
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cosf
Using this fact, we will show that there exist p, p— > 0 such that for x;, = p - ( ) and x_ =
sinf
cosf
o-- we have
sin@

and apply the intermediate value theorem. To show this, we introduce the function

e Qg™ 1(0)>0 and e PQC[g*1(0) <O.

Wr,p () := cos (\/r2 —2rpcosg+ p?|-cosg

and prove that there exist p,, p- >0 and € > 0 such that

2 2n
Wr,p, (@) dp >0 and Wr,p_(p) dp <0 forallre(0,¢).
0

For this purpose, we first observe the behavior of the integral for r = 0:

27 2n
f wo,p () dg = f cosp-cos dy =0. (7)
0 0

So we have to consider the first derivative with respect to r in order to determine the sign of the
integral for small r. With the Leibniz integral rule and the dominated convergence theorem we
obtain

2n 21
ar‘/(; Wr,p () d(P|r:0 :j(; 0y wr,p((P) d(P|r:0

2
=f (—r—pcos<p)cos<p-sinc(\/r2_grpcos(p_,_pz) dg
0

2m
=- pcos?g-sincp dg = —msinp. (8)
0

r=0

Now let p, p— > 0 such that sinp, <0 and sin p_ > 0. Then there exists € > 0 such that

21 21
f Wr,p, (@) dp >0 and Wwrp_(p) dp<0 forallre(0,¢).
0 0

Let p; > 0 be chosen as above. Then the function

1‘2

27
Zs,p+(r) :L Wrpo, () d(P

(1+712) (i + rz)z
1+s2
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is positive and monotonically increasing for s — 0 for all r € (0,€). We thus obtain by applying
the monotone convergence theorem that

& &
£E%f() gs’er(r) erfO %E%[s,p+(r) dar
£ r2m Cosq@
_ 2
_fo fo cos(\/rz—2rp+c03(p+pJr m do

£ pr2m 1
- dop —a
fofo Wrp ) 4¢3y 4T

Due to (7) and (8), the integrand ¢ ,, (r) has a pole of order 1 in the origin and hence

€
£1_rg A lsp, (r) dr =oo.
By splitting up the integral that defines Q$[g*1(0)
3 (o0]
e 021 +5%)%-Q[g*¥1(0) = f Csp, () dr
0

€ o0
:f Csp, (1) dr+f lsp, (r)dr
0 €

cos®

for x; = p4- ( ), we obtain

sinf

. € [e0]
lime 721+ s%)2-Q%[g**1(0) =limf Csp, (1) dr+limf lsp, () dr.
s—0 s—0Jo o s—0Je

v
=00

In order to prove that lim;_. Q¢[g*+1(0) = oo, it suffices to show that
o0

?ﬂ% ) Csp, (r)dr

< 00.

This can be proved by considering

oo 21
£ 0
o0 1
SZJI[ ———-dr <oo.
e r’(1+r?)

Hence, we have shown that lim;_., Q$[g*+](0) = co. Thus, there exists & > 0 such that

o0 cos @
. 2
£Lm0£ lsp, (r)dr cos(\/rZ—er+cos¢+p+)-m dodr

QSlg*1(0)>0 forallse (0,5).
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Similarly we obtain that there exists §’ > 0 such that

Qg™ 1(0) <0 forallse (0,6

cosf

forx_=p_- ( ) and sinp_ > 0. By choosing 6§ := min{8, 5'}, we get

sinf
Qi[g™1(0)>0 and Qf[g*1(0)<0 forallse(0,5).

Since the value of e~*?Q¢[g*1(0) is independent of 6, the same applies to |Q¢[g*](0)|. Hence, by
applying the intermediate value theorem, we obtain that there exists pg > 0 between p, and p_

cosd

such that for xy = pp ( ) we have

sinf
Q¢[g™1(0)=0 forallf € [0,27).

Consequently, for all s € (0,0) and for all k € N there exists pg € ((2k -1D-Z 2k+1)- %) such that

Qilg*10)=0 forallxe S})O (0).

O

Due to these issues with the approach of the conformal monogenic signal curvature, we looked
for other methods to determine curvature in images.
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CHAPTER 3

Edge curvature and the parabolic Fourier
transform

The focus of this chapter lies on the parabolic Radon transform, the thereof derived parabolic
Fourier transform and their connection to the local curvature of edges. We begin with a math-
ematical treatment of the subject of edges by giving an overview over microlocal analysis with
a focus on the central concept of the wavefront set. Subsequently, we introduce the classical
Radon transform with its most fundamental properties and show a relation to the wavefront
set.

In the next section we consider the parabolic Radon transform as an extension of the classical
Radon transform and show its most important properties. In the following section, we prove
that the local curvature of the edges of the characteristic function of so called admissible sets
can be determined by the smoothness of its parabolic Radon transform.

Via an analogue of the Fourier slice theorem, we introduce the parabolic Fourier transform in
the fourth section and highlight some of its properties including its inherent relation to the Fres-
nel transform. We subsequently show that the local curvature of an edge of admissible functions
can be detected by observing the decay rate of its parabolic Fourier transform. In order to prove
this result, we show a connection between the smoothness of a special class of functions with
isolated singularities and the decay rate of its Fourier transform.

3.1 Edges and their curvature

The human visual system possesses phenomenal capacities of recognizing objects in the sur-
rounding environment and putting them into a meaningful context. Consequently, the re-
search of the natural processes taking place in the visual cortex and their conversion into im-
plementable algorithms for artificial object recognition was and still is of great interest. Among
other research, the influential pioneer work of Hubel and Wiesel [HW62, HW68] on the visual
system of cats rsp. monkeys already indicated that a great portion of the neurons (so called
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simple cells) react to the stimulus of lines at certain angles. Hence, they have the functioning
of edge detectors and provide means of recognizing rapid changes in an image along differently
oriented lines. For their contributions to the research of the information processing of the visual
system, Hubel and Wiesel received the Nobel Prize in Medicine in 1981.

Subsequent to their studies, many research groups in information sciences developed image
processing algorithms resembling the functioning of the visual system. Thereby they incorpo-
rated edge detectors in a preprocessing step (leading to a raw primal sketch) to highlight e. g.
the boundaries of an object, thus making it easier to categorize and recognize objects [Mar76,
MH80]. Indeed, edge detection still plays an important role in today’s research in the fields of
computer vision and image processing.

In the research of the significance of edges for the human visual system, it has been found
that the curvature of edges also plays a role in the recognition of objects [Att54, AA56]. The
importance of edge curvature was subsequently also discovered in artificial object recognition
and many algorithms in this field indeed incorporate the curvature of an edge, e.g. [DZM* 07,
MEO11,FB14].

In order to allow for a mathematical treatment of edges, we first need to properly define what
exactly is meant by this term. To this end, we generally interpret an image as a function f :
R? — R, thus treating it as a gray scale image. In this context, edges are curves consisting of
singularities of f. For a precise terminology of this subject, we summarize some of the basic
principles of microlocal analysis, following the course of [H6r83] and [Rud91].

Definition 3.1 (Rapid decay). Let X < C" be an open unlimited set and let f : C" — C. We say
that f decays rapidly in X if

VNeNIC,L>0: |f(x)|<C-A+x])"N forallxe X ||x|=L.

Definition 3.2 (Function and distribution spaces). We will denote the space of smooth functions
as E([R™) := C*°(R") and its dual space, the space of compactly supported distributions as E' (R").
Furthermore, the space of smooth functions with compact support will be denoted as

DR™ ={f € £(R") | supp(f) is compact}

and the corresponding dual space as D’(R"). Furthermore, the space of locally integrable func-
tionsis defined as

LIIOC(R”) = {f:lR"—»[R ‘ [KIf(x)l dx<ooV KcR" compact}.

Forhe LIIOC(IR”), we define the mapping
Ap: DRY —R, ¢— (h,d).
A distribution which can be represented in the form Ay, is called a regular distribution.

Theorem 3.3. Forhe L, (R"), the map Ay € D'[R™).
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Proof. See [Rud91, Theorem 6.8]. O

For the relation of the Fourier transform with S and &', we refer the reader to Section 1.3.2.

The Fourier transform of a compactly supported distribution can be defined pointwise.

Theorem 3.4. The Fourier transform of a distribution u € £ (R") is a regular distribution, i.e.
i = Ay, where
) =ule) Vée R"

with e R" - R, x— e~ lx)
Proof. See [Ho6r83, Theorem 7.1.14]. -

The main idea in this proof is that the function e; : R” — R, x — e~ %) is in £(R™) and hence
u(e 149 is finite for all & € R”.

The definition of the Fourier transform for tempered distributions now allows the introduction
of the singular support which describes the set of all singularities.

Definition 3.5 (Singular Support). The singular support of f € D’ (R") is defined as

sing supp(f) := {x ER"VPpeDR") s. t. p(x) #0: m does not decay rapidly in [R"}.

Since ¢ € D(R") has compact support, Ay f € E'(R") for all ¢ € DR"), f € D'(R™), as Ay f is
compactly supported, as well. Hence, the Fourier transform m in the upper expression is
defined pointwise due to Theorem 3.4.

We will now illustrate the concept of the singular support with two examples.

Example 3.6. Let § € D'(R") be the Dirac distribution defined by
6(p) =¢p(0) Ve DR.
The singular support of § can be determined via Definition 1.32:
Apd(&) = Agbleg) =6(¢p-es) = h0) ¥V pe DR,
Thus, m decays rapidly if and only if ¢»(0) = 0. Consequently,
sing supp(d) = {0}.

Example 3.7. Letwe€ S"Landlet 6% € D'(R") be defined by

5‘”(([)):[L¢)(x)dx Ve DR,
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where w! denotes the orthogonal complement of w. The singular support of §° can be deter-
mined by

Rg8° (&) = Myp8”(eg) =5 (¢p- e) = f pxe 9 dx.
U)L

By decomposing ¢ € R” into ¢ = { + tw with ¢ € R and { € w™, we can rewrite this Fourier trans-
form into

Ag02(&) = f ple O g f e D dx= 15570,

Hence, m (¢ +tw) decays rapidly for all ¢ € R if and only if m () = 0.If there exists an x € w*
such that ¢(x) #0, thereisa{ € w' such that /T(/,-G\“’ ({) # 0 due to the uniqueness theorem of the
Fourier transform. Then, m does not decay rapidly in R”. Consequently,

sing supp(6®) = wt.

As we also want to discern between different orientations of edges, we have to introduce a di-
rectional component of the smoothness. This can be done by observing the decay rate of the
Fourier transform of a function on a cone.

Definition 3.8 (Conic neighborhood, R%). Let R? = R"\ {0} and ¢ € R?. We call T ¢ R" a conic
neighborhood of ¢, if T is a neighborhood of { and ¢-I' < T for all ¢ > 0.

In order to get a basic understanding of the orientation of edges, we now introduce the notion
of the frequency set. The idea behind it is that basically the Fourier transform translates the
smoothness of a function into a more or less fast decay rate. Hence, in order to obtain a di-
rectionality of the smoothness, we can take a look at the decay rate of the Fourier transform in
certain directions.

Definition 3.9 (Frequency Set). Let f € £ (R"). Then, the frequency set of f is defined as

2(f) :={¢ € R}| ¥ conic neighborhoods I of ¢ : f does not decay rapidly on T} .

Note that f € £'(R") is necessary in the definition of the frequency set to ensure that f is defined
pointwise. A fundamental property of the frequency set is described by the following lemma.

Lemma 3.10. Let f € £' (R") and ¢ € D (R"). Then,
(A f) € Z(f).
Proof. See [Hor83, Lemma 8.1.1]. O

In other words, the multiplication with a smooth function cannot introduce new directions to
the frequency set. We will use this lemma to introduce the localized frequency set.
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Definition 3.11 (Localized Frequency Set). Let f € D' (R"). The localized frequency set of f at
x € R" is defined as

(N:= [ ZWef).
PpeD[R")
Gx)#0

Now we have the necessary terminology to define the crucial concept of the wavefront set.

Definition 3.12 (Wavefront Set). Let f € D’ (R"). The wavefront set of f is defined as

WE(f) := {(x,¢) € singsupp(f) xR} : E€ 2 ()}

In order to get a feeling for the wavefront set we now look at the two examples that we have
already used for the illustration of the singular support.

Example 3.13. Let § € D'(R") be the Dirac distribution. From Example 3.6, we already know
that

sing supp(d) = {0}.

Hence, we obtain that
WE(6) < {0} x RZ.

In order to precisely determine the wavefront set of §, we identify the localized frequency set
Zo(f). Solet ¢ € DR™) with ¢(0) # 0. Since Ayd € E'(R™), we have Ay (&) = (Agpd)(e¢) for all
¢ € R" due to Theorem 3.4. Hence, we obtain that

A0 (&) = 5(des) =p(0) #0 by requirement VE € RL.
We thus get WF(5) = {0} x R”.

Example 3.14. Letw € $" ! and let §“ € D'(R") be defined as in Example 3.7. From this example
we already know that
sing supp(6“) = wt.

Thus, we get that
WEF(6%) c ot x R".

In order to obtain the precise form of WF(6*), we fix xj € sing supp(6®) = w?* and determine the
localized frequency set X, (6“). To this end, let ¢ € D(R") such that ¢p(xp) # 0. By examining the
restriction of ¢ to the hyper plane w*, the uniqueness theorem Theorem 1.33 yields that there
exists { € w' such that

Rp6°(Q) =f P0)-e 70 dx=(g] ) @20
¢ ot wt ’
By choosing ¢;:={ + ¢ - w for ¢ € R, we obtain

W(ft):fi(,b(x%e_”x’(”m dx:fi(,b(xye_i(x’a dx#0 VYteR. 4))
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Now let I < R” be a conical neighborhood of w and —w. As

St

im
t—=xoo |||l

= 1w,

there exists T > 0 such that {; € I" for all |[£| > T. Due to (1), m does not decay rapidly on I'.
As ¢ € D(R™) with ¢p(xp) # 0 was chosen arbitrarily, we obtain

span(w) < Zy, (6“).

Since xp € wt

was chosen arbitrarily, as well, we have
w™ x span(w) c WE(5?).
We now prove that wt x span(w) = WF(5“) by showing that for x, € w* and ¢ e R™\ span(w),

(x0,¢) &€ WE(8).

As ¢ ¢ span(w), there exists { € w\ {0} and t € R such that ¢ = { + t-w. Hence, there exists £ > 0
such that ||{|| > 2¢ - |¢|. Now let " be a conic neighborhood of ¢ such that

Fn{(’+t’-we[R” C’ewl/\t’e[R/\lf’l5£-|tl}=¢. 2)

Let {é}ren © T such that ||Eg|| koo, oo. After an application of the decomposition
Er=Cp+tr-w, where(rcwt, teR forallkeN,
(2) yields
IEkl? = 1kl + 12kl < (1 + 512) Nkl
Thus, |1 £=%% co. Since

Ry 69 = Ny 021 = 9

wL) (g9F
and ¢ € D(w), the function m' decays rapidly in I'. Hence,
¢ &2y (6.
As ¢ ¢ span(w) was chosen arbitrarily, we can conclude that
2y, (6) = span(w)

and thus
WEF($®) = w' x span(w).
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We will now establish a relation between the wavefront set of a function and its Radon trans-
form. To this end, we introduce the Radon transform, which is widely used in applications as
computer tomography and electron microscopy to model the image formation of an object in
parallel scanning geometry [NWO01, 3.1.1].

Definition 3.15 (Cylinder, Radon transform). [NWO01, 2.1] Let n € N. Then, the unit cylinder is
defined as
Z":=S" xR

and the Schwartz space on the cylinder Z” reads

S(Z")::{gECW(Z”):VkJENO sup Islkafg(9,5)<oo}.

(w,s)eZm

Let f € SR™, w € " ! and s € R. Furthermore, let o denote the hyper plane through the
origin, perpendicular to w. The Radon transform of f is then defined as

’R,f(w,s)=flf(sw+y) dy.

The following theorem shows that the Radon transform bijectively maps Schwartz functions in
R” onto Schwartz functions on the cylinder.

Theorem 3.16 (The Schwartz theorem). [Hell0] The Radon transform on R" is a linear one-to-
one mapping of S([R™) onto S(Z").

The mapping properties of the Radon transform allow us to derive the well know Fourier slice
theorem which establishes a between Radon and Fourier transform.

Theorem 3.17. [NWOI] Let f e S(R"), w e S" 1 Then,

flp-w) = (’Rf(w,o))/\ (p) forallp€eR.

In the next two propositions, we will prove that the Radon transform has similar mapping prop-
erties for L' (R") and that the Fourier slice theorem can be extended to L' (R").

Proposition 3.18. The Radon transform R : LYR™ — LY (Z™) is linear and continuous.

Proof. Let o be the surface measure on S”~!. Then,

[ f|’R,f(w,s)| ds da(w)=f f‘f flsw+7y) dy' ds do(w)
s JR sl JR |Jwt

Sf [f |f(sa)+y)| dyds do(w)
SR Jwt
= fs iy do@) =a(S" Il
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Proposition 3.19. Let f € LYR™), we S" L. Then,
flo-w)=(Rf,)" (p) forallpeR.
Proof. Proposition 3.18 yields that R f(w, ) € LY(R). Hence, f and (’Rf(w,o))/\ are bounded

and uniformly continuous due to Theorem 1.20 and Theorem 1.21.

Thus, forall pe Rand w € S" 1,
(Rf(.9)" (0)= [ Rf@9)e " ds
R
:ffjf“w+wdye4“ds
RJowt

:f f(x)e_"<""o“’> dx
Rn
= flpw).

O

By utilizing Proposition 3.19 and using that ¢ - f € L'(R") for all f € Llloc, ¢ € D(R"), we can
establish a connection between the wavefront set and the Radon transform. By rewriting the
definition of the wavefront set using the Fourier slice theorem, we can say that (x,¢) € WF(f)
foran f € Llloc, if and only if there exists ¢ € D(R") with ¢(x) # 0 and a neighborhood U of wg on
§"~1 such that for all N € N there is a constant C > 0 with

(Rf )" @|=c-a+1H™ forallweu,TeR.

In other words, (R(¢f)(w, s)) has to be sufficiently smooth in the variable s around w = wy
[Groll, Section 2.2].

Our original interest lies in the curvature of an edge. As its orientation can be determined by
the Radon transform, i. e., by observing integrals over lines, we will now examine the possibility
to determine the edge curvature by observing integrals over parabolae. This leads us to the
parabolic Radon transform.

3.2 Parabolic Radon transform

The parabolic Radon transform plays a role in reflection seismology [GS09], which is used in
fields such as petrol prospecting, geophysical sciences and oceanography. In this application,
especially the inversion is interesting and for special cases of the parabolic Radon transform,
an inversion formula is known. In [Cor81], Cormack derives an inversion formula for the Radon
transform on a family of planar curves which - for given @ > 0, p >0and ¢ € T - can be described
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in polar coordinates by

a z

, forr>0, \9—(p|52a

r%-cos(a@—-¢))=p
For a = %, these curves are parabolae whose vertex lies in the origin. In [DVOS98], the authors
consider the isofocal parabolic Radon transform - a Radon transform over a family of parabo-
lae whose focus lies in the origin. With the notation xy = (x, ey) for 8 € T and for r > 0, these
parabolae can be represented as

2
xeR?: xg= 2 _ 4
4r

and the vertex lies in the point —rey. By showing a relation to the classical Radon transform and
utilizing a Fourier series expansion, the authors show an inversion formula.

For the purpose of detecting edge curvature, we will need at least three degrees of freedom:
the opening direction of the parabola, a translation parameter in the opening direction and the
curvature. So, unfortunately, we cannot fall back on either of these two established parabolic
Radon transforms, as they only offer two degrees of freedom. Hence, we introduce a more gen-
eral parabolic Radon transform, described in the following definition.

Definition 3.20 (Parabola and parabolic Radon transform). Let x € R?, 8 € T and a € R. Then,
the parabola with vertex in x, opening direction 8 and vertex curvature a is denoted by

2.t2
Prga=<{ x+Ry-|? creR
t

The left and right arm of the parabola are denoted as

.2 .12
X+Rp- 1t<0p and P, ={x+Rp- 2 t=20p,

t t

SIS
SIS

x,0,a —

respectively. For a function f : R? — R, its parabolic Radon transform is defined as
a. 42
’Pf(x,@,a)=[f X+ Ry- 2 dt forallxeR*>0€eT,acR,
R
whenever the integral is well defined. When the focus lies on the translation variable x, it is

sometimes written as

Po.of () =Pf(x,0,a) forallxeR*0eT,ack.

We will first introduce new function spaces which impose decay conditions, to examine some
of the mapping properties of the PRT.
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Definition 3.21. For a € R we define
BY([R"):={f:R"—C: | flg« <oo},

where
IfllBe = | (X +1-1%) £ oo -
Furthermore,
B (R"):= {f:R" ~C|3e>0: [ flIgere <ool.
In the following lemma we will show some mapping properties of the parabolic Radon trans-

form and derive its continuity on B'+2.

Lemma 3.22. The parabolic Radon transform maps P : B! — L® (R? x T x R*). Furthermore, P
is a continuous operator on B'*¢ (R?) for all e > 0.

Proof. Let f € B! (R?). Then, by definition there exist constants ¢, C > 0 such that

I f(x)| = W

Hence,

|’Pf(x,9,a)|sf Cdt -
R 1+|(x+Rg-(5122,1) |1*¢

Cdt

2
lxll =/ Gt + ¢

R 1+¢
1+

We substitute r = || x|| — 1/ %2 t4 + 2. Then, we have

ﬂ
dr

B alr—|xll <1

\/2(\/1 +a (r= I = 1) (1+ @ (r = 1x1?)

forall a,r >0, x € R2. Consequently, we get

Cdr
1+ rlte <00

|Pf(x,6,a) Sf
R
Forall e >0 and f € B'*¢(R?), we obtain

|fllge-e dr _

|Pfx6,a)|=< Ry =Ce | £l gree

where C, < oo for all € > 0. Hence, P is continuous on B!*¢ ([RZZ) for e > 0. O
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We can now represent the parabolic Radon transform as a convolution.

Lemma 3.23. ForOeT, acR\ {0}, let
Lete >0 and f € B'¢(R?). Then, the parabolic Radon transform of f can be represented as
Po,af () = (8o,a% f) (x) forall xR,

Proof. First, let f € S (R?). Then,

P00 [ 1y ro () Ja

a(x_J’)§+%

Z[Rzzf(xm((x_)’)a_ 5 dx

= (f * g@,a) ),

where gg ,(x) = 6(x9 + % -x§+n/2) and xp = (x,ep). We can easily see from Lemma 3.22 that
80,0 € S' (R?). Since P is continuous on B'*¢ (R?) and S (R?) is dense in B (R?) for every m = 0
(a direct consequence of the norm of §), the convolutional representation is also valid for every
feB*e(r?). O

In the next lemma, we will determine the Fourier transform of the convolution kernel of the
PRT.

Lemma 3.24. Let0 € T and a € R\ {0}. The Fourier transform of gy 4 in the sense of tempered

distributions is given by
80,a(&) = /%ei'sgn(afe)nM e 165! 2aSo)
, 7

Proof. As the Fourier transform is an automorphism on S’(R?) [Wal94, 11. X], we have gp , €
S’ (Rz). We determine gp , via the definition of the Fourier transform of a tempered distribution:

(80,000)=(8o,ar$) forall peSR?.
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Now let ¢p be an arbitrary element of S (R?). We then obtain

<g0'“’¢)> = <g9,a,(ﬁ>
a A
= \[Rjéé(.?@ + E 'x;+n/2) -P(x) dxg AXg+ns2

A _a.42
:fR(p Ro-| 2702\ dxgonso

XQ+7/2

Representing the upper integral over R as the result of a limit process and inserting the definition
of ¢ yields

A _ . K 5 _%‘yz
(ge,a»(/’>—r,}%Toof_r¢(Re'( v )) “

R s(a 2
= lim f f ¢(y)el(5y9'y _J/H+7r/2‘U) dydv
—r RZ

r,R—oo
R (a 2
= lim f (P(y)-f !By Yoz} gy gy
r,R—oo JR2 —r
y +7T . a Yo+m 2
= lim f d(y)e - gaya/z.f lhfyg(v_ Hayelz) dvdy
r,R—oo —r
_-.y9+n/2 R .4 Yoz \?
:f d(ye e . lim o (v 22 dv dy. 3)
R2 rR—ooJ_r

In the last step we used ¢ € S(R?) and the dominated convergence theorem. We proceed by
determining the limit process in the upper integrals:

R b » R-c - bw?
lim b= dy = lim e’ dw
rnR—ooJ_r R—ooJ_(R+¢)
N
1 . lim IDI(R=c) plsendu’ g,
\/|b| nR—00J—/Ibl(r+c)
1 VIbI(R—0)
=——- lim [cos (u?) +i-sgn(b)sin (u?)] du.

V|b| nR—=ooJ—\/Ibl(r+c)

The remaining limit process results in the well known Fresnel integrals

R R 1 /7
lim | cos(#?) dt:f sin(#?) dt==y/=
R—o0Jg 0 2V 2
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due to [AST72, 7.3]. Hence,

R 1 ‘ )
lim el bw=0" gy, -~ . \/ T (1+isgn(b)) = z. eisen)g
nlimood=r Vbl V2 V 1bi

Inserting this result into (3) yields

R 2m . 7 _-,y§+n/2
<ge,a,¢>=fugz‘/)(y)' \ Iaye)lelsgn(m)4 e dy.

Thus we obtain the desired form of g ,. O

As we already determined the Fourier transform of gy ,, we are now interested in deriving suffi-
cient conditions for the existence of the Fourier transform of P f (x, 8, a) at least in a weak sense,
i.e. Pf(-0,a) € S'(R?). The next lemma gives a condition which ensures this.

Lemma3.25. Let f€ LP (R?),1<p<2,0€T and a+# 0.Then
Pf(,0,a)eS (R?).

This is in general not true for f € L* (R?).

Proof. We will start in the Fourier domain and show that the supposed Fourier transform of P f
is an element of the dual Schwartz space for f € L (R?), 1 < p < 2. Then its inverse Fourier
transform and thus the PRT itself also is in S&’. Let Q(¢) := 86,a(&)- f (). We want to show that

Q) <oco YpeS(R?).

C
) Vol
that 8y 4~ ¢ € LP (R?) for 1 < p < 2. Hence, [(Q, )| <ocoforall f € L9 (R?),2 < q < oo.
We will now rush over some mapping properties of the Fourier operator . For further details,

we refer the reader to [Kat04]. Due to the Hausdorff-Young inequality [Kat04, VI.3.2] for f €

L'n L2 R, 15p52andq:%,wehave

We can rewrite the scalar product as (Q, ¢) = (f ,gT,a- ¢). Since |8, ()| = , we can derive

Ifllze < Cp- I f o
By extending F from L' n 1% to L?, 1 < p <2, we obtain the following mapping property:
F:LP(R")— L7(R"),

whereagainl<p<2andg= %.
Hence, the condition f € LP (R?) for some p € [1,2) ensures that f € L9 (R?) with 2 < g < oo and
thus Qe &’ ([Riz). Consequently, its inverse Fourier transform is defined and we have F -1 Qx) =

Pf(x,0,a) €S (R?).
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For a given 0 € T our L?-counterexample is

2
e_fam/z

f@:= .
V€l (1 +[log|&gll2)

That this function is an element of L? (R?) can be seen by looking at the yg-dependent part

2
1 0 dat ds
f dt:2f —2:2f—2:2ﬂ<00,
R\ /17l (1+ [log|£[12) o ¢-(1+[logt]?) R1+s

where we applied the substitution s =logt in the second step. In a similar fashion we can show
that gy .- f is locally not integrable and hence not in &' (R?).

ff 1 1 i ng dt 2[00 ds
. = _— —_— =00
—e VIl \/|t]- (1 + [log|t]1?) 0 ty/1+ [logt]? ~loge V1 + §2

for all € > 0. O

The important question of an inversion formula for the parabolic Radon transform is answered
by the next theorem.

Theorem 3.26. Let f€ L” (R?),1<p<2,0€T anda#0. Then

9% \2
2nlal-Po,—qa (—w) Po,af = [,
where Py of (x) :="P f(x,0, a). This inversion formula is to be understood in the S '_sense.

Proof. Due to Lemma 3.25, the Fourier transforms of the left side of the equation we want to
show, is well defined in the &’-sense. Hence,

&\
:F(’PG,—a (_w) 'Pe,af) (f)
=80.-a(©) 1&gl 80,00 - F(&)

. % 45
= z_n.ei'sgn(—a)%sgn(fe).e_”zf]fa]gg 1&gl - 2n elsEn@Fsgno) |, 5 N6
ladol lacol

=2 5@

|al

for almost all ¢ € R?. By applying the inverse Fourier transform to this result, we obtain that

0% \2 1
Poa (——) Poaf () = —— )

0xg2 27|al

in the sense of tempered distributions. O
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3.3 Smoothness results

The parabolic Radon transform is particularly interesting for our venture, since it allows for the
detection of the edge curvature of certain functions. To this end, we consider a class of sets
which is related to the cartoon-like images introduced by Candes and Donoho [CD04]. This
class is described in the following definition.

Definition 3.27 (Admissible set). A set A< R? is called admissible, if

1. Aisan open, connected set with a C3-boundary 0 A,

2. for all x € 0 A, there exists € > 0 such that one of the following two statements hold:

(a) ForallueR, |(PJr

x+ule6,9,1<)

(b) Px,B,K N B:(x) =0AN B (x),

nt(x)m?A| <1and |(P—

x+u~eg,9,1<)

NB:(x)N0A| <1,

where 0 is the angle indicating the inner normal vector of A in x and « is the associated
curvature, and

3. for all w € S! and all compact sets K < R?, there exist only finitely many x € AN K such
that w is orthogonal to dA in x.

0A

0A

X

B.(x) K

Fig. 3.1: Visualization of the conditions of an admissible set
Left: Condition 1 - A is an open, connected set with a C3-boundary,
Middle: Condition 2 (a) - in a neighborhood of x € d A, the boundary 6 A and the left or right arm of the osculating parabola
have at most one intersection,
Right: Condition 3 - for all directions w and compact sets K, there exist only finitely many points on 0 A, where w is perpen-
dicular to  A.

The definition of admissible sets seems to be rather technical and unintuitive. It is needed for
Proposition 3.30 in order to obtain a smoothness result for the parabolic Radon transform. By
representing the boundary d A locally as graph of a function, we obtain a useful characterization
of these functions describing the boundary.
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Lemma 3.28. The following two statements are equivalent:

1. AcR? is admissible.

2. A c R? is open and connected. Furthermore, for all x° € A there exists an € > 0 and a
function q € C3 ((—¢,¢)) such that

(@) q(0)=0and q'(0)=0,

t
" x0+R9_(q()
t

) € 0A forall t € (—¢,¢), where 0 € T is the angle corresponding to the

inner normal vector of A in x°,

(c) thefunction gy :(—¢,e) =R, t — q(t)—g-t2 isone-to-oneon(—¢,0] and[0,€) or g, =0
on (—¢,€) and

(d) 0is the only rootof q' in (-¢,€).

Proof. 1.=2.:
If Ais admissible, A is open and connected.

Existence of g € C3 ((—¢, €)):

A has a C3-boundary which can be described by a positively oriented curve y € C3 ([0, 1], R?).
Let x0:= v(0). Since 6 is the angle of the inner normal vector of A in XY, 06— % indicates the
associated tangential direction. Hence, we can divide the curve y into
Y1) =x"+y4(0) - eg +Yp-z(t)-ep-z forall t€[0,1],
where Yo(0)=0
and Yp-z(0) =0.

Since the normal direction 6 is orthogonal to the tangential direction, we obtain the derivatives

Y(£) =7vg(2) - e +)'/9_%(t)-eg_% for all £ €[0,1],
where  y(0)=0
and Yoz (0) #0.

Since y is positively oriented, Y4z (0) > 0. Due to the continuity of y, there exists § > 0 such that
)'fg_% () >0 forall t € (-6,0). Thus, Yo-z is strictly increasing on (—6§,6) and hence invertible.
Then there exists ¢’ > 0 such that (=¢',£') < yg_z ((~6,06)). We can now define the function

el 2y — -1
q: (=€) =R, t—714(rs s (0).

Since y € C°([0,1],R?) and yg_x (#) > 0 for all £ € (~6,6), we obtain g € C* ((~¢', ).
(@):
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We can conclude that
a0 =10 (1512 @) =70(0) =0, @
. (-1
) _ 7@ _
Yoz (112 @) To-3©

q'(0) = (5)
Hence, (a) is fulfilled.
b):

As 0 is the angle corresponding to the inner normal vector, the intersection An By (x°) can be

described as:
AN By (x°) = {x € By (x°): xg— xg =q (xg_E - xg_%)}. (6)

Thus, (b) is fulfilled.
(©):

Since A is admissible, one of the following two statements hold for an & > 0:
(i) Forall ueR, |(P;O+u,ee . K) N B:(x%) N aA| <1and |(P;0+u.eg , K) N B:(x%) naAl <1,
(i) Py NBe(x%) =0ANBs(x?),

where « is the local curvature of dA in x°. Let € := min{e’, &}.

Now (6) yields
0
Pl ey 0. NBe(x7)NOA
u+%.r2
= {xEBg(xO): xg—xgzq(xg_g—xg_g)/\ﬂ t=0: x:x0+Rg( 2 )}
2
t

_ 0y. 0 0_ 0 o_.. K 0o )2
= {xeBg(x ): Xo-z > Xg_x A Xg = Xg = q(x@_E —xg_%)/\xg—xl9 = u+§~(x9_g —xg_%) }
_ 0. 0 0_ 0 0o \_
= {xe Be (x): xg-x > Xg_z N Xg—Xg = q(xg_% _xafg) A Gx (XQ_% _xefg) = u} 7
where gx () = q(t) — g -t2forall t € (—¢,¢€). Similarly,
P;°+u-eg,0,1<

= {xe B (x°): Xg-z < xg_% Axg—x) = q(xg_5 —xg_%) A Gx (xg_% —xg_g) = u} (8)

N B (x°)noA

If (i) holds, then for all u € R, there can be at most one £, € [0,¢) such that g, (z;) = u due to (7),
and at most one t_ € (—¢,0] such that g, (t;) = u due to (8). Hence, gy is one-to-one on [0, €) and
(—¢,0].

If (ii) holds, then g 2= q(t) forall t € (—¢,¢). Hence, gx =0 on (—¢,¢).
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(@:

Due to property 3 of Definition 3.27, for all w € S! and all compact sets K, there exist only finitely
many points x € AN K such that w is orthogonal to A in x. By fixing x° € dA and choosing the
compact set to be K = By (x0), we can especially conclude that there are only finitely many
points x € AN K which have the same tangential direction eg as x°. By translating this into the
setting of the function g whose graph locally represents 8 A, we can conclude that there are only
finitely many roots of ¢’ in (—¢’,¢’). Hence, we can choose ¢ € (0, €] small enough such that 0 is
the only root of ¢’ in (—¢,€). Thus, (d) is fulfilled.

2.>1.:

Definition 3.27, property 1:

As A is open and connected and since d A can be locally represented by C3-maps ¢, these maps
form an atlas of dA. Hence, A is a C3-manifold.

Definition 3.27, property 2:

Due to (c), one of the two following statements holds:
(i) gx is one-to-one on (—¢,0] and on [0, €).
(i) gx =0o0n (-¢,€).

If (i) holds, then

{te(-€,0]: g =u}| <1 and |{re[0,&): g(t) = u}| 1. 9)
Now (7) and (8) yield that for all u € R,

p-

xO+u-ep,0,x

P? N B (x°) naA) <1 and

xO+u-ep,0,x

N Bg (x°) naA) <1

Hence, 2 (a) of Definition 3.27 holds.

If (ii) is true, then g(¢) = X - ¢* for all ¢ € (—¢,¢). Consequently, Pyo g, N Bz(x") = dAN Bz (x°).
Hence, 2 (b) of Definition 3.27 is fulfilled.

Definition 3.27, property 3:

In order to prove that property 3 of Definition 3.27 holds, we assume the contrary - that there
exists a compact set K c R? and w € S! such that there exist infinitely many points {x;};en < 0A
in which 0A is orthogonal to w. Then there exists an accumulation point X of the sequence
{xi}ien- By choosing X as the starting point to locally define a function g fulfilling the conditions
2 (a) - (d) of this lemma. Hence, there exists € > 0 such that 0 is the only root of ¢’ on (—¢,¢).
Therefore, on the closed ball m, X is the only point on 6A in which w is orthogonal to 6 A.
This contradicts the conclusion that x has to be an accumulation point of the sequence {x;};en.
Thus, property 3 holds true.

O
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Remark 3.29. In order to get a better understanding for condition 2 (c) in Lemma 3.28, we give
an example of a smooth function g € C*°(R) which is not one-to-one in any neighborhood of 0.
Let

sin(1)-exp(-%), r#0,

‘R—-R, t—
9 {0, t=0.

Due to the factor sin (%), q oscillates in every neighborhood of the origin. Yet, the second factor
exp (—+) ensures that g € C*(R) through its root of order oo in the origin.

Proposition 3.30. Let A c R? be an admissible set and let f = 1 4 be the indicator function of A.
Furthermore, let x° € 0 A, let 0 indicate the angle of the inner normal vector of A in x° and letx be
the local curvature of 0 A in x°. Then the following statement holds:

For all a € R, there exists € > 0 such that for all functions ¢ € C(R?) with supp(¢p) < Be (x°),
$(R?) < [0,00) and ¢ (x°) #0,

~VIul for 2=N\0, a#x,
Po.a(0f) (x°+u-eg) = Pou(df) (x°){ = Ow) for 2= 0, a#x,
=Q(VIul)  foru\0 oru,/0, a=x.

Proof. Let x* € A, let 0 be the angle corresponding to the inner normal vector of A in x° and
let k¥ be the associated curvature. Due to Lemma 3.28, there exists ¢ > 0 and a function g €
C3((—¢',€") such that q(0) =0 and

(1)
WX +Ry- 1 €0A forall te (¢, €. (10)
t
For a € R, we now introduce the function
Ga€C*((~€,€"), t— q(t)—g-tz. (11)

Due to 2 (c) of Lemma 3.28, ¢y is one-to-one on (—¢',0] and [0,&’) or g, = 0.

Since x = ¢"'(0), we obtain for each a # «, that

q,(0)=q"(0)—a#0. (12)

Since g/, is continuous, there exists €, € (0,¢’] such that g/, does not change its sign on (—€3, €2).

Consequently, ¢’ is monotonous on (—€3,£2). As ¢,,(0) = 0 due to (5), there exists 3 € (0, &;]
such that the sign of q’a is constant on (—¢3,0) and on (0, €3). Thus, g, is monotonous and thus
one-to-one on (—¢3,0) and on (0, €3).
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Let € := min{¢’, €5} and let ¢ € C°(R?) such that supp(¢) < B, (x°), ¢p(R?) = [0,00) and ¢ (x°) # 0.
Then,

t

€ u+9t2
:f (MAQBE(xo))(xowe-( ? )) dt. (13)
t

—&

Po.a(9f) (x° +u-eo) :fuqa(MA) (xO+R9'(u+%t2)) dt

Since 0 is the angle corresponding to the inner normal vector of A in x°, (10) yields
0 _ 0). v, _,0 _,0
ANBg(x )—{xeBg(x ): xo x0>q(x9_§ xe_%)}.

Utilizing (13), we obtain

€ 1+ a, t2
Po,a (¢f) (x°+u-ep) :f (‘pﬂAnt(xo)) (x0+Re'(u 2 )) dt
t

—&

€ u+2.?

=| ¢|x"+Ry- 2 -1R+(u+g-t2—q(t)) dt
—¢ ¢ 2

[ 0 u+g-r*

=| ¢|x"+Ry- g, (u—qa(0) dt. (14)
e .

The constant € > 0 is chosen such that g, is one-to-one on (—¢,0] and [0, €), with the exception
of a = x, where it is possible that g, = 0. In the latter case, (14) yields

0 ¢ 0 u+y -t
Pox(pf)(x"+u-eg)=| ¢|[x°+Rp- g, (u—gi (1)) dt
. : =
€ u+k-r?
=| ¢|x’+Ry- 1g, (u) dt
e "
€ u+k-r?
=1p, w)-| ¢|x°+Reg- dt. (15)
e "
Since ¢ () = 0 for all £ € R? and ¢ (x) # 0, we have
£ u+k-r?
f G| x°+Ry- dt] >o0.
—€ t u=0
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Due to the factor of 1, (1), (15) yields that

’Pe,x(¢f)(x0+u'ee)—'Pe,x((/)f) (xo—u-eg) ~1=Q(W) for u — 0.

If g, £ 0, g, is one-to-one in (—¢,0] and [0, ). In order to be able to exploit this injectivity, we
split the integral in (14) into:

Po.a(f) (x0+u-eg) :P(;a(¢f) (x0+u~eg)+'P5,a(¢f) (x0+u~eg) forall ueR. (16)

Using (14), we obtain for the right branch of the parabolic Radon transform:

€ a. g2
P;a(¢f)(x°+u-e9)=[() gb(x0+Rg-(u+: ))‘HR+(u—qa(t)) dt. (17)

We now have to divide between two cases:

1. g4(t)>0forall t€(0,¢),
2. qq(t)<0forall £€(0,¢).

Since we will now deal with the inverse of g,, we will denote the inverse of g, on the positive
side (0,¢) by q;'l+ and the inverse of g, on the negative side (—¢,0) by q;’l_.

In case 1, we obtain that
u>qq(t) < q,(w) >t forre(0,e), ueqq((0,).

In case 2, we get
u>qq(t) e q;ﬁ(u) <t forte(0,¢), ueq,(0,¢)).

Case 1: q4(t) >0forall £ € (0,¢):

We will now examine (17), assuming that we encounter case 1 and u € g, ((0,€)), i.e. especially,
u>0:

€ +2-t2
Paa(¢f)(x°+u-e9):f0 ¢(x0+R9'(u 2 ']lﬂh(u_qa(t)) dat

t

€ u+2.r?
=f0 ¢(x°+Re-( 2 g, (g7, @ —1) dt
t

) u+g-r
:f Ol x°+Ry- dt (18)
0 3

= ¢ (x°)-g;L (W +OW) for u\0.
#0
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If u <0, we can conclude that
+ 0 ¢ 0 u+t g 2
Py . (0f) (x +u-e9)=f ¢ x°+Ry- g, (u_—qa(n)dt=0. (19)
, 0 ¢ ~ ——
=0 >0
Hence, we can combine the cases u >0 and u < 0 to get

— (0. 41
:‘/’(x) gz (w+00), u\0, 20)

P08 )P o) ()| w0

Case 2: q,(t) <0forall £ € (0,¢):

In case 2 we obtain by assuming that u € g, ((0, €)), i. e. especially u < 0:

a. g2
u+4-t

Pha0r) (0 +uen) = [ |20+ Ro- g, (4= qat0) d

t

£ u+.r?
:fo o x°+Ry- 2 -HR+(t—q;}+(u)) dt
t

£ u+g-t?

:[1 o0+ Ry dt (21)
Ga+ (1) t

a

e |, u+g-t? dasw u+g-r
=f¢ x*+Ry- dt—f o x°+Ry- dr
0 t 0 t

€ Q.tZ
:[ d| "+ Ry |2 )) dt—¢(x°)-q;, w+o1) foru /0.
0 t ~——

#0
For u = 0, we obtain:
€ u+.r?
+ 0 . = 0 . 2 . —
Poal0f) W +wen)= [0 eno| 2| e (G- gatn) s
>0 <0

e, u+g-t?

= ¢$|x +Rg- dt (22)
0 t
€ 2-1?2

= ¢|x°+Ry-|? dt+O) foru\ 0.
0 t
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By combining the two cases © < 0 and u = 0, we obtain

+ 0 D+ 0 J=O W), u\0,
PH,u((pf) (x +u 69) ’Pﬁ,u(d)f) (x ){:_(p(xo)‘q;y{r(u)_i_o(l)’ M/O. (23)

By using the same arguments, we obtain for the left branch of the parabolic Radon transform:

1. If g4(t) >0 for all £ € (—¢,0), then

- _ =-¢(x°)-q;Lw+OQ), u\0,
Paal@) (2 + u-eo) =Py, (0f) () { 0 wro. P
2. If q4(t) <0 forall £ € (—¢,0), then
_ _ =0 (u), u\0,
P “+u-ep) P 0 25

By combining the possible cases for the right (20), (23) and left branch (24), (25) of the parabolic
Radon transform, we obtain a total of four cases:

I. ga(t)>0forall £€(0,¢) and q,(t) >0 forall £ € (—¢,0):

=¢p(x°) [ g5 - g~ (w) |+ OQ), u\0,

’Perd ((rbf) (xO +u 69) - P@,a ((tbf) (xO) >0 for u>0 <0 for u>0
=0, u,/ 0.

II. g,(t)>0forall te (0,¢) and g,(¢) <0 forall f € (—¢,0):

=¢(x%)-g;L W +0O), u\0,

04 o) — Ny
Po,a(0f) (x"+u-ep) Pe,aw’f)(x){=¢(x0).q;}_(u)+0(1), u,/ 0.

II. qu(t) <O0forall € (0,¢) and g,(¢t) >0forall £ € (—¢,0):

=¢p(x°) gzl +00), u\0o,

0, o) — P
Po.a(@f) (¥ + u-ep) PQ:“((pf)(x){:_<p(x°)-q;,£r(u)+(’)(l), u,/ 0.

IV. q,(t)<0forall t€(0,¢) and g,(t) <0forall e (—¢,0):

=0(u), u\,0,
Po,a(9f) (< +u-eg) =Poa(@f) (°) 4 =p(x°) - [~ gzL W) + g;-w) | +OD), u /0.
—— ——

>0 for u<0 <0 for u<0
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For a # x, we have q,(1) ~ % - t2 for t — 0, and hence

2
Gl ~+y/ =% for —2—\,0. 26)
" K—a K—a

For a =, it results that g, () = O (#3) for t — 0. Thus,

q,;}i(u) =Q(vu) foru\0oru,0orboth. 27

By combining these two asymptotics (26) and (27) for q;,li with the asymptotics I, II, IIT and IV
of Poa(¢f) (x° + u-ep) —Po,q (¢ f) (x°), we obtain the desired result.

3.4 Parabolic Fourier transform

In the last section, we showed that we can characterize the local curvature of an admissible
set by the smoothness of the parabolic Radon transform. In order to obtain a measure which
is easier to handle, we can apply the Fourier transform to the parabolic Radon transform and
observe its decay rate instead of the smoothness.

Definition 3.31 (Parabolic Fourier transform). Let f € L (IR{Z). Its parabolic Fourier transform is
defined as

u .
9, 0.af W) :=f’Pg'af Ry~ e " du foralla,v,weR,0€eT.
R v

We will often abbreviate the parabolic Fourier transform as PFT.

3.4.1 Basic properties of the parabolic Fourier transform

The first lemma shows the absolute continuity and boundedness of the parabolic Fourier trans-
form. Furthermore, it allows us to rewrite the parabolic Fourier transform of a function f €
L'(R?) in terms of an integral of f directly instead of an integral of its parabolic Radon trans-
form.

Lemma 3.32. Let f € L' (R?). Then,

1. Q@ 0,af is absolutely continuous and bounded for alla,v €eR,0 €T,

2
xe—%'(x(ﬂg—’/) ) dx foralla,v,w€R,0€T.

2. Qy0,af ()= ff(x)-eXp(—iw
RZ
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Proof.

1. We will first show that for all a, v € R, 0 € T, the parabolic Radon transform satisfies

u
Po.of (Rg . ( )) e L'R, du).
v

By using f € L' (R?), we obtain for ¢, v€R, 8 € T,

(pofe]

e (1)
LA {72
LAl )

= flly <oo.

du

du

a
dtdu (substituteu:w—g-tz, t:s—v)

By utilizing Theorem 1.20 and Theorem 1.21, we obtain the desired result.

2. Similarly, we determine that

u .
QU,HYﬂf(w):LPG’af(RGO( )),e—luw du
v

a .

u+§ fz . a
:fff Rg - dt-e i1 gy (substituteu:xg__.t)
RJR v+t 2

v+t

=[ f(x)-exp (—i
[RZ

X o
:fRfRf Ry - 0 )) dt-e- (o= dxg (substitute t=Xgiz —y)

a 2
Xg—g'(XQ_t% —v) w| dx.
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The representation of the parabolic Fourier transform in Lemma 3.32 shows that this transform
can be viewed as a Fourier transform in the direction ey and as a convolution with the function

i 2
R—R, ¢— ezt

in the direction €p+1. The latter is innately connected to the Fresnel transform. It was introduced
as an approximation formula for the diffraction pattern in the near field of a wave propagating
through an aperture [Ers06] and plays an important role in digital holography [CBD99, (1.9)],
[LBUO3]. A brief look into the theory of the Fresnel transform helps us to find an inversion
formula for the parabolic Fourier transform.

Definition 3.33 (Fresnel transform). [LBUO03] Let 7 > 0 and let

ki :R—R ! ( xz)
‘R—>R, x— —-expli-—].
’ T P 272

For f e LY(R), the Fresnel transform of f is defined as
Fr.f:R—R, x— (f*ks)(.

Lemma 3.34 (Inversion of the Fresnel transform). Let f € LY(R) and let T > 0. Then,

fx) = hm f Fr,f - k (x—y)dy foralmostallxeR.
Proof. For almost all x € R, we obtain

1
E}%E}o (Fr,f)(y) ke(x—y) dy— hmf ff(z) ki(y—2)dz-k;(x—y) dy

llmff(z)f k:(y—2)- k(x y)dydz

2715 R—o0

-~

=Kg(x,2)

where the change of integration in the last equality is achieved through Fubini’s theorem. In
order to prove the desired result, we will determine the integral Kr(x, z):

R —
Kgr(x,2) =kaT(y—z)-kT(x—y) dy

—i. . (L( — )2). (_L.( — )ZJd
_‘[2 _Rexp 2_[2 y—=z exp 21_2 X—=Yy
L, : (L.(Z_ 24 2(x—2) ))d

== 7Rexp 5oa (e -x x—-2)y)| dy
= (i-( = 2))-fR ( (-2 ))
=—grexp| (2 _Rexp = (-2
(x—z)-R)

=—-exp|—-(z2°—x")]|:-2R-sinc
72 p(ZTZ ( ) 72
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Due to [AST72, 4.3.142], fsinc(x) dx = n. Hence, the function
R

£
Se:R—R, x— —-sinc(e-x)
b4

is an approximate identity. Since f € L!(R), Theorem 1.27 yields

1 R -
L lim f (Fr. f) ) - Kr (= y) dy

27r R—
= hmff(z)[ k:(y—2z)- k(x y)dydz
7[ R—o0
i x? . i-z% R . (x—2)-R
= exp (_F) }%Elgo _Rf(z)-exp(ﬁ)-ﬁ?-smc(r—zl dz
:Srzl;ix_z)
i-x? i-x?
—exp(—z—) fx)- exp( ) fx)
for almost all x € R. O

With the help of this result, we can now show the inversion of the parabolic Fourier transform.

Theorem 3.35 (Inversion of the parabolic Fourier transform). Ler f € L' (R?), ae R\ {0}, 0 € T.
Then, for almost all x € R2,

fx) = -hm f f ng(,f(w)lawl(l—ﬂ)exp(lw

A,R—00

Xg + g (xg% - v)2 ) dv dow.

Proof. By utilizing statement 2 of Lemma 3.32, we can represent the parabolic Fourier transform
as
a 2
Xg — 5 : (xg% - I/)

w . aw 2
:f}'egf Rg- ~exp(l'7~(x9+72r—v) ) dxg%
R Xo+2

Qv,0,af (W) Zfsz(X)-exp(—iw

)i

=f-7"egf Rg - ¢ ‘eXp(sgn(aw)-é[\/W(xmg—v)]z) dx(9+%
R

Xo+2

for all w € R. By introducing the function,

k R—-R, ¢ ! e (+i tz)
R—R, t——-exp|*i-—|,
=T 7 P 272
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we can rewrite the parabolic Fourier transform for a,w # 0 as

1 w
Qvﬁ’af(w) B \/ﬁ . (j:eﬁf (RG . ( . )) * ksgn(aw),lawlé) (xﬁ'*%) ) (28)

We will now distinguish between three cases: aw > 0, aw <0 and aw = 0.
aw >0:

(28) yields

Qu.6,af W) = % -Fr (@)} (fegf(Re-((f))))(V). (29)

By applying Lemma 3.34, we obtain that for almost all Xg+2,0 € R,

w 1 w
"Feef Rg . %o = 2]_[ }%I_ILIO RFI‘ (aw)” 1 fegf Rg . ) . k(uw)’% (xg+% - l/) dv

1
(29) -vaw- hmf ngaf(w)k )%(xgﬂ—v)dv

2

1 . . aw 2
= E.aw-}%l_{lgof_RQvﬁ,af(w)-exp(z.7.(x9+72z—v) ) dv. (30)

aw < 0:

In this case, (28) yields

Qv Gaf(w) \/17 (fE(;f( (w)) * k( aw)- )(V) (31)

As we want to retrieve the original function f from Q, ¢ ,, we will now show the inversion of a
convolution with k;:

- lim (f*k )(y)kr(x_y) dy

2715 R—o00

1 _
= py= - lim (f*k)(y)-kT(x—y)dy

T R—oo

Lemma 3.34 —/——

f(x) = f(x) foralmostall x €R.
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By applying the upper equality, we obtain that for almost all Xg+2, W ER,

w 1 ) R w -
Fe,f | Ro- . = %1%1_{20 . Fe,f | Ro- *k( oyt (v)-k aw)} (X9+%—U) dv
+5 .

6y 1 . R
> g.,/_aw.}%l_{gof_}? vig’af(w).k( 1 (x9+% —v) dv

—aw)

1 ) R L aw 2
- _g.aw.l%l_l}go\/:RQU'Gyaf(w)-eXp(l-7-(x6+721—U) ) dv. (32)

aw = 0:

Since a € R\ {0}, we can conclude w = 0. Then, due to statement 2 of Lemma 3.32,

J ax

a 2 7
%= (3.5 - ) - | fwax=fo. 63
R2

Qy.0.af(0) = fR fw ~eXp(—ia)

Merger:

By combining (30) and (32), we obtain for w # 0,

w w 2
Feof | Ro- = 2— law| - 11m f Qu.0,af )- exp( (Xg+ﬂ - v) ) dv. (34)
Xg+ 2

2

Due to (33), |Qy,0,.f(0)| = | f(0)] < co. Hence, by applying the inverse Fourier transform we
obtain for almost all x € R?,

f(x) 1 hm fegf(Re ( @ )) ,(1_ |x0|)ei(1}X9 dw
27T A—oo Yo x 1
0+%

2

(34)
47'[2 A, Raoo

fgveuf(wnam( |A|)exp(lw

2
) dv dw.

a
Xp + E (Xg+% - l))

O
As we are interested in determining the curvature of the singular support of the indicator func-

tion of an admissible set, we will investigate a direct relation between the smoothness of a func-
tion and the decay rate of its Fourier transform in the following subsection.

3.4.2 Singularities and the decay of the Fourier transform

In this subsection, we will show a quite detailed connection between the singularities of a func-
tion and the decay rate of its Fourier transform. The journey will start at a well known theorem
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of Zygmund establishing a decay rate of the Fourier coefficients of a periodic function in de-
pendence of its module of continuity. On this basis, we will prove similar results for the integral
Fourier transform. Furthermore, we will show the special role that isolated singularities play
in this setting and we will prove a characterization of a function’s modulus of continuity when
assuming a certain decay rate of its Fourier transform as well as a vice-versa characterization.

We have already introduced the concept of the singular support which we will now specify with
the definition of the singular support of certain orders.

Definition 3.36 (Singular support of order n). Let f € S’(R). We say that f has a singularity at
the point x € R, if x € sing supp(f). For n € Ny, the singular support of order n is defined as

Sn(f):={xeR: Ve CPM) | p(x) £0: ¢f ¢ C"(R)}.

In order to classify the singularities of a function, we need a measure which allows a precise dif-
ferentiation between the various kinds of singularities that can appear. Our measure of choice
is the modulus of continuity.

Definition 3.37 (Central difference and modulus of continuity). Let f: R — R. Then for 2 > 0
the central difference of f is

Apf(x) = f(x+h)— f(x—h).
For n € N, the nth order central difference of f is recursively defined as
ARF) =25 (A7 ) (0.
The nth order modulus of continuity of f is

wn(h; f) := supsup|A} f(x)].
h<h xeR

Whenever it is clear which function we refer to, we will write w, (h) instead of w,(k; f).
In order to give a precise estimation of the modulus of continuity, we are now introducing slowly
and regularly varying functions.

Definition 3.38 (Slowly and regularly varying functions). A function f: (0,00) — (0,00) is called
regularly varying with exponent « € R if

I fAx) 19

Pt flx)

for all A > 0. A regularly varying function with exponent 0 is also called slowly varying.

A typical slowly varying function is e. g. L(x) = max{1,log(x)}.
We now use the newly introduced terminology to define the Lipschitz space.
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Definition 3.39 (Lipschitz space). [Cli91] Let r : (0,00) — (0,00) be a regularly varying function
and s(#) = r (1). Then for an interval I < R, the Lipschitz space Lip(s, I) is defined as

Lip(s,D:={f: I—-R|3C>0: w(h; f) < C-s(h)}.

For s(t) = t%, we write
Lip, (1) := Lip(s, I).

Remark 3.40. Due to Karamata every regularly varying function f can be represented by an
a € R and a slowly varying function L in the following way:

fx)=x%L(x). [BGT89]

Furthermore, for all regularly varying functions s with the property s(¢) = o(t) for t — 0, we
obtain
feLip(s,I)= f is constant.

The next theorem of Zygmund shows a basic connection between the modulus of continuity of
periodic functions and the decay of their Fourier coefficients.

Theorem 3.41 (Zygmund). [Zyg02] Let f € L'(T). Then for all k € Z\ {0} the following inequality
holds:

A 1 bi4
< — . _
fil=3 “”(2|k|)'

Proof. Forall k € Z\ {0} we obtain by shifting f by 7:

. 1 27 ”
szgfo foe " dx

1 2% T ik
=—— x——)e_’ *dx.
27 Jo ! ( k
By building the arithmetic mean of the two representations of the Fourier coefficient f; we ob-
tain

R 1 2n 7T " 1 2w "
=— Ax flx——]|e* xdx:—f Ax f(x)e " Fdx
Ji 47T[0 Zkf( Zk) 4mi Jo £/

and hence

. 1 - 1 b4
<— | 1Az <= o |—1|.
|fk|<4nf0 | ﬁf(x)ldx<2 w1(2|k|)

O

As the next proposition shows, this result can be transferred to the continuous Fourier transform
and to higher order differences.
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Proposition 3.42. Let f € L'(R) such that supp(f) < [a, b]. Then, for all n € Z, the following
inequality holds for all ¢ € R\ {0}

o b—a /1

Proof. Since supp(f) < [a, b], we have

R 1 [P ;
f©= —f fxe ™dx.
27 Ja
Now we define a periodic function g by

g =) flx+kb-a)
kez

and rewrite the Fourier transform of f as

A 1 [P ixe
=— d
f© 271[(1 gxe x
1 b —ix¢
= i ; AZ% glx)e dx
by applying the same trick as in the proof of Zygmund’s theorem. A recursive application of the
trick delivers

. 1 b .
f&= m[ A'ig(x)e_lx‘tdx

2¢

Hence, we obtain

b—
A%g(x)‘dxs—a wn( n )

. 1 b
|f(§)|5—2n+lnfa 2”“71. Tﬂ

O

The last two results especially imply that for a compact interval I and for all f € Lip, (I) we have
(&) =O(&17%). The following classical example shows the sharpness of this implication.

Example 3.43 (Weierstral$ function). Let 0 < & <1 and b > 1. Then the Weierstral function fy
is defined by

Ja(x) = i b_“kcos(bkx).
k=0

For all a € (0,1) it holds that fy € Lip, (T) [Zyg02]. Furthermore, by choosing b = 2, we obtain

|k|~%, if [k|=2",

0, else.

ﬂaz{

Hence, we can not expect a better result than f(f) =0 &™) for f € Lip, (D).
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The most prominent property of the Weierstrald function is its that it is nowhere differentiable.
Although the continuous, but nowhere differentiable functions over an interval are, w.r.t. the
topology of uniform convergence, dense in the set of continuous functions [Ban31], this prop-
erty is rarely seen in practical situations. When we, for instance, take a look at the unit step
function g(x) =1 [-1,4] (x), we can see that its modulus of continuity is w; = 1 and that its Fourier

transform is g (&) = sinc(&) = O(|¢ |~1). Hence, the Fourier transform decays faster than predicted
by the proposition above. As the next theorem shows, the reason for the faster decay is the fact
that its singularities are isolated.

Theorem 3.44. Let f € LY®R), neZ, and |Sn+1(f)| < co. Furthermore, let there be an £(x) > 0 for
every x € Sy+1(f) such that f(”“) does not change its sign on (x — €(x),x) and (x, x + €(x)). Then
there exists a constant C > 0 such that for all ¢ € R\{0} we have

N C b/

Proof. Since the C"*!-singularities are isolated from each other, we will build a partition of
unity which separates them so we can scrutinize them individually. Therefore, let K := |S;,+1(f)]
and let

€:= min €(x,) >0. (35)

1
2 mell,...K}

Hence, we have

min | X — x| = 2€. (36)
k,me{1,...,.K},k#m

Let {¢m}meq,...xy Uiy} be a partition of unity on R such that

Ker(1 = ) = [ = =, Xn + =
mJ) — m 2; m 2 )

supp (Pm) = [Xm — €, Xm +e€l.

for all m € {1,...,K}. Meanwhile, y takes care of all the leftover spots which are not covered by
the ¢,,. Due to Equation (35) and Equation (36) the supports of the ¢,, are disjoint and f"+V (y)
does not change sign on either of the intervals (x;, — €, X;;,) and (x;,, X, + €). Now we can rewrite
the Fourier transform of f as

K — ——
FO=Y dufO+wf®
m=1
1

K Xm+E

> FOPme ™ dx+yf(©)
1

2 m=1YXm—¢€

for all ¢ e R. As all points in which f is not n+1 times continuously differentiable are completely
covered by the ¢,,, we have ¢ f € C"*"(R). Since according to the conditions f € L'(R), we
in conclusion obtain that w £ (&) = o(|¢ I_("“)). Now we get back to the remaining summands
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(m (&), apply Zygmund’s trick iteratively as in Proposition 3.42 and get

xm+5+ 2\s|

— 1 .
_ n —ixé
(;bmf(f) = —(Zi)” P f —s—— Aﬁﬂ((;bmf)(x)e dx.

Now we assume [¢| > 222 j e, He (0,%), and divide the interval [xm €= 3F XmtE+ ZIfI] into
the five parts J; = [xm e— 2|g|,xm+2|g| ],Il = [ Xm + TEI_E’ xm_% I = [xm 2|s|’ x,,ﬁm ,
L= x,,ﬁ%, Xm — 2|€| ]andjg—[xm zlf\ ,xm+£+2|§|

Jiand Jo:

For J; and J» we obtain due to the differentiability of f on these intervals that

=0 (I&]7"* ) for & — oo

2l

‘ f Ay (¢mfx)e” " dx
Je 2

for ke {1,2}.

I

On the middle interval I’ we have ¢,, = 1 and hence we can estimate

<fxm+z'?5| f(x)|dx< ( f)
B xm_znl 2"(' 2|é|

1€l

A" (pmf)(x)e”*dx
I 20

I; and I»:

For the two remaining intervals I; and I,, we cannot apply the same differentiability argument
as for J; and Jy, since I; and I» become arbitrarily close to the singularity in x,, for { — *oo.
Hence, we use a different approach, which utilizes the fact that f"**! does not change its sign
on (X, — & Xm +€).

Due to the definition of ¢,,, we have ¢, = 1 on the intervals I; and I, as well. We will now
estimate the integral over I;. By applying a partial integration, we obtain

f A"Lf(x)]e_"x‘(dx
Lt
- L Aif(x)e"'xf]x:x’”_%‘ —fxm_” A", f(x)e"  dx
[€] 218 X=X+ PE—5 AL -5 A
1 )C:)Cm—TéI xm_i
< —-||a" f + “lan e dx)
1q 2] Xt 2 St 20
€ nn 1 X~ 315
S—~wn(—;f)+— f N A" f'(x)|dx (37)
2/¢] <] €] mtE -5 |2

For the estimation of the leftover integral, we want to show that A”, f’(x) does not change its
2l¢]
sign on the domain of integration and consequently, we can draw the absolute value out of
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the integral without changing the result. Due to the conditions of the theorem, f"*! does not
change its sign on (x,, — 2,xm) W.1.0.g. we will assume f"+Y (x) is non-negative on the interval
(Xm — %, %m). For x € (x,n + h — §, X, — h), we utilize the fundamental theorem of calculus:

x+h
Ahf(")(x)zf Dy dy=o0.
x—h S—~—
=0

By recursively applying this argument, we obtain for all x € (x,, + n- h— §, X, — n- h) that

x+h
AL f'(x) =f AP () dy = 0.
x—h N~Y——

=0
As the conditions are fulfilled for i = %&I and x € I;, we obtain

nm
fxm 20

nro__ €
m¥ T2

A" fl(xo)ldx =

2(¢]

X 3 n g
A" f(x)dx
Ayt 2E £ 20

: AN nn €
Azl”af(x’” 2|«5|) Azfaf(xW+2|é| 2)

<2-w (38)
! (2|£| ! )
By combining Equation (37) and Equation (38), we can acquire
4+¢ T
A" (X)e *dx|< ") (—; )
fh 7 (#nf) e O \ze!

For the integral over I, we can get the same estimation analogously. Now adding up over the
five intervals I, I, I», J; and J, delivers

E+T[

< n (n+1) _
I GIEE (2|£|) 0 (117D for & — oo

for |&] > 2% By building the sum over all m € {1,..., K + 1}, we obtain for all { € R\ {0} and some
constant C > 0 that
b4
aorlza)

Although the condition that the sign of the nth order difference of the derivative does not change
in a neighborhood of a singularity seems quite technical, it is nevertheless necessary as the
following example shows.

NGIE

O

Example 3.45. Let f(x) = sm( ). Due to the highly oscillatory nature of the function around

the singular point x = 0, two points Xmyax and Xxpmiy such that sin (%) =1andsin (ﬁ) =-1can

be found in every neighborhood of x = 0. Hence, the modulus of continuity is w = 2. Due to the
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isolated singularity in the point x = 0, one might expect that its Fourier transform behaves like
f© =0(&I™), but instead of this we have

R ]1 2\/|_£| 3
f&)=—i-sgn(é)- M ~ &7 ~cos(g + \/E) for £ — +00. [PEB54, 2.7 (6)]

2181

Naturally the question arises whether the decay of the Fourier transform also implies a certain
behavior of the modulus of continuity. This connection is specified by the next theorem.

Theorem 3.46. Let f € L' (R) and let there exist n € Z.., a >0, C > 0 and a slowly varying mono-
tonic function L: (0,00) — (0,00) such that

HGIE

e LD

Then there exists constants €, C' > 0 such that the following inequality holds:

wp(h; f)<C'h"! -max{h, h® L{%}} forallhe (0,¢).

Proof. Let xeRand & > 0. Then
Apfx) = fR 7@ (ei(x+h)f _ ei(x_h)é) dé
=2i /R f (&) sin(hé)e* dé.
By recursively applying Ay, we get
Al f(x) = @2i)" fR F©sin"(h&)e™ d¢

for all n € N. Hence, by inserting the inequality from the assumption, we obtain for the absolute
value

A3l =2" [ 1@ Isin(hol"ag

1 . 1 . h n o0 i h n
sz"“c-[fo |f(5>|-|sin(h5)|"dé+f1h's”;,(l—+("?'-L(€)df+fl 'Slgg—+i)|'L(‘f)df~
J L D )
=1 =:I, T

=:I3

Summand I;:

Since |sin(h¢)| < || and on the domain of integration for I; we have || < 1, we get

1 A
L<h" fo FOlde.
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As fe L (R), we have f € L°°(R). Hence, we can estimate

n

h
L<s—-lflp. 39
1=l (39)

Summand I»:

Since |sinc(x)| < 1 for all x € [0,1] and on the domain of integration for I, k¢ € [0, 1] holds, we
can estimate )
n 1
L<h {—a-L(f)df.
1

Since L is slowly varying, there exists an € > 0 such that the function

tl—a—ﬁ
L(})

is monotonically decreasing on (0, €] with § > max{0, 1 - a}. Since for the second integral * < h,
we obtain for & < ¢ that

0(t):=

4 (%) =/{(h)

on its domain of integration. Hence, by multiplying the integrand with ¢ (%) / ¢(h), we obtain

novvavs (L), (746 R sy (L
L<h L(h e [1 h]Lh. (40)

Summand I3:

Similarly, by utilizing | sin(x)| < 1 for all x € R for I3, we obtain the estimation

© 1
Iy < fl L&) dE.

n+a
h 6

As L is slowly varying, there exists an € > 0 such that the function
1
m(t) := t“‘s-L(;)

is monotonically increasing on (0, €] for 6 € (0, @). Since on the domain of integration in I3, we
have % < h, we obtain for h < &:

m(%) <m(h) forall= %
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Hence, by multiplying the integrand with m(h) / m (%), we obtain

3 1 o df hn—1+a 1
Iy < h® 5-L(—)-f = ~L(—). 41
35 n) )y g " no1+s \n “n

By combining (39), (40) and (41), we get that there exists a C’' > 0 such that the following estima-

tion holds )
A} fl=C'h"! -max{h, h“L(E)}.

Due to the asymptotic property of L we again obtain that there exists an € > 0 such that h*L (%)
increases monotonically for & € (0, €]. Hence, we get for the nth order modulus of continuity

1
wn(h; f) = supsup|A}, f(x)| = sup|A} f(x)] < c'n! -max{h, h“L(—)}
W<h xeR x€R h

for all i € (0,€]. O

The last two theorems can be combined to obtain the following one-to-one correspondence
between the decay of the Fourier transform and the modulus of continuity of a sufficient order
on a certain function class.

Corollary 3.47. Let f € L'®), neZ, and |Sn+1(f)| < co. Furthermore, let there be an €(x) >0
forevery x € S;,41(f) such that f(”“) does not change its sign on (x — €(x), x) and (x, x + €(x)). Let
L:(0,00) — (0,00) be a slowly varying monotonic function and let a € (0,1]. For the casea = 1, we
require L(x) — oo for x — co. Then the two following statements are equivalent:

() f& =0 (&7 L(ED) for & — oo,
(i) wn(h; f)=O (K" 1*9.L(3)) for h—o0.
Moreover, also the following two statements are equivalent:
(iii) f(&)=o(IE17"® - L1EN) for & — +oo.
(iv) wn(h; f)=o0(h""1*%.L(})) for h—o0.

Proof. The equivalence of (i) and (ii) follows directly from Theorem 3.44 and Theorem 3.46.

The proof of (iii)< (iv) follows directly from (i)« (ii) by applying the relation

f=0(g) ©3h:(0,00) — (0,00): h=0(g) A f = O(h).
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3.4.3 Decay result for singularities

In this subsection we will combine the smoothness result of the PRT and the connection be-
tween smoothness and Fourier decay to obtain a certain decay rate for the PFT. It remains to
show that the map

u— Ppa(Ppla) (xo +u-ep)

in Proposition 3.30 fulfills the requirements of Corollary 3.47.

Lemma 3.48. Let A c R? be an admissible set and let 1 4 be the indicator function of A. Further-
more, let x° € 0A, let 0 indicate the angle of the inner normal vector of A in x° and let x be the
local curvature of dA in x°. Then, the following three statements hold:

1. Leta€R. For all e >0 and additionally € < - if a # 0, and for all functions ¢ € CX(R?)

la|

with supp(e) < Be (x°), p(R?) < [0,00) and ¢ (x°) # 0, the function
F:R—R, u—Pyg(dla)(x"+u-ep)
has the supportsupp(F) c (—¢,¢€).

2. For all a € R, there exists §,€ > 0 such that for all functions ¢ € CP(R?) with supp(p) <

B¢ (x%), p(R?) < [0,00) and ¢ (x°) # 0, the function u— Py 4 (¢pLa) (x° + u-ep) € C*((—5,0) U (0,6)),

where § is independent of the choice of ¢.

3. For all a e R, there exists € > 0 such that for all functions ¢ € C§°(IR2) fulfilling the condi-
tions,
(i) there exists g € C° ([0,00)), such that ¢ (x° + x) = g (Ilx|1?) for all x € R?,
(ii) supp(g) = [0,€%],
(iii) g is convex,
(iv) the function t — 2g'(t*) + 4t*>g" (t?) has exactly one root on (0, ¢),

there exists 6 > 0 such that the function u — dd—;’Pg,a (p14) (x° + u- eg) does not change its
sign on (-6,0) and (0,6).

Proof.
1.

By employing the definition of the parabolic Radon transform, we can represent the function F
as
1.2
u+ 50 t

F(u):/((leA)(x0+Rg-( )) dt forallueR.
R t
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As ¢ is supported in B (x°), it sufficient to show that

1,2
(u+2at

) >¢ forallteR,ueR\[—¢¢]. (42)
t

If a = 0, this inequality clearly holds, as ||(«, £)|| = |u| > €. For a € R\ {0}, we introduce the func-
tion f, R—-R, t— (u + atz/z)2 + t2 for u € R. In order to show (42), we determine the global
minimum of f,, by considering its derivative and prove that it is greater than 2.

fi@ =2-(u+at*12)-at+2t.

We obtain the roots £ = 0 and ¢ = +v—2u/a, the latter only if u/a < 0. It is easy to see that the
global minimum of f;, liesin t =0 for u/a=0and in ¢t = +v-2u/a for u/a < 0. Hence, we get
for the case u/a = 0 that

rgliﬁlfu(t) = fu(0) = u?>¢e? forallueR\ [—¢g,€].
€

The second case u/a < 0 yields

>¢? forall ueR\[—¢,é],

. B B 2u
I?el[élfu(t) = fu (i\/—Zu/a) = ‘7

ase< |27| due to the prerequisites.
2.

Following the results and notations of Lemma 3.28, the boundary d A can be represented locally
in a neighborhood of any point x° € dA as graph of a function g € C3(~¢, ¢) for some £ > 0 such
that

0 q(1)
X +Ryg- €0A forallte(—¢¢).
t

Furthermore, the function g, (¢) := q(t) — gtz for all ¢ € (—¢, ), has to be one-to-one on (—¢,0]
and [0,¢) or gx =0 on (—¢, ).

We first assume that g, = 0. Then we can conclude that

- N—~—
=0

olpen )
=1g, (w)- ¢|lx +Rg- dt.
e "

Due to the smoothness of ¢, the origin is an isolated singularity of u— Py, ($1 4) (x° + u- ep).

€ K. g2
’PQVK((PILA)(XO+M~83):f (P(XO+R3-(M+2 : ))'1R+(U_QK(I))dt
t
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We now assume that either a # x or g, # 0. We will prove that 0 is an isolated singularity of the
function u — Py, (p14) (x° + u- eg) by splitting the function up into the left and right branch
of the parabolic Radon transform:

Po.a(pla) (x0+u-eg)='P5r,a(<leA) (x0+u-eg)+Péa(¢1A) (x"+u-eg) forallueR.

Itis sufficient to show that 0 is an isolated singularity of both branches. We will start by analyzing
the right branch.

Right branch P} :

Then, we can consider the following four equations (18), (19), (21) and (22) which display the
form of the right branch in a neighborhood of 0:

qa,h-(u) u+2.t2
f ¢(x°+R9-( i ))dt, for q,((0,€)) c R4, u>0,
0

0, for q,((0,8)) cR4,u<0,

£ +4.¢2 43
S ¢(x0+R9-(u ; )) dt, forq,((0,6))cR_,u<0, (43)
()

£ u+.r?
S| x°+Ry- ; dt, for g, ((0,€)) cR_,u=0.
0

Poa(¢1) (2" +u-ep) = 9

From these four equations, we can see that the smoothness of u— Py (L) (x°+u-ep) de-
pends on the smoothness of ¢ and of q;,1+. Since ¢p € C°(R?), this does not limit the differentia-
bility of the right branch. Therefore, the critical integrals for the smoothness of the right branch
are those whose integration limits include qr;}+ (u). Since

i (1)
- 0 u+ 5 ; 0 u+ 4§ T 0 u+ 4
f o x" +Rg dtzf(/) X'+ Ry dt- f | x" + Ry dt,
t 0 t 0 t

da} (W)
it is sufficient to examine the following integral:

a

da k(W 0 u+g-?
F(u) ::f ¢d|lx +Rg- dt forueq,((0,¢).
0 t
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An application of Leibniz’s integral rule yields its derivative

, +2. (gt ] a7k La.p2
P = g) - 30+ Ry | 1 E 19010 T R FOY R i | R
-1 (u)] 0 ¢

(g2}

a., k(W) a. 42
- o x°+Ry- ur g (4] +/q ey | x°+ Rp - “re dt
qa(qa+(u)) [qa+(u)] 0 t

(44)

for all u € q,((0, €)). We will now determine the continuity of the second derivative.

Second summand of (44):

Considering the form of the second summand which is very close to that of F(u), taking the
derivative of it yields a result of the form of F'(u):

d fq;,k(u) 0 u+g-r?
— 0 X"+ Ry dt
du 0 39(7b 0 t

+ 2. 0a71 n1? ;L w +a.42
——1 -0, | x°+ Ry ut g [da: )] +f 02| x°+Ry- " dt
9a(da’ () (4 0] 0 t

(45)

forall u € q,((0,¢)). Due to Lemma 3.28, 0 is an isolated root of ¢’ and so the origin is also an iso-

lated root of g/,. Due to the continuity of % 3 on g, ((0,¢€)), the expression ” olq — is continuous

a,+

on a neighborhood of 0. Therefore, the derivative of the second summand in (44) is continuous.

First summand of (44):

We will now show that same is true for the first summand in (44). For this purpose, we determine
its derivative:

S (. — | x°+Ry- wrg-lagk ol
du Qa(qa+(u)) [qa+(u)]
4+ 4. -1 2
_ qa(qa+(u)) . x0+Rg' u+sy [q (M)]
A D) (a2 (W]
T -1
-1 2 . qu,+(u)
( 1 : )) V(p(x0+R9-(u+%.[lqu’+(u)] )) -Rg- 1+a —qi(q;‘uu)) 46)
AU, [q2 (W] AT

for all u € q,((0,¢)). Again, due to the origin being an isolated zero of ¢/, this expression is
continuous on ¢, ((0, €)).
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Left branch ’Pe_ &

The argumentation for the left branch u — P (1) (x°+ u-ep) is the same as for the right
branch.

Therefore, 0 is an isolated singularity of the function u — P, g(pLa) (x°+ u-ep) and so there
exists § > 0 which only depends on ¢,((-¢,¢)).

3.

In order to prove the statement, we will examine the second derivative of (43). For this purpose,
it is sufficient to analyze the second derivatives of the functions

G (W) 0 u+4g- 12
F(u):f ¢|x"+Ry- dt, 47)
0 t
ol u+ .
G(u):f ¢(x°+39-(
0 t

(48)

[SIINY
~
\S}
~_————
~_————
QU
T

Analysis of (47):
The second derivative of F has already been determined in the proof of statement 1. By com-

bining (44), (45) and (46), we obtain

F"(u)

+ 2. [g-1 2 q; (W) +4.42
——1 Beyp| Ry |2 2+ 0] +f 0% p|x"+Ry- “re dt
9 (da5 () (a7 0] 0 t

v~ ~~

=1 () =l ()
_ Qa(Qa+(u)) ¢ x0+R9- u+_ qa+(u)]
[qa (qa+(u))] (u)

a - 2 ! - —
+ - _11 Zv(p x0+R9' u+§[qal+(u)] Re qa(qa,lﬁ—(u))+a'qa,£—(u) )
[ (45, ()] (g2} ()] 1

-

=y (w)

J

(49)
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We will now determine the asymptotic behavior of the four summands for u — 0:

1
LwW=0O|—————]|, foru—0, (50)
' (q;(qak(uﬂ)
Lw=0(q,%w), foru—0o, (51)
"1 n(,—1
[3(u):q“(q“—i+(u))3.¢(x0)+o((h(q“—i+(u))3), for u — 0, (52)
(a4 (a2} ()] (a4 (a2} ()]
1
Luw=0|——— |, foru—0. (53)
! ([q;(q;,h(u))JZ)

Due to the conditions (i) and (iii), g is convex. Hence,

g"(n=0 forallz=0. (54)
So g’ is monotonically increasing. Since g’ € C° ([0,00)), we obtain that

g (t)=<0 forall r=0. (55)

Consequently, g is monotonically decreasing. Due to condition (ii), supp(g) = [0,82] and so
g #0. Hence, ¢ (x°) = g(0) > 0. Thus, due to (52),
da(qa4 W)
_ 3’
(a4 (a2} ()]

Due to Lemma 3.28, 2 (a), ¢'(0) = 0 and thus ¢/,(0) = 0 for all a € R. Therefore, we obtain by
Taylor’s theorem:

I3(u) ~ for u — 0. (56)

t
q;(r)zq;(onfo qo(r)dt ~t-qh(t), fort—0.

An application of this relation to (50), (56) and (53) yields:

1
Lw=0 , foru—0, (57)
' (q;i(u)-qZ(q;i(uD)
1
I3(u) ~ , foru—0, (58)
CAIOIRACAIO)E
1
14(u):(9( ), for u — 0. (59)
AIORACAIO)E

By comparing (57), (51), (58) and (59), we can see that the term I3(u) is asymptotically dominant
for u — 0. Thus, (49) yields
lim [ F" ()| = co. (60)
u—
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Consequently, there exists a constant § > 0 such that F” does not change its sign on (-8, 0) and

0,0).
Analysis of (48):

We will prove that there exists § > 0 such that G” does not change its sign on (-§,0) and (0,6) by
showing that G”(0) < 0. To this end, we apply condition (i) and rewrite G in terms of the function

g (I1x11?) = ¢ (x° + x) for all x € R?:

€ +42.12 £ 2
G(u)=[ ¢(XO+R9-(u 2 )) dtzf g((u+g-t2) +t2) dt.
0 ¢ 0 2

We thus obtain
Gl(u) :[82(u+ z t2) ,gl
0 2

(u+g-t2)2+t2) dt

and . )
1" _ o E 2 2
G(u)—fO [2g((u+2 t)+t

Hence,
€ (12 a2
G”(O):f [z'g/(—'t4+t2)+a2t4'g"(—'t4+t2)] dt
0 4 4
£ 2
:f [z-g’(a—-t4+t2)+4-
0 4
£ a2
—f 4t2'g”(—-t4+t2) dt.
0 4

We now introduce the function

2 2
a a
—'t4+t2)-g’,(—-t4+l2
4 4

h:[0,00) =R, t— g(t?).

Hence,

B(t)=2t-g'(t) and h'"(1)=2g"(t*) +41?g" (> forall t=0.

With this result, (61 yields

€ 2 € 2
G”(O):f0 h”(\/%'t4+t2) dt—j(; 4t2~g”(%~t4+t2) dt.

Due to (54), we obtain for the second summand of (63):

£ az
—f 4t2-g"(—~t4+t2) dt<0.
0 4
[ —
>0

The left hand side of the upper inequality is negative, since g’ >0 and g’ # 0.

+4(u+g-tz)z-g"((u+g-t2)2+t2)] dt.

| a

(61)

(62)

(63)

(64)
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For the analysis of the first summand, we apply the variable substitution 7 = Va?/4- t* + £ to

obtain
£ 2 £ 1 ,/1 242
fh” LY. dtzf h”(r)-\/+—+2a; dr. (65)
0 4 0 2-(1+a°t°)
N— —

=y(7)

We can check that the function 1 is monotonically decreasing on [0,00). Furthermore, due to
supp(h) = [0, €], we can observe that

&
f Rt dt=h'(e) -k ©0) P —lim 2¢-g(H) = 0. (66)
0 —— —0
=0

Due to requirement 2 (iv) of the lemma, there exists exactly one root of #” on the interior of
supp(h) which we will call . Due to (55), g'(t) <0 for all 7 > 0. Since g’ # 0 and g is convex, we
obtain that g’(0) # 0. Thus, (62) yields

K'0)=2g'(0)<0.
Consequently,
h'(t)<0 forallte(0,tp) and h"(#)>0 forallte (f,e).

Since additionally v is monotonically decreasing, we obtain

£ 2 £ 1 ,/1 242
fh” & oy dt=f W@\ oy
0 4 0 2-(1+ a?1?)

to €
:fo h' (1) -y(1) d‘r+[ h'(0)yp(r) dr

Io
<0

to £
S[ R (t) -y (o) dr+f ' () -y (to) dr
0 f

0

=y (to) f hr) dr @ o.
0

Combining this result with (63) and (64) yields:
G"(0)<o0.

Hence, there exists § > 0 such that G” does not change its sign on (-6, 6).

By examining (43), we can see that all possible cases for ’Pg 2PL4) (x°+ u-ep) are covered -
except for the case, where

€ +ﬂ.t2
7’&“(¢1A>(x°+u-ee):f </>(x°+Re-(” 2 )) dt.
q

k(W)
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This integral can be decomposed into

€ u+g-
f 0} x°+R9- dt
qa} (W) ¢
e |, u+g- drw u+g-t?
Zf ¢$|x" +Rp- dt—f ¢|x +Rg- dt
0 t 0 t

=G(u)—-F(u) forallue q,((0,¢)).

Since ltimo |F" ()| = oo due to (60) and |G"(0)| < oo, F"(¢) is asymptotically dominant for ¢ — 0.

Thus,
d2 /8 0 u.}.%.tz
— X +Rp- dt
du? q;,L(u)(p( ? t

So there exists § > 0 such that dd—;’P(; a((p]l A) (xo +u- eg) does not change its sign on (-§,0) and
0,0). O

lim = oo.
u—0

As it is not immediately clear, that a compactly supported function, fulfilling the conditions 2 (i)
- (iv) in Lemma 3.48 exists, we give an example of such a function.

Example 3.49. In search for a function fulfilling the requirements of Lemma 3.48, we will fall
back to a well known bump function. To this end, let ¢ = 2 and let

exp (”)CH#Z—I)’ XEB](O),

be: R — R, x~—
0, else.

Clearly, ¢, € C (R?). Moreover, the function

eXp(tTcl); re [0»1))

:[0,00) = R, (—
8e {0, else,

fulfills the requirement ¢(x) = g (||x||2) for all x € R?. We can determine the first two derivatives
as

gL = o exp(s5), telo),
C 0, else,

Sa2el) L oxp (L), £e[0,1),

ey Y
=4 ¢
8e {0, else,
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The choice ¢ = 2 ensures the convexity of g., as g//(#) = 0 for all £ =0, if ¢ = 2. In order to check
for condition 2 (iv), we observe that for all ¢ € (0, 1) we get:

2¢ c2+2c(t2-1) c
2g. () +41%- gl (1) = —(t2_1)2+4t2- ) p( )

(2 -1)% -1

—2¢c(t?—1)2+4c% 2 +8¢c(?2-1) c
- -ex ( )
(£2-1)4 2-1

_ —2c-t*+(12c+4c?)-1* - 10c ( c )
- (2—1)? P\

In order to search for the roots of the upper function, we look for zeros of the numerator and
obtain

—2c-t4+(120+4cz)-t2—10c‘:0© t*=c+3+Vc2+6c+4.

As ¢ = 2, we obtain for the larger of the two zeros that v+ 3+ V'¢2+6¢+4 > 1. Thus, we only
consider the smaller zero and get

_(c+3)%—(cP+6c+4) 5

= = <1,
c+3+Vc2+6¢c+4 c+3+Vci+6¢c+4

?=c+3-Vc2+6c+4

as ¢ = 2. Hence, the equation
2gL (1) +4t?- gl () =0

has only one solution on (0, 1) for ¢ = 2.

The next theorem is the culmination of our result on the dependence of the smoothness of
the parabolic Radon transform on the choice of the curvature parameter and the result on the
connection between the smoothness and the decay rate of the Fourier transform of a certain
class of functions. By combining Proposition 3.30, Corollary 3.47 and Lemma 3.48, we obtain a
classification of the decay rate of the parabolic Fourier transform with respect to the curvature
parameter.

Theorem 3.50. Let A c R? be an admissible set and let 1 5 be the indicator function of A. Fur-
thermore, let x° € A, let 0 indicate the angle of the inner normal vector of A in x° and letx be the
local curvature of 0A in x°. Moreover, let ¢ = 2 and

exp(—‘lx_xznz_l), forxe B, (xO),
0, else.

(/):RZ—»IR, xv—>{

For € > 0, we define the dilated version ¢, := Dy;.¢p. Then there exists 6 > 0 such that for all
€€(0,0),

3 3
€eOllw|™2 \o(lwl_i), fora#x,

1
ngm/z'g'” ((Pg A) (@) ¢ O |w|*% , for a=x,

forw — too.
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Proof. We introduce the function
Fea:R—R, u—Pga(pela)(x®+u-ep).
As Ais admissible, Proposition 3.30 yields that

~vVh fora#«x, h—0,

EQ(W) fora=x, h—0. 67)

w1 (Fea; h) {

Due to Example 3.49, ¢, fulfills all requirement of Lemma 3.48. Hence, this lemma yields that
for all a € R there exist §, € > 0 such that

1. supp(Fg,(l) c (_8) 8))
2. Feqe C%(=6,00U(0,8),

3. F{, does not change its sign on (~4,0) and (0,6).

Due to the properties 1 and 2, there exists € > 0 such that F; , € C2 (R\ {0}). Together with prop-
erty 3, F; 4 fulfills the requirements of Corollary 3.47. By rewriting (67) as

(Fuuih) eOWm\oWh) fora#x, h—0,
“1Fea GEO(\S/E) fora=«x, h— 0,

Corollary 3.47 yields the desired result. O
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CHAPTER 4

Taylorlet transform

Parts of this chapter have already been published:

¢ The results of the sections 4.2, 4.3.1, 4.4 and 4.5 with the exception of subsection 4.5.3
have been published in [Fin19].

e Subsection 4.3.2 from the beginning up to Theorem 4.23 with the exception of Theo-
rem 4.16 and Corollary 4.17 have been published in [FK19].

After having pursued an approach based on the parabolic Radon transform in the last chapter,
we will examine a wavelet-like transformation in this chapter. The goal of this chapter is to
show that this new transform allows for a detection of the position and orientation, as well as
the curvature and other higher order geometric information of edges.

To this end, we give a quick overview over the notion of the continuous shearlet transform and
the most important results in the first section.

In the subsequent section, we extend the continuous shearlet transform by shears of higher or-
der to define the Taylorlet transform similar to the bendlet transform [LPS16]. Subsequently, we
introduce the basic terminology for this new integral transform, e.g. generalized vanishing mo-
ment conditions of the form fR g+ tytmder=0forkeN, me N and a restrictiveness condition.
that guarantee special decay rates for the Taylorlet transform.

The third section is devoted to the construction of functions that satisfy all the wanted condi-
tions. We will present two methods that can be used to construct the desired Taylorlets. The
first one is based on the idea that vanishing moments can be generated by taking derivatives as
in [MH92] and utilizing a method to produce vanishing moments of higher order from classical
vanishing moments. The second method relies on the so called g-calculus which is a discrete
version of analysis based on the g-derivative d, f(x) = % forall x e R, g > 0 and for all
functions f:R— R.

The focus of section 4 is the proof of the main result that ensures certain decay of the Taylorlet
transform.
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In section 5, we will exploit the emerging differences in the decay rate to devise a detection algo-
rithm for the edge features we are looking for. Furthermore, we examine a numerical example
using Taylorlets resulting from both construction methods.

4.1 Continuous shearlet transform

In this section, we present the concept of the continuous shearlet transform which the Taylorlet
transform is based upon.

It is hardly possible to introduce shearlets without mentioning wavelets. The discrete form of
the wavelet transform is widely used in image processing as a sparse representation system
[Mal99, Chapter IX] and is e. g. utilized in the JPEG 2000 image compression standard [CSE00].
As the focus of this thesis is on integral transforms, we will only introduce the continuous wave-
let transform in the following definition.

Definition 4.1 (Admissible wavelet, Continuous wavelet transform). Let 1 € L?(R) such that

@)
0 = ——d . 1
<cy fR | {<oo @))

Then, v is called admissible wavelet and for f € L?(R) the wavelet transform with respect to y is
defined as

t—b
Wyf: RxR—R, (ab)—lal"'? f f(t)w(—) dt.
R a
The admissibility condition (1) is needed to ensure the invertibility of the continuous wavelet
transform.

Theorem 4.2 (Inversion of the continuous wavelet transform). Let v be an admissible wavelet
and forae R\ {0}, beR let

-b
Vap€LPR), Yap)=lal™"y (xT) for almost all x € R.
Then, for f € L*(R),

1 d
27cy fRfRWu/f(a, b) W a4 p(x) a_g db foralmostall x € R.

fx)=

The continuous wavelet transform exhibits a very beneficial property for the task of edge detec-
tion which was discovered by Mallat and Hwang.

Theorem 4.3. [MH92, Theorem 3] LetneN, ¢ € C}(R) and

fw(x)xk dx=0 forallke{0,...,n—1}.
R
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Furthermore, let f € L([a, b)) for an open, bounded interval I. If there exists sy > 0 such that
|[Wy f| has no local maxima on (0, so) x (a,b), then for alle >0 and a < n, f is uniformly a-
Lipschitz continuous in (a—¢,b +¢).

Hence, it is possible to relate the smoothness of a function f in a point xy with the decay be-
havior of its wavelet transform Wy, f (s, x) for x in a neighborhood of xy and s — 0. In a nutshell,
wavelets are useful tools for edge detection.

For the purpose of detecting not only the position of a singularity along a curve in R?, but
also its orientation, Candes and Donoho established the curvelet transform which utilizes an
anisotropic scaling and rotations in addition to the dilation and translation [CD05a, CD05b].
Based on their construction, Guo, Kutyniok and Labate introduced the shearlets which applies
shears instead of rotations.

Definition 4.4 (Admissible shearlet, Continuous shearlet transform). Let € L?(R?) such that

lgr @]
<fR2 AL dé < oco.

Then, v is called admissible shearlet. [DKM*08] For a >0 and s € R let

a 0 1 s
Aa = al'ld Ss = .
0 va 0 1

Then, for f € [2(R?), a>0, seR, t € R%, the continuous shearlet transform [GKLO6] with respect
to v is defined as

SHyf(a,s0)=a" fR WA (= ) dx.

Of particular importance for the theory of shearlets is the classical shearlet.
Definition 4.5 (Classical Shearlet). [KL09] Let 91,1, € C2°(R) such that

1 ]
ul=,21,
2

. 1
supp (§1) < [—2»—5

supp (¥2) < [-1,1],
w1>0o0n(-1,1),

oo d
[ |1/A/1(aa))|27a:1 forallw e R,
0

[y, =1.

Then, the functiony € § (R?) with

() =1/71(51)~1/72(§—2) for all & € R? with &; #0,
1
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is called classical shearlet. Furthermore, let 1//(”) € S(R?) such that for for all ¢ € R? with &; #0

PO =P1(E2) -2 (%)

The main reason for our interest in shearlets is the resolution of the wavefront set, i. e. the wave-
front set of a tempered distribution can be determined by its continuous shearlet transform as
shown by the next theorem.

Theorem 4.6. [KL09] Let v be a classical shearlet and f € S’ (R?).

(i) LetR= {to € R?: for t in a neighborhood U of to, |SHy f(a, s, )| = O (ak) and |S7-Lw<mf(a, s, b)

O (a*) as a— 0, for all k € N, with the O -terms uniform over (s, t) € [-1,1] x U}. Then,
sing supp(f)¢ =R.

(ii) Let D = D1 U D, where D = {(to, so) €R? x [—1, 11: for (s, t) in a neighborhood U of (s, ty),
|8'Hu,f(a, S, t)| =O@) asa— 0, for all k € N, with the O-term uniform over (s, t) € U}
and D, = {(to,so) € R2 x [l,oo):for(%, t) in a neighborhood U of (so, t), ’S?-Lu,w)f(a, s, t)| =
O(a*) asa— 0, for all k € N, with the O-term uniform over (%, t)e U}. Then,

WE(f)€ = D.

Hence, the continuous shearlet transform allows for a detection of position and orientation of
an edge. The goal of this chapter is to establish a similar relation for the position, orientation,
curvature and higher order geometric features of singularities along curves for a class of func-
tions by extending the concept of the shearlets.

4.2 Basic definitions and properties of the Taylorlet transform

The goal of the Taylorlet transform is a precise analytical description of the singular support of
the analyzed function f. To this end, we assume that we can represent sing supp(f) locally as the
graph of a singularity function g € C*°(R) and describe sing supp(f) by the Taylor coefficients
of g. These coefficients can be found by observing the decay rate of the Taylorlet transform. In
this way the continuous shearlet transform essentially delivers a local linear approximation to
the singular support which can be regarded as a first order Taylor polynomial of the singularity
function g. Hence, we will use it as a starting point for the construction of the Taylorlet trans-
form. To this end, we need an extension of the classical shear: we will use a modification of the
higher order shearing operators introduced in [LPS16].
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Definition 4.7. For n €Ny and s = (sp,...,s,) | € R"*! the n-th order shearing operator is defined

as

4
x+X0 % x
Sgﬂ) :[RZ . RZ’ Sgn)(x) = =0 0! 2

X2

In contrast to [LPS16], here the higher order shearing operator also includes a simple transla-
tion along the x;-axis in the form of sy. This is included to emphasize the Taylor coefficient
perspective on the singular support of the analyzed function.

Furthermore, for a, @ > 0 we use an a-scaling matrix [LPS16]

A central property of analyzing functions of continuous multi-scale transforms is the vanish-
ing moment condition which plays a crucial role for wavelets in order to detect singularities of
a certain smoothness [MH92]. For shearlets there exist analogous results [Groll]. Pursuing a
similar goal, the following definition of analyzing Taylorlets incorporates some special vanish-
ing moment properties.

Definition 4.8 (Vanishing moments of higher order, analyzing Taylorlet, restrictiveness). We say
that a function f : R — R has M vanishing moments of order n if

ff(J_r t*)t"dr =0
R

forallme{0,...,kM—1}andforall ke {1,...,n}.

Let S(RY) denote the Schwartz space on R? and let g, i € S(R) such that g has M vanishing
moments of order n. The space of Schwartz functions with infinitely many vanishing moments
of order n will be denoted by S, (R). We call the function

T=g®h
an analyzing Taylorlet of order n with M vanishing moments.
We say 7 is restrictive, if additionally
@i L{g(O) #0 forall je€{0,..., M}, where I, g(t) = f_toog(u) du and

() S h(Ddt 0.

The concept of the restrictiveness is a generalization of the non-vanishing moment conditions
employed on certain shearlets in [KP15, section 2.2] for the purpose of edge classification. Fur-
thermore, in Theorem 4.23 we show that for arbitrary n € N, the set of restrictive analyzing Tay-
lorlets of order n is not empty.
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We define the Taylorlet transform as follows.

Definition 4.9 (Taylorlet transform). Let ,ne Nandlet7 € S (R?) be an analyzing Taylorlet of
order n with r vanishing moments. Moreover, let @ >0, t € R, a> 0 and s € R"*'. We define

a

X1
rﬁ,'f;f? (x):=1 (A(la)S(_ns) ( )) for all x = (x1, xp) € R%.
Xo—1

Whenever the values of @ and n are clear, we will omit these indices and write 7, s ; instead.
The Taylorlet transform w.r.t. 7 of a tempered distribution f € S'(R?) is defined as

T flas 0= (1,707,
In order to properly state the mapping properties of the Taylorlet transform, we now introduce
the topologies of the most important function and distribution spaces.

Definition 4.10 (Topologies of some function and distribution spaces). Let X be a topological
vector space and let X’ be its dual space. A set B c X is called bounded, if

sup|(x,x)| <oo forall x'e X'.
X€B

Let B denote the set of all bounded subsets of X. The strong dual topology of X’ is generated by
the following family of semi-norms:

I-lg: X —[0,00), [x'llg=supl(x’,x)|, whereBeB.
X€B

The topology of the Schwartz space S(R%) is generated by the seminorms

I-llap: S®Y) = [0,00), lPllap=sup

xeR4

x“@fgb(x) |, where a, f € N&.

The space S'(R%) of tempered distributions is the dual space of S(R%) and will be endowed with
the strong dual topology.

The space C*®(R?) of smooth functions is endowed with the topology generated by the semi-
norms

I Ik : C°RY — [0,00), [Pllnk= sup supldiep(x)],
|Bl<N xeK

where N € Ny and K < R? is compact.

In the following proposition we will show some basic properties of the Taylorlet transform.

Proposition 4.11 (Properties of the Taylorlet transform). Lett € S (R3) be an analyzing Taylorlet
of order n e N. Leta > 0 and let V = R, x R"*! x R denote the parameter space of the Taylorlet
transform. Then the following statements hold:
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1. Forall f € 8'(R?) themap T; f : V — C is well-defined.
2. Forall f € 8'(R?) we have T, f € C® (V).

3. Let 8'(R?) be endowed with the strong dual topology. Then the Taylorlet transform T :
S'(R?) — C*®(V) is a continuous linear operator.

4. Let f € I*(R?) and let t have at least one vanishing moment. If T, f =0, then f = 0.

Proof. 1. Since fe S’ (R%) and 7, € S(R?) for all v € V, the Taylorlet transform

T f)={f,1,)

is well-defined.

2. In order to prove that for all f € &’ (R%) the Taylorlet transform of f is smooth, we first
show that the parameter derivatives of the Taylorlet are Schwartz functions, that is

6/31,, e S(R?) forallBe l\lg+3.

A simple computation yields the derivatives of 7, for all x € R?:

n  Sk.k
X1=Yp o %o

Xo—1
[,ZZ .aJCgTU(x))

0aTy(x)=— W

Oy Ty(X)—a-

x5
askTv(x) = _m 'axlTv(x);

1
0:Ty(X) = —— 0, T (%)
a

Since the derivatives with respect to v are sums of products of polynomials in x and
derivatives of 7, with respect to x, any derivative with respect to v is a Schwartz func-
tion.

For f € S'(R?), any first order partial derivative of the Taylorlet transform of f can be rep-
resented as the limit of a difference quotient, that is

T:f(v+hep) — T+ f(v)
h

0y, To f(v) = }lig})

for £ € {1,...,n+3}, where e, denotes the £ unit vector. We obtain

T:f(v+hep)—Tf(v)
h

1
= Ilal—r»r(l)ﬁ [(fTvrne,) = {fr70)]
= lim <f,M>.
—_—

0y, T f(v) = ’llig})

h—0 h

::Avg,hrv
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We now prove that forall fe S '(R?), we have
%iE)(f)Av[,hTU) = (f)al/ngl)'

This coincides with the weak S (Rz)-convergence
Ay, pTy — 0y, Ty forh—0.

We will show the strong S (R?) -convergence of this function sequence, that is, the conver-
gence in the semi-norms || - |, for @, § € NZ, which implies the weak convergence. For
this, we utilize Taylor’s theorem which yields for all 2 > 0 and x € R?:

1 U[+h 9
Ay nTy(X) =0y, Ty(x) = m " 0, T5(X)(ve — D) dy, 2)
where 7 = (vy,...,V¢—1,Up, Vps1,..., Un+3). We thus obtain foreach a, f € I\I(Z)

”AthTU - aWTV ”a,ﬁ sup xaag (Av;,th(x) - avﬂ'y(x))‘

xeR?
9 1 vo+h _ B
@ sup x“afﬁﬁ 05,75(x)(ve — Uy) d iy
xeR? ve
l/[+h ﬁ
< sup f x%050%,75(x) diy
xeR? 1Jve
< h-sup sup x“afaigrg(x)|.

x€R2 Uy€lvy,ve+h]

Since 037, € S(R?) for all y e N'*3, we have

sup sup
x€R2 Do€lve,vp+h)

x“aﬁaiim(x)( <00
for all i € K, where K < [0,00) bounded. Hence, we obtain for all a, § € I\Ig:
}li_n}) 120,170 _avﬂvna,ﬁ =0.
Consequently, 0,,7; f(v) = (f,0,,7,) forall £ € {1,...,n+ 3} and so the partial derivatives

exist. This argument can be iterated to show that any derivative of the Taylorlet transform
T f exists for all f € S'(R?) and thus 7 f is smooth.

. The Taylorlet transform 75 : 8'(R?) — C®(V), T, f(v) = (f,T,) is linear due to its defi-

nition as linear functional. Since the topology of C*°(V) is generated by the seminorms
Il - Ik, it suffices to show that for all N € Ny, K € V compact and € > 0, there exists a
neighborhood U c 8'(R?) of 0 such that

sup supla,[j’ﬁf(v)l <g¢ forall feU.
|Bl<N veK
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To this end, let K c V be compact and ¢ > 0. We will now show that the sets
Tpx ={0h1,: veK)

are bounded for all § € I\I(’)”S. For this, let f € S'(R?). Then,

sup I(f, (/))I—sup (fa Ty)

()bETﬂK

<00,

since Gﬁ 2TvES (R?) and K c V is compact. Consequently, the sets Tg k are bounded and
sois Tyx = (1 Tpx for N €Np. According to the definition of the strong dual topology,

IBl=N

the set Ty x induces a semi-norm in the strong topology of S'(R?) by

I 7y : S’ ®)—C, fllrye= sup Kf ).

¢eTnk

Thus, the set
Un,ke={f €S R :IIfliTy, <e}

is open in the strong dual topology of S'(R?) and for all f € Uy k. we have

sup suplagTTf(v)l = sup supI(f,dgry)I
|Bl=N vek IBl=N vekK

= sup K =111y, <

$eTN Kk
4. If T, f =0, we especially have
T f(a,s,t)=0 foralla>0, sg,s1,€R and for s =...=s,=0.

In this situation, the Taylorlet transform reduces to a shearlet transform utilizing an a-
scaling matrix. As shown in [DST12], a shearlet transform of this type offers a reconstruc-
tion formula for f € L?(R?). As 7 has at least one vanishing moment of order 1, it is an
admissible shearlet and yields the following reconstruction formula for s, =... = s, = 0:

(X) [ fffﬂ (a’s’t)Tast(x) dtdSo dSl f.a.a.xe[R%z.

Thus, we obtain f =0.
O
We want to distinguish between the right choice of shearing parameters s = (sy, ..., s;) which

are those corresponding to the Taylor coefficients of g, and the incorrect ones by comparing the
respective decay rates of the Taylorlet transform. We will show that, if the choice is incorrect, the
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Taylorlet transform decays fast because of the vanishing moments of higher order. The restric-
tiveness on the other hand makes sure that the Taylorlet transform decays slowly at a correct
choice of shearing parameters.

4.3 Construction of a Taylorlet

In the setting of the continuous shearlet transform the vanishing moment property w.r.t. the
x1—direction is inherently given by Definition 4.5 of a classical shearlet v, i.e.

() = 91 E1) P2 (?) forall £ € R, £, #0,
1

since 0 ¢ supp(¥1). In the Taylorlet setting, the function g essentially takes over the role of
1. Unfortunately, vanishing moments of g alone are not sufficient for the construction of an
analyzing Taylorlet, as we additionally need vanishing moments of g(+t¥) for all k < n. Thus,
we cannot rely on a construction via the Fourier transform. So, we will present two different
approaches for constructing Taylorlets. The first ansatz utilizes derivatives to produce vanishing
moments similar to the method used in [MH92], while we rely on the methodology of q-calculus
in the second construction.

4.3.1 Derivative-based construction
We will first present a construction procedure and images of each construction step starting

from the exemplary function ¢(t) = e"". Later, we prove that the resulting function is a restric-
tive Taylorlet of order n with M vanishing moments.

General setup

I. We start with an even function ¢ € S(R) fulfilling il —ew=e”

0.8}

»P0)#0 o kmod2=0.

0.4}

This condition is necessary for the Taylorlet to be a Schwartz ~ ozf
. . 12
function. For instance, we can choose ¢(t) = e~ "
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II. Let v, € N be the least common multiple of the numbers

1,...,n. We define 0.;
Gn(0):=p(t") forall reR. z:’
This function is still in S(R) and fulfills 0:2
PO £0 o kmod2u,=0. LI

III. We define

1 peMu)
(PnM (2MUn)' n ol
This function has 2Mv, vanishing moments since each

derivative generates one further vanishing moment. Further-
more, the function is also in S(R) and fulfills

%, #0 o kmod2v,=0. 20
IV. We define .
B = o) forall teR ‘
Gnm = Pnm (I I ora "
The concatenation with the function | - |ﬁ ensures that J)n M or
has vanishing moments of order n. The function ¢, ), fulfills of

¢, 0 #0 < kmod2=0.

L L L L L L L
-6 -4 -2 0 2 4 6

So, it is smooth despite the singularity of |-|'/*» and belongs to
S(R), as well.

V. For all ¢ € R, we define wl
~ 20
8():== 1+ 1)pnm(1). o
This step guarantees that the necessary properties of g for the :zz
restrictiveness are fulfilled. Furthermore, g € S(R).

L L L
—6 —4 —2 0 2 4

o

VI. We choose a function h € S(R) such that [ h(f)dt # 0 and
define the Taylorlet 7 := g ® h. Since g,h € S(R), we have
7€ S(R?).

In the following theorem we will prove some properties of the function 7 generated by steps I-VI
above.

Theorem 4.12. Let M, n € N. The function T described in the general setup exhibits the following
properties:

i) TeSR?).
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Fig. 4.1: Plots of the Taylorlet example, starting from the function ¢(z) := e~ tz, g =L+ 0 Po2(8), h(1):= e_tz, given in
(27). Increasing curvature from left to right with s = 0 (left), s, = 1 (center), sp =2 (right).

ii) T is an analyzing Taylorlet of order n with 2M — 1 vanishing moments.
iii) T is restrictive.
Proof.

i) Since T = g ® h and due to the general setup h € S(R), we only need to prove that g € S(R). To
this end, we show that the Schwartz properties are consecutively passed on to the next function
through every step of the general setup.

First, we observe that with the change of the argument ¢, := ¢(()"") in step II the Schwartz
properties of ¢ remain. Furthermore, we obtain with the condition from step I that

dP0#£0 < kmod2v,=0.
This property is invariant under the action of step I, i. e.,

0#£¢® =M™ 0) o kmod2v,=0

for all M € N. After step IV the function ¢y, as := ¢ (I . Iﬁ) is clearly smooth on every set not

containing the origin. In order to show the smoothness of ¢, »s in the origin, we use Taylor’s
theorem to approximate ¢, ) by a Taylor polynomial. We thus obtain that

K (/)(Zkvn) (0)

(Pn,M(t) = Z M

2Ry o (1K) for t— 0.
& 2kuy)!

Hence, we can approximate ¢,, ,; by a sequence of polynomials, as well.

7 1§ (Pglz,llc\/}/n)(o) 2k 2K
(Pn,M(t):(pn,M('t'”"):I;)Qk—l}’l)!'t +0(t ) fort — 0.
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Consequently, ¢,y is smooth and inherits the Schwartzian decay property of ¢, ;. Hence,
dn,m € S(R). In the last step we get that

g):=Q0+0)Ppm(D

is a Schwartz function.

ii) We will prove this statement in three steps. First, we will show that ¢, ps has 2Mv,, vanishing
moments. In a second step we will prove that ¢, s has 2M vanishing moments of order n and
in the last part, we show that g has 2M — 1 vanishing moments of order 7.

STEP 1

As shown in the proof of i), ¢, ¢ p € S(R). Hence, their Fourier transforms exist and we obtain
— N —
Bt (@) = ( (nszn)) () = (_I)MvanMl/n(pn(w)_

Consequently, m has a root of order at least 2M v, in the origin and hence ¢, s has at least
2Mv,, vanishing moments.

STEP 2

We now prove that (Z)n M:i=¢nm(- |Yvn) has M vanishing moments of order n. To this end, let
ke{l,...,n}. As ¢, 1 € S(R) due to i) and additionially is an even function, we obtain

f J)n,M(ixk)xm dx=0
R

for all odd m € N. So we only consider even moments.

f &n,M(ixk)xzm dx
R

o0
= z.fo (Pn’M(xk/vn),me dx (substitute xX= y”"/k)
2v o0 n
=2 [ )y ay
k Jo
2 e n
= % j(; (pglel/n) (y) . y(2m+1)' k -1 dy (partial integration)
2 oo _ n
_ Z” Jem+1)-4-1] / MU (). @MV T =2 gy (multiple part. int.)
0
2v o0 —2m—1)-
_ kn'[(2m+1).%_l]!'fo PUkM=2m=Dwalkel) 1y 1
2

bl
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Since (pif) (0) #0 e ¢ mod2v, =0and 2kM —2m —1 mod 2 = 1, the expression in the last row
vanishes.

STEP 3

Now we will show that g has 2M — 1 vanishing moments of order 7.
f g(tk) tMdt = f A+ NPy (BY ™ dr
R R
= f Gt tmdt+[ G (5 F M.
R R
Due to the result of STEP 2, this expression vanishes if m + k < 2k- M. Hence, g has 2M -1

vanishing moments of order n and 7 is an analyzing Taylorlet of order n with 2M — 1 vanishing
moments.

iii) In order to prove that T = g ® h is restrictive, it is sufficient to show that
g #0 foralljeo,...,2M—1}

since [p h(t)dt # 0 is already given in step VI of the general setup. This property will be shown
in two steps. First we will prove the sufficiency of

0 ~
f G (D™ AL £0
0
for all m€{0,..., M —1}. Afterwards we will reduce this property to the already proven property

that
W0 #0 o kmod2v,=0.

STEP 1

Ilg(O)zf() gt tde
=f P+ 0t/ dt
0
=f </3n,M(t)tf‘1dHf POt dt.
0 0

Since ¢, ) is an even function with 2M vanishing moments, we obtain for k < M that

- 11 -
f ¢n,M(t)t2kdt= —f(,bn,M(t) t2kdt=0.
0 2Jr
Hence, we can conclude for the iterated integral of g that

[ Gum(ti~Vdr, if jmod2=0,

g(0)= . .
s {fé"’sbn,M(t)tfdt, if j mod 2 =1.
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Since g has 2M —1 vanishing moments, the statements [ ig(O) #0and I/ g(0) # 0 are equivalent.
Consequently, we obtain that I J]r g(0) #0forall j€{0,...,2M — 1} is equivalent to

o0
f GO dt#£0 forallmef0,...,M—1}.
0

STEP 2

o0 _ 0o .
-[0 (Pn,M(t)t2m+ldt = j(; (Pn,M(tﬁ) 2m+l g,

t=u’" o v,2m+1)  v,-1
= vy Gnm(u’" -u""du
0

o0
= vn-f G (@) u?r gy
0

o0
_ Vn'f PEMUD) ()20 (M) gy
0

part. int.

o0
[2vn(m+1)—1]!-vn-f pEvntM=m=1+ gy
0

= —Ruym+1) =17 v, - Er M= gy

The last expression does not vanish for any m € {0,..., M — 1} because (/)’,C,(O) #0< kmod 2v, =
0. Hence,

o0
f G (O™ dr#£0 forall me{0,...,M—1}.
0

Due to STEP 1 we can conclude that Iig(O) #0forall je{0,..., M—1}. O

Remark 4.13. The sequence v, =lcmf{l, ..., n} is innately connected to the second Chebyshev
function which plays a crucial role in most proofs of the prime number theorem. The second
Chebyshev function is defined as

Y(x) = Z logp.

peP,keN: pk<x

Its relation to the sequence vy, is given by the equation v, = e¥"?. The second Chebyshev func-
tion v itself is connected to the prime number theorem. It states that the prime counting func-
tion m(x) = [{p € P: p < x}| exhibits the asymptotics
m(x)logx

lim 108X _

X—00 X
This statement can be proven via a relation to v, since it can be shown [Apo76, Theorem 4.4]
that it is equivalent to ¥ having the asymptotic behavior

lim _w(x) =

xX—oo X

1. 3)
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This property is easier to show and can be proven by a relation to the Riemann Zeta function.
On the other hand, (3) also provides the asymptotics for v;;:

logv,
n—oo n

=1 for n — oco.

4.3.2 Construction based on q-calculus

In the previous subsection, we considered a derivative-based approach to the construction of
a Taylorlet. While this ansatz allows for arbitrarily many vanishing moments, it falls short of
providing a function with infinitely many vanishing moments. In this subsection, we will pur-
sue a different approach which is based on the idea of utilizing dilations for the generation of
vanishing moments.

The process of generating vanishing moments by considering linear combinations of dilations
of a function yields a structure which can be studied by applying a q-calculus of operator-valued
functions. This calculus is a variation of the classical analysis and resembles the finite difference
calculus, but uses a multiplicative notation instead. This calculus recently gained interest due
to its applications in quantum mechanics. The construction we present has an inherent con-
nection to the g-Pochhammer symbol and the Euler function.

Despite its modern applications in quantum mechanics, the first accounts of q-calculus actually
date back to the days of Euler. When he developed the theory of partitions, he introduced the
partition function p : N — N with p(n) being the number of distinct ways of representing »n as
a sum of natural numbers up to ordering. E.g., p(4) = 5, as there are five ways to represent 4 as
sum of natural numbers:

4=4
=3+1
=2+2
=2+1+1
=1+1+1+1.

Euler found out that the infinite product
=3
k=1

=) pmq"
I nX::o

is the generating function for the partition function [Ern00]. Its reciprocal is also known as
Euler’s function.

Definition 4.14 (Euler’s function). Let g € C with |g| < 1. Then,

@) =[]a-¢5
k=1
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Infinitesimal calculus g-calculus
R = dqf () = KR
% x"=n-x""1 dg(x™) =[nlg-x""1 = % xn1
n! (nlg!=T1I;_,[Klq
(2 () = mrinimy
(@)n (@ @) =TT} (1 - aqh)

Table 4.3.1: Overview of important q-analogs

is Euler’s function.

This function is not to be confused with Euler’s totient function which is also denoted by ¢, but
¢(n) there displays the amount of numbers up to n which are relative prime to n.

The concept of g-calculus is similar to that of the finite difference calculus, but the q-derivative
of a function f :R — R is defined as

flgx) - f(x)

gx—x

dqf(x) =

rather than Dy, f(x) = w For a more general overview on q-calculus see [KC02]. Similar
to the finite differences, the infinitesimal theory can be obtained by g-calculus via the limit
process g — 1.

As an example, the g-derivative of a monomial can be found to be

q"-1
="

‘xn—l'

The occuring factor is also known as the g-bracket [n]; = %. This yields a generalization of
the classical binomial coefficient
ﬁ (n+1-klq4
(klg

k=1

One of the most central concepts in g-calculus is the analogue of the classical Pochhammer

symbol. It is defined as
n-1

(@qn:=]] (1 - aqk).

k=0
It can be represented in terms of the g-binomial as shown in the following lemma which will be
important later in this section.
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Lemma 4.15. [Ext83, (4.2.3)] Letx€R, g >0 and neNy. Then

(x; _w[n ®y, k. k
iD= | 4Dt
k:0 q

The q-Pochhammer symbol also is the initial point for a multitude of important functions in
g-calculus. Among them, the Euler function can be represented as

() =(q; 9 oo-

Aswe will see in Theorem 4.23, the Euler function can also be expanded as a series of g-Pochhammer
symbols. An important fact when dealing with infinite products is the question of convergence,
which is answered by the following two results.

Theorem 4.16. [Ern00, Theorem 2.2] Let Q be a region in the complex plane. Suppose { f}
is a family of holomorphic function in Q such that

neNy

frn(@)#0 forallzeQ

and the series }_,en, \ 1 - fn(2) | converges uniformly on all compact subsets of Q). Then, the prod-
uct

f@=1] f2

neNy
converges uniformly on compact subsets of Q and f is holomorphic in Q.

Corollary 4.17. Let D = {z € C: |z| < 1} denote the complex unit disk. Furthermore, let a,q €
D,keNyandletf:D—C,z— (2 qoo and g: D — C, z— (a-z%;z) . Then, f and g are
holomorphic on D.

Proof.

1. For z € D, we can represent f as the product

o0
f@=]](1-4g"%).
n=0
In the notation of Theorem 4.186, f;,(z) = 1— g" z. We can now observe that f;(z) # 0 for all
neNg and z € D. Moreover, the series
|z]
1-lql

Y 1-fu@|=1zl- ) IqI" =
n=0 n=0

converges uniformly, as |g|,|z| < 1. Thus, f is holomorphic on D.

2. For z € D, we can represent g as the product

o0

g =1] (l—wz’””).

n=0
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In the notation of Theorem 4.16, f,(z) =1-a- zk¥*" We can now observe that fn(2) #0
for all n € Ny and z € D. Moreover, the series

e’ ‘ fo'o) 0£|Z|k
Y 1-fu@|=a-1zF- Y 121" = .
=0 = 1-|z|

converges uniformly, as |a],|z| < 1. Thus, g is holomorphic on D.

Construction

In order to obtain a function g € S, (R), i.e., a Schwartz function whose moments all vanish, it
is sufficient to construct a function ¥ such that

1. yiseven,
2. y®(0) = ¢85 for some ¢ #0,
3. foPw(x)xF dx =0 forall k € No.

As the following proposition shows, with such a function ¥, we can construct a function with co
many vanishing moments of arbitrary order n.

Proposition 4.18. Let the functionw € S(R) fulfill the conditions 1. and 2. and let vy, :=lcm{l, ..., n}.
a) IfMeN and [y° w(x)x* dx=0 forall ke {0,..., Mv, — 1}, the function
g:=wo w/1-le S(R)
has M vanishing moments of order n.

b) Ify fulfills condition 3., the function
g:=vo Y| 1€S;(R).

Proof.  a) The decay conditions of ¥ are not changed by the concatenation with *4/[-[ and its
smoothness is preserved as well due to condition 2. Hence, g € S(R). So, it only remains
to prove, that g has M vanishing moments of order n. As 1y and g are even Schwartz
functions, all odd moments vanish anyway. So we only consider even moments.

[I;g(i tk)tzmdtz\/I‘Qu/“tlk/’/n)tzmdt
(o0}
zzf w(tk/vn)IZmdt
0

® 2mun ik Un  v,ik-1
:Zf wu " TM "t du
0

2

Un [ Cm+D) v,/ k-1
e v(uu " du=0
0
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forall me{0,...,kM—1},since k| v, forall ke {1,...,n}.

b) This follows immediately from a).

O

For the construction of a function y with properties 1. - 3. we start with an even bump function
¢ € CZ°(R) and a number ¢ > 0 such that ¢|_, ) = 1. Hence, properties 1. and 2. are already
fulfilled, ¢ is a Schwartz function and we only need to gather vanishing moments. This can be
achieved for g € (0,1) by the following function sequence:

(,bm+1 = (Id - qm+1Dq) (pm»

where for g > 0, Dy is the dilation operator with D : L°(R) — L*(R), D, f(x) = f(gx). Each
step in this sequence adds one further vanishing moment to the function. Hence, ¢,, has m
vanishing moments, as shown in the next lemma.

Lemma 4.19. Let ¢ € S(R) be an even function and let
$ms1 = (1d= g™ Dg)
forall meNy. Then ¢, € S(R) and
f dm)x‘dx=0
Ry
foralll €{0,...,m—1} and for all m e Ny.
Proof. The statement can be shown inductively. Obviously, the statement is true for ¢pg. Now

we assume that ¢, € S(R) and fRi Gmx)x‘dx=0forall £ €{0,..., m—1}. As the Schwartz space
is invariant under dilations, ¢ ;11 € S(R). Furthermore, for all ¢ € {0, ..., m — 1}, we have

f(bmﬂ(x)x’dx:f (pm(x)xldx—qm“-f (pm(qx)xédx.
R, R, R,

e Y e — ~
=0 =0

Furthermore,
fma (Pmﬂ(x)xmdx:fR [pm() =g P (gx)] x™dx
=fu@ P (X)X dx — fR P (qx)-(qx)" q dx

:f (/)m(x)xmdx—f Gm(x)x"dx
R, R,

=0.
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As a consequence of the previous lemma, [;° ¢, (x) dx = 0 for all m € Ny. As this contradicts the
restrictiveness condition, we cannot immediately use the functions ¢,, to produce restrictive
Taylorlets. We will present a method to achieve this in Lemma 4.27.

The following proposition shows that the function ¢, exhibits m vanishing moments, but does
so by proving that its Fourier transform has a root of order » in the origin.

Proposition 4.20. Let ¢ € L' (R, x"*dx) and
Gms1 = (Id_ qu 'Dq) bm
forallmeNy. Then

Pn(w) = (1- q_l)n~w”-d;’_l(7)\o(a)) forallweR.

Proof. We first look for an appropriate representation of ¢,. To this end, we will use Lemma
4.15 and utilize
- (7 x k. k
CTPEDY g (k. xF,
k=0 k
q

Since the dilation operator commutes with scalar multiplication, we can write ¢, as an operator-
valued q-Pochhammer symbol

n—-1
¢n=[] (1d=q"™*'Dg)po=(aDg;4),, %0
m=0
and obtain that
C () Gk gk
¢”:sz) k q?¥(-1)"-q Dqk%- 4)
= q

Due to [Ern12, (6.98)], for g > 0 the n™ g-derivative of a function can be represented as
- (M - " (n k _
dgf(x) =(g-1)""q () x nkZ‘b(k) q(z)(_l)kf(qn kx).
= q

By inserting g~! for g, f = ¢, x = w and comparing the upper equation to the equation we want
to prove, we can see that it remains to show that

(ﬁ:l(w) = q(:l) Z n q_(lzc) (_l)n_k(f)a (qk—nw) . (5)
k=0 k g



106 Chapter 4

. Taylorlet transform

To this end, we first represent (Z)q in terms of (Z) ey We can write

n 3 ﬁ 1_ qI’H»l*[
k . T 1-q°
k n+1-¢ l—-n-1
q q -1
= H .

k ,0-n-1
_—2(%Y+k(n+1) q -1
e I

=1

q‘-1
n)
q*l.

— 4kn=k)

By applying the Fourier transform to equation (4) and inserting the upper equality, we get

n

Frw- 3" q@(_n’%(%)
k=0\"/4 9
B n (n GOrR n—kA( @ )
_ a2 =D o |
n " b0
_y 1] grnngl zk)(—l)”‘k%( :)—n)
i=0\k q! !

n

= q(Z‘) Y (n) q‘(’zc)(_l)n—k(’p\o(
k=0 k g-!

)

gk-

a+b

where the last equality results from ( 5

)= (5) +ab+(3).

O

The next lemma shows that the sequence ¢, converges to a function satisfying the properties

1.-3.
Lemma 4.21. Let ¢ € S(R) and let q € (0,1) and € > 0 such that ¢pol(_, ;) =1

Gma1=(1d— g™ Dg) pm

and let

for all m € Ny. Then the function sequence ¢, converges uniformly to a function v € S(R) for

m — oo. Furthermore,

(49 90l
(p(q) 1+q—(m+1)

v =bmlo =

forallmeNy

and vy fulfills conditions 1. - 3.
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Proof. We first show that ¢, is a Cauchy sequence w.r.t. the L*°-norm and hence that it con-
verges uniformly. To this end, let £, m € Ny. Then

||¢m+[ _(Pm”oo = H [1_[ (Id_ qm+1DQ) _Id] (Pm”oo
=l[(a™*' Dg; @), ~1d] P . -

Utilizing Lemma 4.15, we obtain

14 " Y
Ipmre = Pmlloo = [Z(—l)kq(z) : (k) -q*"m D, —Id] P
k=0 q -
S k(5 [¢ k(m+1)
ol | PR M D e | ¢m
k=1 q -
¢
< Idmlleo- Z q[(’;)+k(m+l)] ([)
k=1 k),
4 [ & k-1 1- v—{¢
_ ' B)+kom+1)| | q
[Pmlloo ];q U=
[ [ k o0 1
' B)+kom+1)| |
< llpmlloo kZ::lCI VUOI—qV“
1
“ol@
k(m-+1)

IPmllos & km+1) _ 1Pmlloo
<10l 5 gy < ol 5
e(a) = e(a) =1
_ 1émlloo 1
(P(LI) 1+q—(m+1)'
As the Euler function is strictly decreasing on [0, 1] with ¢(0) = 1 and ¢(1) = 0, it is positive on

the interval (0,1). Hence, it only remains to show that ¢,, has a uniform upper bound. To this
end, we observe that for m € Ny we have

(6)

[#ms1lloo = 1(1d =" Dg) ol
<omlloo+a™ " 1Dgdml o
=(1+a™") [ ¢mllo-

Hence, we can inductively show that

n%mmmsjﬁh+q“ﬂwwﬂm

=0
=(-4;4) .1 I$ollco-
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Due to Corollary 4.17, for g € (0, 1), the expression (—g; q) ., converges for m — oco. By combining
this result with (6), we get the desired estimate

(40 lo]o

(,0(6]) 1+ g-(m+D) for all m € Ny.

” Y- (Pm ||oo =
We now proceed by proving the properties 1. - 3. for v.

1. Since ¢ is even and the constructive function sequence consists of linear combinations
of dilates of ¢py, v is even, as well.

2. Asoli_g e =1, we only have to show that ¥ (0) # 0. We can represent the limit function as
O k+1
y =[] (1d- 4" D) go.
k=0

Due to ¢¢(0) = 1, we obtain that

[

y©) =[] (1-4"") =g (q)>0.
k=0

3. As shown in Lemma 4.19, fg’ocpm(x)xk dx=0forall ke{0,...,m—1} and m € N. Hence,
Jo? w(x)x* dx = 0 for all k € Ny. So it remains to prove that ¢ € S(R). To this end, we
define

D () lloo-

Ck,t,m = ||xk(l>

In order to prove that ¢ € S(R), we will show that uniform upper bounds in m exist for the
Cke,m- 1.e., for all k, ¢ € N we determine a ci o > 0 such that

C,0,m < Ck,¢ for all m e Ny.
For this purpose we estimate ci, ¢, ;,+1 in terms of ¢ ¢ ;.

k0 ()= 204 (1d = g™ Dg) pin(0) = - (1d = ™1 Dy | p18) (0.

m+1
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Hence, we can estimate
kot
Ck,0,m+1 = Hx (P(m)Jrl(x) H
[e.0]
= ka : (Id— q"”“qu) ¢\ (x) ”oo

= | o]+ (a2 087 (a2

< (1+qm+£—k+1)

m
< H (1 " L]W—[_kﬂ)'ck,g,o

v=0

*Ck,t,m

m
(+1+v—k
Scroo- [[A+gTYTH
v=0

(+1-k.
=Cke,0° (—67

q

l(+1-k
+ ;q) '
oo

The last inequality holds, as for all a <0 and m,n e N,

)m+1

=Ckt0° (—67

m+n-1 m+n—1

(@)= I (1-ad")=(@a), 1 [1-ad")>(@a),.

Due to Corollary 4.17, the expression (- gtk q)oo indeed converges for all g € (0,1).
Thus, cx,e,m < (—g°17%;

,q)oo “Ck,e,0 =: Ck,¢ for all m € Ny. Since ¢ € S(R) by prerequisite,
Ck,¢,0 is finite for all k, ¢ € Np.

O

The next lemma gives an explicit representation of ¥ as a series of dilates of ¢y by using the
g-Pochhammer symbol.

Lemma 4.22. Let ¢ e S(R) and let q € (0,1). Then

oS 1
w=lim ¢pm=Y —————D_i¢by.
m—co "™ ezzo(qﬂ;q‘l)g 1

Proof. We can rewrite the function v as

—18

w=[1 (d-4"" Dy)go= (4 Dyi ) .0

0

3
i

Due to a result of [Eul48, Chapter 16], the following series expansion holds for |g| < 1 and for all

zeC: (n-1)/2
X (—1)"- qn n—
(Z, @)oo = _—
Doo= L o

LN
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Since the dilation operator commutes with the multiplication with constants, we can rewrite
the limit function v as

w=(

{Q

'Dq;Q)oo(,bo
(_1)[ . q[(f—l)/Z
RO

(-1¢
q—(£+1)€/2.HZ:1(1 —gk)

I
gl

-q" D ge¢po

~
Il
(=}

I
gl

qu(Po

~
Il
(=}

M

(6]_1 q—l) qIQDO-

O

The next theorem utilizes all of the previous lemmata to show an explicit formula for the limit
function y € S* (R).

Theorem 4.23. Let q € (0,1), € > 0 and let ¢o € CZ°(R) be of the form

1 forlx|<e¢,
¢o(x) =4 n(xl) forlxle (s,gq‘l] )
0 for|x| > 66]_1

wheren € C* ([e,eq"]) is chosen so that ¢y € C*(R). Then, v =T150_, (Id— g™ Dy) ¢po has the
explicit representation

o0

y(x) =¢(q)+ Z 77(67['|x|)‘ i :

(a7 5q7Y), 6/‘1) =@ ha7),

Veg-tieg-eny(xl)  forallxeR,

where @ is the Euler function.

Proof. Due to the form of ¢g and Lemma 4.22 we obtain that

o 1
Y=Y —— 5 Dyepo()

i=o(a a7,
x 1

= Z (q—l' q_l . [ﬂ[_gq—iysq—i] (x) + (Dqﬂ]) (IxD) - ]l(gq—i,eq—(iﬂ)] (le)]
=0 ’
00 1 /-1

= Z —(q_l'q_l) (Z ]l(gq keq (k+1)](|x|) + L—ge (x)+77( ) IL(‘eq Ceq=t+D (lxl))
=0 ’ k=

= —— I g+ Legk,eq-keny(1x]) - —
Z{) (q_qu_l)g I;) (eq~eq 0] é:%ﬁ (aYa l)e

n (q[ : |X|) "Leqteqmesny UxD)-
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By inserting x = 0 into the upper equation, we obtain for all x € R that

o0

YO =) ———
izolaha™),
By repeating this for the equation
() = | [[ ([d= g™ Dg) o | (x),
m=0

we can conclude with ¢ (0) =1 and (D, f)(0) = (Idf)(0) for all @ > 0 and all f € C(R) that

L e, 0= | [ am @[ o= [T a-0= [T 0= =ofa)
= ) ¢ m m=

This equation together with Y32 , | (q‘+¢i‘l)k ela)-X¢, W delivers

< ¢ 1 1
W(X):(P(q)'ﬂ[—s;fl(x)'i‘g) (p(q)_k;o(q‘l;q‘l)k+(q—l;q—l)['D"muxD ']l(qffg;qf(£+1)£](|x|)
l
l
ola)+ Z (a75a7), q‘l) nfa )= LT, c/‘l) ] Heerteqen (3D

We can also utilize that ¢(x) is known for special values of x. For instance, it is known that

ez -
pe™)= 24—() [Ber05, p. 326].
287

@I~
i P

With the choice g = e™”, we hence obtain the following formula for a function in S (R):

1 _ £ 1
erem, €TI0 = X o | Leermearn ().
=0 ’

In order to obtain a Taylorlet which not only fulfills the vanishing moment conditions, but also
the restrictiveness, we consider a slightly altered construction procedure which is presented in
the following setup.

General setup

1. Let ¢ € S(R) be a non-negative function.

2. LetneN, v, :=lcm{l,..., n} and let ¢ (2) := ¢ (£2"") for all r € R.
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3. Let the function sequence (¢;) men, be defined iteratively by

Brrer = (Id—g™*'Dg) ¢, mmod2v, #2v, -1,
| =
e bdm, m mod 2v,, =2v, — 1.

4. Lety := ¢pomy, o V11 for M € NU{oo}.

o

Letg(®) =0+ -y forall teR.

o]

. Let he S(R) with [ h(1)dt#0andlett=ge h.

We will prove by using two auxiliary results that this construction yields a restrictive Taylorlet
with 2M -1 vanishing moments of order n. The first of these touches on properties of the func-
tion sequence ¢, and is described in the following lemma.

Lemma4.24. Let m € Ny and let ¢, be defined as in the general setup. Then, ¢, has m vanishing
moments. Furthermore, for all k € {0,...,m — 1}, we have

fm(p (x)~xkdx =0, kmod2v,#2v,—-1,
o #0, kmod2v,=2v,-1.

Proof. The statement that [ ¢y, (x) - xF dx =0forall k € {0,..., m — 1} such that k mod 2v,, #
2v, — 1 follows by the same arguments as in Lemma 4.19. Now let the exponent be of the form
k=2¢v, —1for ¢ e N. As ¢pg is non-negative according to the general setup, we have

o0
f Qbo(x)-x””"‘1 dx>0 forall £eNp.
0

We will now show inductively that [5° ¢, (x)-x>*V"~1 dx # 0 for all m € Ny. As induction hypoth-
esis, we assume that fg’o Gm(x)- x20vn=1 dx # 0 for an m € Ny. If m mod 2v, = 2v,, — 1, we obtain
that
o0 o0
fo Gme1 (x) - 2001 dx:fo Gm(x)-x2 L dx #0.

The case m mod 2v, # 2v, — 1 however yields

[e )

f (Pm+1(X) .xzflln—l ax :f (Id_ quDq) (pm(x) 'x?_él/,,—l dx
0 0
:.[o G (x) - x2E0n1 dx—qm“-fo Dm(gx) - x20 1 dx
:j(; (/)m+1(x) ,x2[Un—1 dx_ qWH—l—ZZVn /(; ¢m+1(y) _yZZUn—l dy

— (1 _ qm+1—2€vn) .f ¢m+1(x) .xzfl/n—l dx # 0,
0
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as mmod 2v, # 2v, — 1. As ¢o(t) := (/J(tz”") for all 7 € R, ¢pg is an even function. Since the
operators Id— q’"“Dq preserve the even symmetry, ¢, is even, as well. Hence, we can conclude
byf(;’o(,bm(x) .x¥dx=o0forke {0,...,m—1} such that k mod 2v,, # 2v,, — 1 that

f(/)m(x)-xk dx=0 forall k€ {0,...,m—1} such that k mod2v, #2v, —1.
R

Since k € {0,...,m — 1} such that k mod 2v,, = 2v,, — 1 is necessarily an odd number, the even
symmetry of ¢, also yields

f(/)m(x)-xkdx:O forall k€ {0,...,m—1} such that k mod2v, =2v, —1.
R
Thus, ¢, has m vanishing moments. O

The next lemma shows that the results of Lemma 4.24 hold for m — oo.

Lemma 4.25. Let m € Ny and let ¢, be defined as in the general setup. Then the function se-
quence ¢, converges uniformly to a function ¢, € S (R) for m — oco. Furthermore,

iy ool
(,0(61) 1+q—(M+1)

|00 = mlloe =

forallmeNj.

The function ¢, has infinitely many vanishing moments and for all k € Ny, we have

foo(p (x)-xkdx =0, kmod2v,#2v,—-1,
0o #0, kmod2v,=2v,-1.

Proof. The proof of the uniform convergence of the function sequence ¢, to a Schwartz func-
tion is analogous to the proof of Lemma 4.21, as the estimates of the latter lemma also hold for
the sequence ¢, considered in step 3 of the general setup. This also yields the desired inequality
for ||</>oo —bm ||oo As ¢ € S(R), the moment integrals are well defined and thus

f""(p (x)-xkdx =0, kmod2v,#2v,—-1,
0o #0, kmod2v, =2v,-1.

due to Lemma 4.24. O

The third lemma describes the pivotal properties of the function .

Lemma 4.26. Let v be defined as in the general setup and let M € NU {oo}. Then, w € S(R) and
W has 2M vanishing moments of order n or infinitely many vanishing moments of order n, if
M = oo. Furthermore,

f w()-t"dt=0ome{0,...,.2M -1} Am mod 2 = 0.
0
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Proof. We prove:

1. veSM),

2. fw(itk)tmdt=0 VY me{0,...,2kM -1} Vke{l,...,n},
R

o0
3. f w(t)-tmdt=0©m€{0,...,2M—1}/\mm0d2=0.
0

1. We will now inductively show that for all m € Ny, ¢, can be represented by a Schwartz
function ¢,, such that for all £ € R,

‘,bm(t) = dsm (tzy")-

According to the general setup, ¢o () = ¢ (') for all ¢ € R which marks the base case of the
induction. As induction hypothesis let m € Ny such that ¢, fulfills the upper equation.
For m € Ny with m mod 2v,, =2v,, — 1, we have ¢,,11 = ¢, due to 3. of the general setup.
So ¢,+1 has such a representation, as well. For m € Ny with m mod 2v,, # 2v, -1, we
obtain

Gme1 (D) = Ad— g™ D) Ppm (1)
= Pm()— g™ Pm(qr)

= G (127) = GV o (G20 £20).
Hence, for (11 := Py — g™ * D geon ¢ém € S(R), we have

Gmi1() = G (£27) forall £eR.
Thus, ¥ := Panre, (VT1) = Pom, (%) € SR).

2. According to its definition, v is an even function. Hence,

/y/(irk) 2"l dr=0
R

for all k,m € Ny. So, we will only consider the even moments. As ¥ := ¢apy, © V11, we
obtain
[ w(itk) t2m dt :f (,DZMUn (|t|k/lln) t2m dt
R R
o0
= 2-[ Gamv, (tk/”") 2™ dy (substitute = u”n’k)
0

o0
l} —
=2'f </’2Mu,l(u)u2m”n/k.?".uvn/k ' qu
0

_2vn

0 oy 2mEl )
T f Gany, (W) -u™"" 2k du=0.
0
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Since clearly the exponent 2v,, - 2’;,:1 —1# -1 mod2v,, Lemma 4.24 and Lemma 4.25,
respectively, yield that the upper integral vanishes if 2v,, - 2’;,:' l_1<2Mv,-1,ie.m<
kM —1.

3. By inserting k = 1 and m even in the statement of the previous equation and exploiting
the evenness of v, we obtain that

oo
f (O dt=0
0
forall me{0,..., M —1}. It is hence sufficient to show that
o0
f w(O " dr £0
0

forall me{0,..., M —1}.

By exploiting the representation ¢ := ¢2p,, © /|- |, we obtain
[e.0] (e.0]
f w2 dt = f Gontw, (VO™ dt (substitute = u"")
0 0
[e.0]
= yn-f oy, @WUC U dy £0  forall me{0,..., M~ 1}
0
according to Lemma 4.24 and Lemma 4.25, respectively.
O

Now we can prove that the construction in the general setup indeed produces a restrictive Tay-
lorlet with vanishing moments of order n.

Theorem 4.27. Let T be defined as in the general setup and let M € NU {oo}. Then, T is restrictive
and has 2M — 1 vanishing moments of order n or infinitely many vanishing moments of order n
if M =oo0.

Proof. In order to prove the desired statement, we need to show that

1. fg(itk)tmdtZO Vmef0,...,2M-1)-k-1}, Vkef{l,...,n},
R

2. f g)-t"dx#0 Y mef0,...,2M -2}.
0

1. According to Lemma 4.26, ¥ has 2M vanishing moments of order n. Hence,

fg(irtk)tm dt:f(1+t)'1//(4_rtk)tm dt:fw(itk)tm dt+f1//(itk)tm+l dt=0
R R R R

forall me{0,...,2M—-1)-k—1}andforall ke {1,...,n}.
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2. We obtain
oo o0
f g(e)-t" dtzf A+0)-w(r)-t™dt
0 0 o
:f w(t)- " dt+[ w(t) - "™ dt.
0 0
As either the exponent m or the exponent m+ 1 has to be even (and, apparently, the other

one odd), Lemma 4.26 yields that integral with the even exponent vanishes and the other
does not. Hence,

f g)-t"dx#0 VY mef0,...,2M —2}.
0

O

We will now proceed to show a representation of the function ¢, which is similar to the result
of Theorem 4.23. To this end, we first establish a sum formula for a special q-function.

Lemma 4.28. LetaeN, g€ (0,1) and let

F:[-1L,11-R, x— [] (1-4"x).
meN\ (aN)

Then, there exists a sequence {Ay} e, <R such that for all x € [-1,1],
[0}
F(x)=) Apx"
n=0

fulfilling the recurrence relation

1 “la-1
An=—,m‘z( k

) PG “h Ap_r ¥ neN,
1=q" o q

with the convention that A_, =0 for alln e N.

Proof. The infinite product defining the function F converges due to Corollary 4.17. Now we
can observe that for all g € (0,1), x € [-1,1],

a-1
Fo= [ (1-¢"x)=1]0-q"x)- [I (1-¢*"x)=(qxq1-F(q"x).
meN\ (aN) m=1 meN\ (aN)

Utilizing the series expansion yields

Y AnX"=(qx; a1 ), Ang“"x".
n=0 n=0
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We can now exploit Lemma 4.15 to represent (gx; q) ,—1 as sum and obtain

[e) a—1 a—1 (kH) © 00
Y Apx"=)] glz)-x"- ) Apg™x"
n=0 k=0 k q n=0
-1
_ a (a— 1) q(k;rl) ' i An_kqa(n—k)xn_
k=0 k q n=k

Using the convention that A_,, = 0 for all n € N, we can conclude by comparing the coefficients
of x" on both sides that

a-1 a—1 k+1 _
k=0 q

a-l a—1 k+1 _
Z ( ‘ q( 5 )+an—k) 'An—k+qan'An-
k=1 q

By Ap = F(0), we obtain that Ag = 1. For n = 1, the upper equation yields

1 a-lf._1 k+1 _
An = an’ Z q( 2 Jraln=h) “Ap—-

The next theorem shows a representation of the function ¢, which uses Lemma 4.28.

Theorem 4.29. Let q € (0,1), € > 0 and let the sequence {A,},cz be chosen as in Lemma 4.28 for
a = 2v,,. Furthermore, let g € C°(R) be of the form

1 for|x| <eg,
o(x) =< n(x|) for|xl€ (e,eq71],
0 for|x| > Eq_l.

wheren € C* ([e,eq"]) is chosen so that ¢o € C°[R). Then, ¢oo = [Imenn2v,n (Id— g™ Dg) do
has the explicit representation

¢(q) +§

‘P(qzv") =0

where @ is the Euler function.

Poo(X) = ']l(gq—f;gq—w+1)](|x|),

¢
AZ'U(LIE'IXI)—]CZ Ak
=0

Proof. We can write the function ¢« as

bpo= [ (Id—g™-Dg)o.

meN\(2v,N)
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As the dilation operator commutes with the multiplication with constants, we can rewrite the
limit function ¢ due to Lemma 4.28 as

bo= [ (1d=g™-Dg)¢ho
meN\(2v,N)

[e.°]
=) Ar-Dyecho
=0

for an appropriate sequence {A¢} sy, fulfilling the recurrence relations of Lemma 4.28.

Due to the form of ¢py we obtain for all x € R that
o0
hoo(X) = Y A¢-Dgeho(x)
/=0
o0
= Z Ay [:ﬂ.[_gq—i’gq—l] (x) + (Dqﬂ]) (1xD) - :H.(gq—[ﬂgq—(/+1)] (le)]

l—
Z L eq-t,eq-) (5D + e, (0 +77 (7 1x1) - 1 gt (M](|x|))

—ZAf

/=0
(e.9)
= Z Ap-Ti_ge(x) + Z ]l(gq—k eq- k+1)](|x|) Z Ay
/=0 v=k+1
+ Z A[ | (6]€|x|) . :H.(gq—['gq—(f+l)] (Ix)).
/=0

By inserting x = 0, we obtain that

$oo(0) = Z Ag.

By repeating this for the equation

[T (d-=g™-Dg)¢o| ),

meN\(2v,N)

‘;boo (x) =

we can conclude with ¢ (0) =1 and (D, f)(0) = (Idf)(0) for all @ > 0 and all f € C(R) that

Po@=| ] (Id—qm-Id)(,bo](O): M (-49=1] 1-g" _ (q)

2 n n :
meN\2v,N) meN\2v,N) men 1= @20 ™ @ (g?vn)

This equation together with 327 , | Ax = (p‘f)q(zq ) __ Zi:o Ay delivers

¢(q)

<[ ¢(q)
‘l—e;s(x)"‘
T R S PPy

4
Acen(q "-lxl)—kZOAk

4
(,boo(x) — Z A+ Ay -qu(lxl) . :H.(q—fg;q—(lﬂ)g] (IxD
k=0

¢(a°
:(P()+Z

@ (g?v)

. :H.(gq—[;gq—(fﬂ)] (IxI)
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@(q) | Precision | Necessary number of terms
o(3) 10716 10
o) | 107° 8

@™ | 10710 5

pe™ | 10710 4

Table 4.3.2: Approximations of ¢(q)

O

We will now consider the numerics of computing the Euler function. With the series expansion
of Theorem 4.23,

& 1
¢ (q)= kgo TR
we can obtain the following error estimate.
Lemma 4.30. Let g€ (0,1) and neN. Then,
& 1 1

qo(ﬂ/)—kgo (G ha D), = (g a7Y) !

Proof. Due to the series expansion of the Euler function, we obtain
L 1 x 1
¢ (q)- Z T oo T Z T
=0 (@ ha ) ki (@ ha7),
Since g € (0,1), the g-Pochhammer symbol

L= 11 (1-47)
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alternates its sign with k. Additionally, its absolute value |(q_1

tonic growth. W.1.0.g. let n be odd. Then

; q_l) k| exhibits a strictly mono-

1 © 1 1
B EE — - (n 0dd)
a5a71) . k=0(|(q_l;q_l)2k+n+3| |(q_1;q_1)2k+n+2’ |

.

<0 for all keN
1

(@507 |
O

As the g-Pochhammer symbol (g~';g~!), grows faster than k! for g € (0,1), the estimate is ex-
tremely good. Thus, the Euler function can be computed very efficiently. Suppose, we want to
calculate the Euler function ¢(1/2) to a precision of 10716, We can check that (2;2);9 = 1.04-10'6
and hence see that using 10 terms is sufficient for a precision of 10716,

4.4 Detection result

We first introduce the class of feasible functions which is used in the main result.

Definition 4.31 (Feasible function, singularity function). Let § denote the Dirac distribution.
Furthermore, let j € Ny, g € C*°(R) and let

F) =600 - gx),

where I f_r is the j™ iterated integral. Then f is called a j-feasible function with singularity func-
tion g.

The variable j describes the smoothness of f. In terms of Sobolev spaces, we obtain for j = 1,
that f € W/~1°°(R?). For instance, by choosing g(xz) = x5 for all x, € Rand j = 1, we obtain the
function )
(xy — x3)/ 71
(G-

where H:R — R, t — 1+ (t) is the Heaviside step function.

HH (£(x1 - x3)),

fx)
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Fig. 4.2: Plot of the 2-feasible function f(x) = (x] — x%) ~H(x1 — x%)

In order to classify the shearing variables w.r.t. the local properties of the singularity function
g, we introduce the concept of the highest approximation order.

Definition 4.32 (Highest approximation order). Let j,n € Ny and let f be a j—feasible function
with singularity function g. Furthermore, let t € R and k € {0,...,n—1}. If s, = ¢'©(¢) for all
£€{0,...,k}and sp,1 # q(k“) (2), we say that k is the highest approximation order of the shearing
variable s = (sp, ..., s,) for fin ¢.

The following theorem states the main result of this chapter and treats the classification of the
Taylorlet transform’s decay w.r.t. the highest approximation order.

Theorem 4.33. Let M,n € N and let T be an analyzing Taylorlet of order n with M vanishing
moments. Let furthermore j < M, t € R and let f be a j—feasible function.

1. Leta>0. If sy # q(t), the Taylorlet transform has a decay of
T" f(a,st)=0(a") fora—0
forall N > 0.

2. Leta< % and let k € {0,...,n— 1} be the highest approximation order of s for f in t. Then
the Taylorlet transform has the decay property

TS fa,s1) = O(aj_”(M_j)[l_(k“)“]) fora— 0.

3. Leta > ﬁ and let T be restrictive. If n is the highest approximation order of s for f in t,
then the Taylorlet transform has the decay property

T fa,s,t)~al™t fora—o.
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Remark 4.34. The local curvature of the graph of g can be determined with the first and second
Taylor coefficient via Corollary 1.7
"
t
Kq(t) = 6]—()3/2 forall teR.
(1+[q @)

Hence, the dependence of the detected features from the moment conditions can be summa-
rized in the following table.

Analyzing function Moment condition Detected geometric features
(x1,%2)xMdx; =0 Position and direction
Shearlet y € S (R?) Jev !
forall me Ny of singularities

NHt"dt=0= (+t2)t™dt Position, direction and
Taylorlet 7 = g® h € S (R?) Jus Jus

forall me Ny curvature of singularities
*=thtmdr=0 First n+1 Taylor cofficients
Taylorlet 7 = g® h € S (R?) Jng Y
forall ke{l,...,n}, meNy of the singularity function

Table 4.4.1: Moment conditions and detection results

The strategy for the proof of this theorem consists of multiple reductions to simpler cases. In
the proof of Theorem 4.33, we show that it is sufficient to consider 0-feasible functions i.e.,
functions of the form f(x) =6 (x; — g(x2)) for x € R?. In Lemma 4.42 we then prove that all cases
of the Taylorlet transform can be reduced to a linear combination of integrals of the form

k
zt

f My tkm+lay, @)
R t

where ¢,m e Ny and k € {1,..., n}. In order to obtain the decay rate of the Taylorlet transform,
we have to determine the behavior of the integrals (7) for z — +oco. In Lemma 4.40, we show
that we can ensure a fast decay of the integrals (7) for z — +oo by imposing vanishing moment
conditions of higher order to the analyzing Taylorlet T € S(R?). Thus the vanishing moments of
higher order are the key feature to the fast decay.

Remark 4.35. At this point we want to highlight the role of the vanishing moments of higher
order for the classification result. Suppose, we wish to analyze the example function

fx) = 5(x1 - gxg)
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and intend to find out the curvature of its singular support in the origin with the help of the Tay-
lorlet transform. We furthermore assume that the analyzing Taylorlet T = g ® h is only of order
1, and that g has infinitely many vanishing moments of order 1, but no vanishing moments of
order2,i.e.,

f gx)x"dx; =0 forall meN, and f g(+xP)dx; #0.
R R

Case 1: so #0 or s #0:
Then, the theory of the shearlet transform delivers for a € (0,1) that

[x1—%x5—s1x2— o] /a

T(Z'a)f(d,3,0)=f T( )5(x1_£x§)dx:(’)(a]v),
R? 2

X2/ a®
for a — 0 for all N € N. Yet, we would also like to have that
’T(z'“)f(a, 5,00=0@"), fora—0

for some large N e N, if s =0, s; =0 and s, # c.
Case2:sp=0,s1=0and s, # c:

If g does not have vanishing moments of second order, we obtain for « € (0, %) that

— %2421y
T(z'“)f(a,s,O)zf T([xl 2 x5 | a)é(xl—gxg)dx

R X2/ a®
S2ox;la - «
- f T dx (substituting x, = a“ u)
R X2/ a®

By defining the function
gi2 R—Ru— g(iuz)

and applying Plancherel’s theorem to the last integral, we obtain

a “ 1 1 A~
T f(a,s,mzﬁ- fR Bsanie—sn,2(V2lc - 55177 a2 “w) h(w)do.
— 92
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Dueto g,he S®R), a < % and the dominated convergence theorem, we get

m%J%T@”ﬂmamz
a—>

1 . R

V2lc=soln fR Ssgn(c—s,,2(0)  h(w)dw
92 N

=Jp8(sgn(c-sx)u?)du

- \/z‘ng(sgn(C—Sz)uz)du-h(O)_

Hence, for h(0) # 0, e.g. for h(u) = e~ from the example in the General Setup, we obtain that

T2 f(a,s,0) ~va fora—o0. @)

Case 3:sp=0,s;=0and s, =c:
We obtain

0
T @50 = [ = dxr =a®g(0)- [ hwdu
R \xy/a” R

Thus, for g(0) # 0 and i h(u)du # 0, we have
T f(a,s,0) ~a®* fora—0. 9)

Due to statement 3. of Theorem 4.33, we need a > % for the detection of the curvature. Hence,

the ratio of the decay rates for ¢ = s, ((9)) and ¢ # s, ((8)) is a2~® and hence at best as . Detecting
this difference can become difficult in numerical practice without vanishing moments of higher
order. As identifying this difference in the decay rates is necessary for the detection of the edge
curvature, the task of determining the local edge curvature thus might get numerically unstable.

Remark 4.36. At this point we want to highlight the importance of the restrictiveness for the
Taylorlet transform. This property makes sure that a Taylorlet transform of order n decays slowly
if the highest approximation order is n. If a Taylorlet lacks the restrictiveness, we can construct
an example function whose Taylorlet transform is equal to zero for all a > 0 if the highest ap-
proximation order is n.

Let T = g ® h be a Taylorlet of order n with M vanishing moments such that there is a number
j€i{o,...,M -1} with

f gntde=0.
0

Thus, 7 is not restrictive. Furthermore let a € (ﬁ, %) and

f00 = x] 1, ().
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Then we obtain for the Taylorlet transform of f that
xi/a
T 9 £(a,0,0) = f fx)-t dx
R? X2/ a®

:a““-fR(ayl)jlm(J/I)'g(J’l)dyl'th(yZ)dyz

= af““"-fo y{“'g(yl)dyl-th(yz)dyz =0.

~~

=0

Remark 4.37. Furthermore, we want to emphasize the significance of the choice of a for the
Taylorlet transform.

As the general setup involves the least common multiple v, of the numbers 1,..., n, it is possi-
ble that the order of the Taylorlet is higher than originally intended. For instance, consider an
analyzing Taylorlet 7 of order 5. When built according to the general setup, we have v5 = vg = 60.
To this end, Theorem 4.23 states that 7 is also an analyzing Taylorlet of order 6.

The problems that arise from a wrong choice of @ become clear when we consider a case where
a< %, f is a j—feasible function and 7 is the analyzing Taylorlet of order 5 (and 6) described
above. If the highest approximation order of s € R® is 5, we can treat the Taylorlet transform
T>%f(a,s,t) like T%%f(a,o,t), where o = (sy,..., 5,0). We are allowed to do so, because for
all k € Ny we can write every shearing operator Sgk) of order k as shearing operator Sg’,ﬁl) where
s'=(sg,..., Sk, 0). Let t € R. If the highest approximation order of ¢ for f in ¢ is 5, all conditions of
case 2. of Theorem 4.33 are met and so the Taylorlet transform has a decay of O (a(M i )(1_6“)_1)
for a — 0. This can be significantly faster than the decay of ~ a™! for @ — 0 which occurs for the
1

choice of a > 5.

Due to the detection result, the construction of a function g € §;; (R) is highly desirable, as the
corresponding Taylorlet T = g ® h allows for a very fast detection of the Taylor coefficients of the
singularity function. Furthermore, such a Taylorlet simplifies said detection, as shown in the
following corollary.

Corollary 4.38. Let n € N and let T be a restrictive, analyzing Taylorlet of order n with infinitely
many vanishing moments in x, -direction. Let furthermore a € (L l), j =0 andlet g€ C®(R)

n+l’n
be the singularity function of

f0)=[x1-q0)])  1g, (x1-g(x2).

Then
T f(a,s,t) = O(aN) fora—0

for all N >0, if and only if there exists a k € {0,..., n} such that si. # q© (1).

In order to prove Theorem 4.33, we need the following auxiliary results.
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Lemma 4.39. Let f € C(R) such that for all n € Ny there exists a constant ¢, € Ry with

sup |- f(0)]| = ¢y < 00.
teR

Then
f ftia)ydt=0O@") fora—o0
R\[—ah,aP]

forallp<1and N eN.

Proof. By applying the decay condition, we obtain for n > 1

(tla)dt
«[R\[—aﬁ,aﬁ] f

Since we can choose n € Ny arbitrarily large and since g < 1, we get the desired result. O

e n 2Cn  1-pn+p
sch[ﬂ (alt) dt:—la .
a n-—

The next lemma provides a relation between the vanishing moments of order n and the decay
rate of integrals over the graph of a monomial. This will become important as the Taylorlet
transform of a feasible function can be represented as a sum over integrals of this type.

Lemma 4.40. Let M,n € N and let T be an analyzing Taylorlet of order n with M vanishing mo-
ments. Then forall ¢,me Ny and forall k € {1,..., n}, we have

VA tk 1
f "y tFmar = 0 (121" M m ) for z — xoo. (10)
R t

Proof. The idea is to represent the integral in (14) as a Fourier transform, to utilize the separa-
tion approach 7 = g ® h and to show the decay result via the Fourier transforms of g and h. We

define the function
Lk

~ z-t —itw
TMzw%:fr e dt.
R t

Then we can rewrite the left side of (14) into
2tk km+¢ 070
fRGi"T """ A =i0,07'Ti(z,0). (11)
t

For k € N we introduce the function
. k
g+ R—-R, 1— g(xt").
Due to the vanishing moment property we can conclude that

gV =0forallve{o,....kM—1}.
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Consequently, we get the decay rate
gfﬁc(") (@) = OWM™) forw— 0. (12)
We now obtain ) .
Tr(z,0) = (W (gsgn(z),k)A (W) * il) ()

and hence
w

- 1 .
af)‘t’k(z, 0)= W[R (gsgn(z),k)/\ (_ |Z|1/k) hw) (w)dw.

We will now check the decay rate of ,07'%(z,0). For this, we observe that

_ w ~
af)alznfk(zro) :a;n(|z| I/kfR(gi,k)A (_|Z|1/k)hm(w)dw)
£ —tmaenik [ A1) IR
:ZCV|Z| w [(gsgn(z),k) ] _W h™ (w)dw
v=0 R

with ¢, € R for all v € {0,...,m}. By applying (12) and h € S(R) we estimate the terms in this
equation as

- 1/k A
|zl [m+(v+1) ]wav[(gsgn(z),k)

(v) w ~
)
(— Izlllk) h (w)dw'

_ o0 _ kM—-v 1
<2|z| [m+(v+1)/k]f wv-(wlzl I/k) . — dw
0 1+ kM+1
=cC- |Z|_(M+m+%)
for some constant ¢ > 0. O

It is also possible to prove a slightly weaker result without relying on the tensor product form of
the Taylorlet.

Lemma4.41. Let M, n €N and let T € S(R?) such that
X

f .
R X

Then forall¢,meN, forallke{1,...,n} and e >0, we have

)xfdxlzo forall ¢€{0,...,kM—1} and forall ke{l,...,n}. (13)

z-tk
fa{"r( )tkar[dt:(’)(lzlg(M+m+/1c))forz—>ioo. (14)
R t
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Proof. For k € N, we introduce the function

ix{“
Tok(X):=7T
X2

Clearly, 7+ ;. € S(R?). We will now show some asymptotics of its Fourier transform, which we
will exploit later.

According to the (13), by applying the Fourier transform, we obtain
Fripw)=0 (w’fM), forw; —0 forallw,eR

and hence
015 F 1o x@) = O(wfM™), forw;—0 forallwpeR (15)

In order to utilize the upper asymptotics we need to rewrite the left hand side of (14) into a
Fourier setting. To this end, we apply a Fourier transform w.r.t. the second component to it.

k k
z-t zt
fa;"r tk’””dt:fa;”r tfdt
R t R t
1
m |lzlk 2 l
= az Tsgn(2),k todt
R t
1 lzlk ¢
< .
_ 1. f f O™ 408 FoTgn (o ¢ du dr.
2n JrJr w

Sincet, €S (R?) for all k € N, we can apply Fubini’s theorem to obtain

k .0

zZ-t i
fa;"r tkm+lgr = —
R t 27

1
| | oposF A gerar a
z Uo Zngn(z),k e law
RJR )
1
il marl 1 —lzl "k w
= g . Oz 62 |z| & ']:ngn(z),k dw.
R w

By executing the partial derivative w.r.t. z we obtain

2t mee S ¢
fa{n‘[ t m+ dt= Z Cvf ai/aszsgn(z),k
R t v=1 R

1
—lz|"*w vil
27z F wVdw (16)
)

for some constants ¢, ve€ {1,..., m}.
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We will now continue with asymptotic estimates for all summands in (16). For v € {1,..., m} we
have

1
—|z| *w vil
Vi _ _v+l
fRGYaz.’Frsgn(z)yk 27"z T wVdw
w

1
v Al _IZI_E('U —m—L"l Vv
< | 10195 F Tsgn(a) k |zl o' do
R
w

_1
lz|¥ vl —lz|"*w v
= 0,0, F Tsgn(a),k |zl F ol dw

|z|* w
=:(I)
|2
—1Z| kw v+l
+/ a{‘ﬁj:zfsgn(z),k AzlT"E w|Vdw
lw|>|z|* w
=:(II)

for an a € R. In order to estimate the integral (I), we utilize (15) to obtain that

o |z Fw L kM-
010, F Tsgn(z) k sC-(IzI kw) forall ze R\ {0},w € R.
w
Hence,
v+ |z kM-v 2C v+ v
=l [ (1ate) " ol dw = ot oM e,
P kM+1-

For the estimation of (II) we exploit that 7. € S (R?) to get that for all p € N thereisay, >0
such that

1
VAl _|Z|_Ew -p
010, F Tsgn(a),k <yp-lol™".
w
Consequently, we can conclude that
-m-¥il v— ZYP -m-¥L a(v+1-p)
(ID) < |z Eeype lw" Pdw = ————-|z] k2] P,
lwl >zl v+l-p

In order to optimize the asymptotics, we observe that (I1) = O (|z|™V) for all N € N, as long as
a > 0, since p can be chosen arbitrarily large. Consequently, the decay rate of the a summand
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in (16) is dominated by (/). As a > 0 can be chosen arbitrarily small, we obtain that for all € > 0,

_1
—lz|"rw

v+1 1
f 3" 05 Frogniork 272 0V dw :o(af—(f‘“mw)) for a — 0.
R

w

Hence, the desired result follows. O

The next lemma’s statement is essentially the same as in Theorem 4.33, but we restrict the choice
of analyzed functions to 0-feasible functions.

Lemma 4.42. Let M,n € N and let T be an analyzing Taylorlet of order n with M vanishing mo-
ments. Let furthermore t € R and let f be a 0-feasible function.

1. Leta>0. If sy # q(¢), the Taylorlet transform has a decay of
T f(a,s,1) = O(aN) fora—0
forall N > 0.

2. Leta< % and let k €1{0,...,n— 1} be the highest approximation order of s for f in t. Then
the Taylorlet transform has the decay property

T f(a,s,t)=O (aM“_(’””“]) fora— 0.

3. Leta > ﬁ and let T be restrictive. If n is the highest approximation order of s for f in t,

then the Taylorlet transform has the decay property

T f(a,s,6)~1 fora— 0.

Proof. We restrict ourselves to the case ¢t = 0 as all other cases are equivalent to treating a
shifted version of f. Furthermore, we note that f € S'(R?). Hence, the Taylorlet transform
T f(a,s,0) = (1450, f) is well defined.

1. The idea is to exploit the special form of f in order to simplify its Taylorlet transform and to
use the Schwartz class decay condition of 7 in order to estimate the integral.

The structure of f leads to the following form of the Taylorlet transform:

T (g, s,0) :fRZ(S(xl = q(x2))Tq,s50(x)dx

—yn Syl
_fT [a(x2) = X7 % - %3] /a dxo a7
R

Xo/ a®

=fﬂ;eg(ﬁ(x2)/a)h(x2/a“)dx2,
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where G(x2) = q(x2) — Z:o % . xf. Since g, h € S(R), the integrand in the last line fulfills the

necessary decay condition of Lemma 4.39. By applying this lemma, we can conclude that

f g(G(x2)/a) h(xa/a®)dx,
R\[—aP,aP)

[ h(xo/a®)dxo
R\[-aP,aP]

for all N e Nif f < a. Hence,

Lemma 4.39
=70

=gl - fora—0

af

T("'“)f(a,s,O):f ﬂg(ﬁ(xg)/a)h(xgla“)dx2+(9(aN) fora—0

—a
for all N > 0. Due to the conditions of this lemma, g € C*°(R) and g(0) # 0. Hence, there exists
an € > 0 such that d := miny,e[—¢ ¢ 1G(x2)| > 0. By employing the boundedness of % and the
Schwartz decay condition that for all M € N there exists ¢, > 0 such that sup,, g Ixéw -g(x)| =
cpm < 0o, we get

M
— ) dx;
|G (x2)]
<2\ hllcrsd MaM+p.

ab

_ab

Since we can choose M to be arbitrarily large, the result follows immediately.

2. The general idea of this proof is to represent the Taylorlet transform as a sum of integrals of
the form (14) and to apply Lemma 4.40 in order to obtain the desired decay rate. To this end, we
will divide the proof into four steps.

STEP 1

In the first step we will show that the Taylorlet transform 7% f(a, s,0) is an integral over a
curve and we will prove that only a small neighborhood of the origin is relevant for the decay of
the Taylorlet transform for a — 0.

First, we rewrite (23):

_vn S /0 /
T(n,a)f(a, 5,0) =f - [CI(XZ) Zg:() 7 xz] a) dx,
R

X2/ a®

(x2) - xk*1 /1 a
:fr G dxs, (18)
R X2/ a®

ere 7o) = xz—(k+1) [q(xz)—Z?ZO%'xﬁl for xp #0,
where g(x2) =4 (g**V(0) - sp41) forx, =0
®+r\d k+1 2=4

Since k is the highest approximation order of s for f in t = 0, we have s;.1 # g**V(0). Hence,
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g(0) # 0. Furthermore, we have § € C*°(R) due to the conditions of this Lemma. In order to
show that just a small neighborhood of the origin is responsible for the decay of the Taylorlet
transform for a — 0, we observe that the integrand in (18) fulfills the decay condition of Lemma
4.39. By applying this lemma, we obtain for f € (0, ﬁ) and an arbitrary N € N that
B ~ k+1
T f(a,s,0)| = fa T (qm) 2 /a) dxa|+O@) fora—o. (19)
—af X2/ a®

STEP 2

If we replaced the term g(x») in the argument of the integrand by some constant ¢ # 0, the
integral would be a truncated version of the desired form (14). Hence, we could apply Lemma
4.40 to obtain an estimate for the decay of the Taylorlet transform. In order to get closer to this
form, we will approximate the integrand by a Taylor polynomial in this step.

Now we expand the integrand of (19) into a Taylor series with respect to the first component in
aneighborhood of the point §(0) - xé““ /a.

f“ﬁ G(x2) - xKa

T dax
-ab X2/ a%

J

=

T f(a,s,0)| = +O(a")

de

m=0|J-af xg/a“ am-m!

@ (5/<0)-x§“/a) (541 (G x) - GON)] ™
61‘[ .

aP |x2|k+1 J+1
+c]+1f ﬁ(—) Axl T dx, + O@Y). (20)
_a a

For the last estimate we used that due to the smoothness of g there exists a ¢ > 0 such that
[G(x2) — G(0)| < c|xo| for all x, € [—aP, aP]. We now prove that it is possible to choose J € N such
that the rest term in (20) behaves like O (a') for a — 0 for an arbitrary, but fixed N € N. We have

ab |x2|k+1 J+1
f ( ) Nxalldxy ~ @UDBEF=D+B g4 L 0, 1)
—ap| a
By restricting the choice of § € (0, 737) to f € (&5, t), We obtain the desired decay rate of
O(a") for
Fen
J=|————| 1.
Bk+2) 1

STEP 3

In the third step we will expand g in a Taylor series about the origin to obtain a representation
of the Taylorlet transform as a sum of truncated versions of integrals of the form (14).
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We now expand the term g(x) — §(0) about the point x, = 0.
T £(a,s,0)
J ab (0) xk“/a xk+1 m i(x0) — (0 m
= o't ( 2 ) _[q( 2)~40)] dx, + Oa™)
m=0J-a’ X2/ a® a m!
J 1 af q(o) Xk+1/6l x(k+l)m ([)( 0) m
= —‘f o't 2 | plx2) + Z q x5 dxo
m=0 m. —aﬁ lea (l .
+0O@) fora—o, (22)

where p(x») is the rest term of the Taylor series expansion with the property p(x») = O(xZL '"H)
for x, — 0. Now we estimate the summands for each m € {0,..., J}.

af (0) - xk+1/a xk+1 (z) m
o't q 2 p(x)+zq © xg dx,
—aP X2/ a® a 0!
af = k+1 (k+1)m ) m-v
go)yxy*/al x m (0)
B Z ab amT( /2 @ 2am [p(x n Z q [ dx;.
=07~ Xola

. 2 Ly+1 Ln 47O ¢ _
Since 7 € S(R), p(x2) = O(x,”"") for x — 0 and Y X = O(xy) for x, — 0, for every
v e{l,..., m} there exist ¢, ag > 0 such that for all a<ay,

aP ~ k+1 (k+1)m ~(0) m-v
CI(O)x la X. v m 0
‘ _aﬂaTT( - ) 2am (T)[p(XZ)] [Z PO x5

]
X>/a® = 0

de

ab
f |x |(k+1)m|x |(L +1)V |x |m dez
—aP

— O(a[(k+2)ﬁ 1]m+ﬁ(L,n+2))

<c,-a™

for a — 0. 23)

We now compare the exponent [(k+2)8—1]m+ (L, +2) of the decay rate in (22) to the exponent
(J+1)(B(k+2)—1) + B of the decay rate in (21), where the latter decay rate is equal to @ (a®). By
considering that f < ﬁ, we see that the choice L,, = ] — m is sufficient to obtain a decay rate



134 Chapter 4. Taylorlet transform

of O(a?) in (22). Hence, for all m € {0, ..., J} we have

af G)-xka\ (k1" | Ln 500 "
o't 2 2 )+ 71 )-xg dx;
—ab xz/aa a | /=1 [!
a GO)-xkla) (x1\" [ La 500 "
= o't 2 2 : 71 )-xg dx; +O(a™)
—ab leaa a _[:1 [!
for a — 0. By inserting this result into (22), we get
T f(a,s,0)
J U-mym a? G0)-x*'a
=Y a™ Y com| Ot 2 A FEOmH gy + O ()
m=0 l=m -ab X2/ a®

for a — 0 for appropriate constants ¢y, € R. By comparing the summand for m = 0 in the
equation (22) with the summand for m = 0 in the upper equation, we obtain that

Co0 = 1. (24)

This constant will become important in the proof of statement 3. of this Lemma.

STEP 4

In this final step, we extend the integration limits to +co and apply Lemma 4.40 to estimate the
decay of the Taylorlet transform.

Applying Lemma 4.39 again, we can change back the integration limits to +oco by only adding
another @(a")-term. Furthermore, we substitute x, = a®v and obtain

T f(a,s,0)
J (J-m)m 67(0) '(l(k+1)“_1l}k+1
— Z am Z C[,mfain_[ _(aav)(k+1)m+€dv
m=0 {=m R v

+ O@"). (25)
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Finally, we brought the Taylorlet transform into a shape that is fit for an application of Lemma
4.40. Since §(0) # 0 and lim,_.o a**Y%"1 = 0o, Lemma 4.40 delivers

T f(a 5,0)|
-1 U m)m l k+1 1-(k+1
Z a Z []m_aa _aa( + )m‘a(r+m)( —(k+Da)
l=m

— o( Z u f“)m a[+(1—(k+1)a)r—1)

m=0 {¢=m

=0 (a(l_(k“)“)’_l) for a — 0.

3. For this case we use the same argumentations as in the case 2. to obtain (25) with the choices
of k=nand

67(x2)={ " [qle) = Xp 5], forx £0,

(n+l)' (n+1) (0), for X2 =0.

In spite of the similarities there is a major difference in the situations, namely that

lim a1 =9
a—0

Hence, we obtain for the integrals in (25) that

~ (n+)a-1,,n+1
g0)a u

lim | o't umDm+l gy,
a—0Jp u

:f hn})g(m)(q(o)a(nﬂ)a—lunﬂ)h(u) u(n+1)m+€du

RrRa—

:g(m)(o)f h(u)u(n+l)m+fdu. (26)
R

We now focus on the powers of a appearing in the summands of (25). For the indices ¢ and m
of the double sum’s summands in (25) we obtain that

(0) a(k+1)a 1 k+1

Se,m(@) :=com (m+1)f o't (@@ ) kDM g,
v
o) (a[(n+1)a—1]m+£a—1) for a— 0

forall me {0,...,J} and ¢ € {m,...,(J — m)m}. Due to the restrictiveness, we have g(0) # 0 and
Jr h(w)du # 0. Hence, together with (26) and cyp = 1 due to (24) we obtain that

So,o(a)~a_1-co,0-g(0)-f h(wdu~a' fora—o0.
R
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Since (n+1)a —1> 0, Sy is the slowest decaying summand. Thus,

T f(a,50) ~a! fora—o.

With this lemma we are now able to prove Theorem 4.33.

Proof of Theorem 4.33.

The proof strategy is to reduce the case f(x) = Iié(xl — q(x2)) to the case f(x) = 6(x1 — q(x2))
of Lemma 4.42 by partial integration and to show that the resulting iterated integral I ir of the
Taylorlet 7 is a Taylorlet as well.

First, we note that f = (If_ﬁ)(-l —q(-2)) is a tempered distribution for all j e N. Let a > 0,s €
R"*! t € R. Then the Taylorlet transform 7 "% f(a, s, t) is well defined. By partial integration
we obtain for j =1

T(ﬂ,a)f(a, s, 1) = <Ta,s,0»f>
. 1=+00
= ‘L [a Iy, +Ta50(X) - (Iié) (1~ q(x2)) . ax:

X1=—00

+fR2 a- Iy, +74,50(X) (Ii_15)(x1 —q(x2))dx.

We now show that the first term disappears. For this we note that I f_ﬁ (x) exhibits only poly-
nomial growth as |x| — co. Furthermore, with 7 = g ® h, only g is altered by the operator I, +
while h remains the same. Hence, we show that I i g€ S(R) for all j < M. By applying a Fourier
transform to the function, we obtain

iV, 8w
(Iig) (w)_(iiw)j'

Since g ha}s M vanishing moments and g € S(R), we have g(w) = O (M) for w — 0. Conse-
quently, O (R) and hence also I f_r g € S(R). We thus obtain

(tiw)

T f(a,s, 1) = a'fRz I, 5 Tas0(0 - (IL'8) (01 - g(x)) dx.
By induction we get
T fas,0=al (I, sTas0, 51~ qx2)).

This delivers an additional factor a/ to the Taylorlet transform. Now we examine the vanishing
moments. By applying partial integration and utilizing I f_r g € S(R) we obtain

U(Iig)(it’c)t'”dt‘ = U g(itk)tkj+mdt'.
R R
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Hence, I J]_r g has M — j vanishing moments of order n and in case 2. with a highest approximation
order of k we obtain the decay rate

T f(a,s,0)=O (aj_H(M_j)[l_(k“)“]) for a— 0.

It remains to show that the restrictiveness condition of g guarantees Ii g(0) # 0. For this we
apply the formula for iterated integrals stating that

. u .
Iig(u)=f (u—-v)Y gwdv.
—0o0
Hence, we obtain

. 0 . . oo .
Iig(O)z(—l)J‘lf g(v)v]_ldvzfg(v)v]_ldv+ (—1)Jf gwv/ tdv #o0.
oo R 0

~— —
=0 #0

The statement I/ g(0) # 0 can be proved similarly. Hence, for all j < r, the function IJ]C'I, LTisa
restrictive analyzing Taylorlet of order n with r — j vanishing moments, i.e.,

f[xhir du#0.
R u

Consequently, with the additional factor a/ we get the decay rate

T f(a,s0 =0 (aj_l) for a — 0.

4.5 Numerical examples

In this section we illustrate the main result numerically. To this end, we present a procedure
for the detection of the location, the orientation and the curvature of an edge, based on the
Taylorlet transform. As an example, we consider the sharp edge of a function

f(x) = 1g, (x; — g(x2)), for xeR?,

with g € C*°(R) as singularity function.

4.5.1 Detection procedure

Due to Theorem 4.33, the decay rate of the Taylorlet transform changes depending on the high-
est approximation order of the shearing variable. We can exploit this pattern in a step-by-step
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search for consecutive Taylor coefficients of the singularity function g. To this end, we first com-
pute the Taylorlet transform of a function with a > 1 and with varying shearing variable sy while
sk =0forall k € {1,..., n}. The choice of a and the restrictiveness of the Taylorlet ensure a decay
rate of

T(O’“)f(a, so,)~1 fora—0

for sp = q(t) due to Theorem 4.33.

We then consider the propagation of the local maxima w.r.t. sy through the scales. Since the
choice sy = q(t) leads to the lowest decay rate, we can expect the local maxima near sy = g(?)
to converge towards this value for decreasing scales in a similar fashion as in the method of
wavelet maximum modulus by Mallat and Hwang [MH92]. Subsequently, we fix sy to the value
q(1), change a such that a € (3,1) and search for the matching value of s; in the same way as
in the preceding step for so. Because of the restrictiveness, the Taylorlet transform has a decay
rate of T f(a,s,t) ~ 1 for a — 0, if additionally s; = §(#). Due to the vanishing moment
condition, the decay rate of the Taylorlet transform is considerably higher for s; # g(t). Hence,
the method of maximum modulus is still applicable. With the same argumentation, we can
repeat this procedure for all shearing variables s with a choice «a € (ﬁ, %) up to the order of
the Taylorlet.

4.5.2 Derivative-based construction
For the implementation of the Taylorlet transform in Matlab we used Taylorlets of order 2 with

3 vanishing moments. They were constructed via the General Setup in subsection 4.3.1 starting
2
from the function ¢(¢) = e~* . Through this procedure we obtain the Taylorlet

7(x) = g(x1) - h(x2), 27)

where

64 2 4 6 8 10 12 -
gln) =+ (1+11) - (315 - 51660 x{ +286020 x{ —349440 x{ + 142464 x{ ~ 21504 x{" +1024 x{*)-

hixy) = e,

which is shown in Figure 4.1. To speed up computation time, we employed the one-dimensional
adaptive Gauss-Kronrod quadrature quadgk in Matlab for the evaluation of the integrals. In or-
der to reduce the Taylorlet transform to a one-dimensional integral, we utilize partial integra-
tion, i.e.,

(Tast(X), Ig, (X1 — q(x2))) = (Ly, + Tast, 6 (X1 — 4 (x2))) =f Iy +Tast(q(D)dt.
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Hereby, the antiderivative of T w.r.t. x; can be determined analytically by computing the an-
tiderivative of g, i.e.,

t 32
f g(x))dx; = TR e (—9-630 r—324 1> +34020 1> + 25668 1* — 100800 1° — 86784 1°
o !

+71040 t7 +65664 15— 15872 t° — 15360 ¢'° + 1024 t'! + 1024 £'%).

4.5.3 Construction based on gq-calculus

The Taylorlet we use for the images have 3 vanishing moments of 2" order in x; -direction and
is of the form suggested in the general setup of subsection 4.3.2 right after Theorem 4.23. To this
end, we choose g = % and

o) = e_Zt2 forall t eR.

Hence, we obtain the Taylorlet 7 = g ® h, where for all x € R?,

12

glx1)=0+x)- H(Id—quq)(/)o (\/lel),

m=1
4fm

h(x) = e 2%

4.5.4 Images

In this subsection, we present plots of the Taylorlet transform created with Matlab. Here, the
images in tables 4.5.1 and 4.5.2 use Taylorlets generated by the derivative-based construction
and the plots in tables 4.5.3 and 4.5.4 employ Taylorlets built via the construction based on q-
calculus.

In order to better visualize the local maxima, we normalized the absolute value of the Taylorlet
transform in the presented plots such that the maximum value in each scale is 1. Due to this
normalization w.r.t. the local maxima on a compact interval regarding the respective shearing
variable, discontinuities w.r.t. the dilation parameter can appear (e.g. around —log, a = 1 in the
bottom right image of table 4.5.1).

Table 4.5.1 contains plots of the Taylorlet transform 7 f(a, s, t) of the function f(x) = 1g, (x; —
sinxp) for £ € {0, §, 7, 3, 7}. The vertical axis shows the dilation parameter in a binary logarithmic
scale while the horizontal axis shows location, slope and parabolic shear. The respective true
values can be found in the following table and are indicated by a vertical red line in the plots.
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©
o
So | S
©
o
$1| ¢
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Table 4.5.1: Plots of the Taylorlet transform 7 f(a, s, t) using Taylorlets generated by the derivative-based construction for
f(x) = 1g, (x1 —sinxy), where € {0, Z}. The vertical axis shows the dilation parameter in a logarithmic scale —log, a. The
horizontal axis shows the location sg (left), the slope s; (center) and the parabolic shear sy (right). The respective true value
is indicated by the vertical red line. The values of @ change with s;: for sp we use a = 1.01, for s; we have @ = 0.51 and during
the search for s, we set @ = 0.34. The Taylorlet transform was computed for points (a, s;) on a 300 x 300—grid. We can observe
the paths of the local maxima w.r. t. the respective shearing variable as they converge to the correct related geometric value
through the scales. Due to the vanishing moment conditions of higher order, the local maxima display a fast convergence to
the correct value.
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Table 4.5.2: Plots of the Taylorlet transform 7 f(a, s, t) using Taylorlets generated by the derivative-based construction for
f(x) = 1g, (x; —sinxp), where ¢ € {5, J1. The vertical axis shows the dilation parameter in a logarithmic scale —log, a. The
horizontal axis shows the location sg (left), the slope s; (center) and the parabolic shear sy (right). The respective true value
is indicated by the vertical red line. The values of @ change with s;: for sp we use a = 1.01, for s; we have @ = 0.51 and during
the search for s, we set @ = 0.34. The Taylorlet transform was computed for points (a, s;) on a 300 x 300—grid. We can observe
the paths of the local maxima w.r. t. the respective shearing variable as they converge to the correct related geometric value
through the scales. Due to the vanishing moment conditions of higher order, the local maxima display a fast convergence to

the correct value.
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tq@) | q@® | 9"
0| 0 1 0
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71 0 -1

The values of @ change with s;. For the detection of the location we use a = 1.01, for the slope we
have a = 0.51 and during the search for the parabolic shear we set @ = 0.34. We can observe the
paths of the local maxima w.r.t. the respective shearing variable as they converge to the correct
related geometric value through the scales. Due to the vanishing moment conditions of higher
order, T f(a,s, t) decays fast for a — 0, if si # q(k) (t) and slow for s = q(k) (1). Hence, the local
maxima of the Taylorlet transform display a fast convergence to the correct value g'® (1).
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Table 4.5.3: Plots of the Taylorlet transform T f(a, s, t) using Taylorlets generated by the g-calculus based construction for
f(x) = 1g, (x1 —sinxy), where € {0, Z}. The vertical axis shows the dilation parameter in a logarithmic scale —log, a. The
horizontal axis shows the location sg (left), the slope s; (center) and the parabolic shear s, (right). The respective true value
is indicated by the vertical red line. The values of @ change with s;: for sp we use a = 1.01, for s; we have @ = 0.51 and during
the search for s, we set @ = 0.34. The Taylorlet transform was computed for points (a, s;) on a 300 x 300—grid. We can observe
the paths of the local maxima w.r. t. the respective shearing variable as they converge to the correct related geometric value
through the scales. Due to the vanishing moment conditions of higher order, the local maxima display a fast convergence to
the correct value.
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Table 4.5.4: Plots of the Taylorlet transform T f(a, s, t) using Taylorlets generated by the g-calculus based construction for
f(x) = 1g, (x; —sinxp), where 1 € {5, J1. The vertical axis shows the dilation parameter in a logarithmic scale —log, a. The
horizontal axis shows the location sg (left), the slope s; (center) and the parabolic shear s, (right). The respective true value
is indicated by the vertical red line. The values of @ change with s;: for sp we use a = 1.01, for s; we have @ = 0.51 and during
the search for s, we set @ = 0.34. The Taylorlet transform was computed for points (a, s;) on a 300 x 300—grid. We can observe
the paths of the local maxima w.r. t. the respective shearing variable as they converge to the correct related geometric value
through the scales. Due to the vanishing moment conditions of higher order, the local maxima display a fast convergence to

the correct value.
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CHAPTER 5

Extension of the Taylorlet transform to
three dimensions

Probably the most common extension of mathematical results is a generalization to higher di-
mensions. In this chapter, we will extend the notion and the detection results of Taylorlets of the
previous chapter to the third dimension. There are, of course, some major differences between
the two-dimensional and the three-dimensional case. Since the pivotal idea of the Taylorlet
transform is the approximation of the singularity function ¢, the probably greatest disparity is
the different Taylor series expansions of g € C*°(R) in the classical case and g € C®°(R?) in the
three-dimensional case. While the classical case allows for a one-dimensional Taylor series ex-
pansion of the form

(k)
qu) ~)_ 9 k'(l‘) “(w-1k foru—t,
k .

the three-dimensional case results in a bivariate Taylor series expansion that has the form

v 05 q(1)
q@w) sz—lk ,2 ol - )" (up— )% foru—t.
kl kz 1. R2-

Hence, we have to handle a multitude of mononomials for each polynomial degree k; + k» in-
stead of just one, which complicates the matter considerably.

The structure of this chapter is as follows.

In the first section, we introduce the new terminology for the Taylorlets in three dimensions,
the mulitvariate Taylor series expansion and the Hankel transform. The two latter concepts are
used in the proof of the detection result.

The second section states the main and the auxiliary results which focus on the curvature of a
singularity along a surface and discards all Taylor coefficients of order three or higher. More-
over, the main result in three dimensions deviates from its two-dimensional counterpart, as an
additional case occurs, if the sheared version of the singular surface exhibits a locally hyperbolic
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geometry. This can be exploited by imposing a new set of conditions - the hyperbolic restric-
tiveness - on the Taylorlet to obtain a slow decay rate.

The third section gives an overview over the proof strategy and the dependencies of the results
and is dedicated to their proof.

Section 4 presents a construction of a three-dimensional Taylorlet that satisfies all conditions
to yield the respective decay rates provided by the main result. To this end, we utilize the q-
calculus approach that was already applied in the previous chapter.

In the last section of this chapter, we present a fast algorithm for the detection of the edge curva-
ture. We utilize the special decay rate that occurs when the sheared surface is locally hyperbolic,
to design a detection algorithm for the curvature that allows for a one-dimensional search space.
Paradoxically, it is thus faster than the detection of the orientation which has a two-dimensional
search space.

5.1 Basic definitions and notation

For a proper description of three-dimensional Taylorlets, we have to introduce the notions of
multi-indices and multivariate Taylor series expansions.

Definition 5.1. A multi-index of dimension d € N, d = 1 is a vector «a € Ng . The sum of two
multi-indices a, f € I\Igl is understood component-wise:

a+ﬂ: (a1 +ﬁlr~-~)ad+ﬁd)-
The partial order of the multi-indices is also component-wise:
asfeap<pPi foralkefl,...,d}.

The absolute value of a multi-index « is defined as
d
lal= ) ai.
k=1

For a vector x € C% its a™ power is defined as

d
a
x*=T] Xk
k=1
For n e Nand a function f € C"(R% R), the ath partial derivative of f reads
a a
G“fzall ...addf.

The factorial of « is defined as

d
al= ] ax!
k=1
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For n € N, the set of indices with absolute value lower than or equal to 7 is
1d,m):={aeN: |a| <nf.

Theorem 5.2 (Multivariate Taylor series expansion). [Hill3] Let f € C"*'(R?). The n'* Taylor
polynomial of f about the point y € R? is defined as

Tf(;y):RY SR,

aa
X — Z #.(x_y)a.

lalsn

Then the following asymptotic holds true:
|Taf 59— F@)|=O(lx=yI™)  forx—y.

Theorem 5.3 (Polynomial formula). [Hill3] For k € Ny and x € R%, we have

(gx,-)k: Y B

la|l=k ***
Lemma5.4. Letx€R% andleta € I\Ig. Then,

L < ).
Proof. Equivalently, we can show that [x%|? < || x||2/%!. For the left hand side, we obtain

X% =

n
H x>
=1

" 2
— Hxia, — xZa‘
i=1

For the right hand side, Theorem 5.3 yields
2 1 2 . Theorem 5.3 |x|! 5 |ax|! 9 2 9
1 = | 3 =Y P e P = O
i=1 piztal P a:

O

Furthermore, we will introduce the Bessel function and the Hankel transform which we need in
the proof of the detection result of the Taylorlet transform.

Definition 5.5 (Bessel function, Hankel transform). Let v € C\ {—% tke I\I}. Then, the Bessel
function of order v is defined as the power series
0o (_ l Z) v+2n
2
z)=) —————
J(2) n;o n-T(v+n+1)

forall ze C, if v=0 and for all ze C\ {0} for v < 0 [Wat22, Section 3.1].
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Forv > —%, the Hankel transform of order v is defined as

H,: LYR,,r dr) — L®°R,,dp), ’va(p)zfo f)Jy(pr)r dr  [Poul0].

1

Proposition 5.6 (Properties of the Hankel transform). Let f,g€ L' Ry, r dr) andv > — 3

1 Hy(fa)) () =%-H,(8) foralla,p>0,
2. [f)-gn)yrdr=[H,f(p)-Hvgp)pdp,
0 0

3. IfF:R? — R such that F(x) = f(|x|) for all x € R?, then F(&) = Ho f(IEN) for all & € R%.
4. Ifhe S(R) is even, then Hoh € S(R) is even.

Proof. 1. See [PoulO, Section 9.4, 3.].
2. See [PoulO, Section 9.4, 7.].
3. See [PoulO, Section 9.3].

4. Since h € S(R) is even, the function H: R?> — R, x — h(||x|) isa radially symmetric Schwartz
function. Since H € S(R?), it follows that H € S(R?). Due to third property, we have

H(&) =Hoh(IE]) forall & € R?.

Hence, Hoh € S(R) is even.
O

Remark 5.7. Property 3 of Proposition 5.6 offers an interesting perspective on the Hankel trans-
form. It can be seen as the two-dimensional Fourier transform acting on radially symmetric
functions.

In order to generalize the detection result of the Taylorlet transform from dimension 2 to higher
dimensions, we have to adapt the terminology of the Taylorlet transform to higher dimensions.

Definition 5.8 (Higher order shears in three dimensions, scaling matrix). Let n € N and let the
shearing variable of order n be defined as the map s: { € I\I% DBlsn}—-R, g~ sp. For x € R3
we denote

X1 5 5
xX= ,  where x; e Rand X € R“.
x
The n'™ order shearing operator is defined as

X1+ X % . 5(:"6

SRR, x— |BI=n

X
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Let a, a > 0. The a-scaling matrix is then defined as

a- X1

AP R -R?, x— :

a*-x

Definition 5.9 (Analyzing Taylorlet, restrictiveness). For dimension 3 let g € S(R) such that
f gnr"™dr=0 forallmefo,...,M—1},
R
o0
and f gxr)r™dr=0 forallme{0,...,2M—1}.
0

Moreover, let ¢ € S(R) be even such that

o0
f @r)r'"dr=0 forallmeN,m=2.
0

Lethe S (Rz) such that h(x) = ¢(||x]|) forall x € R2. We call the function T = g ® h an analyzing
Taylorlet of order 2 in dimension 3 with M vanishing moments.

We say 7 is restrictive, if additionally
(i) g(0) #0and
(i) fo @(r)rdr#0.

We call an analyzing Taylorlet T of order 2 hyperbolically restrictive, if
@ Jo°[g(r®) +g(=r®)] - rlogr dr #0and

(i) ¢(0) #0.

Definition 5.10 (Taylorlet transform). Let M,n € N and let 7 € S (R®) be an analyzing Taylor-
let of order n in dimension 3 with M vanishing moments. Let a > 0, ¢ € R2, a > 0 and let
s:{BeN3: |fl<n} —R, p— sg. We define

X1
T () =1 AW S for all x = (x1, %) € R x R?.
a Xx—t
The Taylorlet transform w.r.t. T of a tempered distribution f € S’(R?) is defined as

(n,a) — (n,a)
T f(a7s) t)_<frra’s’t>-

Definition 5.11 (Feasible function, singularity function). Let § denote the Dirac distribution.
Let furthermore j € Ny, g € C*° (R?) and let

F =16 (x1-q®).
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Then f is called a j-feasible function with singularity function q.

Definition 5.12 (Highest approximation order). Let j,n € Ny and let f be a j-feasible function
with singularity function g € C*(R?). Furthermore, let t € R, s: {feNZ: [f|<n} =R, f— sp
and k € {0,...,n—1}. If s = 8P q(1) for all f € N2 with |B| < k and if there exists y € N2 such
that |y| = k+1and s, # 0" g (1), we say that k is the highest approximation order of the shearing
variable s = (8)p1<n for fin t.

Definition 5.13 (Approximation matrix). Let j € Ny and let f be a j-feasible function with sin-
gularity function g € C* (R?). Furthermore, let r€R, s: {f € N3 : |f] < n} — R, f— sp. Let

N
45w =~ Y. = -~ nP.
pr=2 P!

Then we call the Hesse matrix
As()=Hqs()=Hq(t)-S

the approximation matrix of s for f in ¢, where S has the entries S;; = sg with § = e; + ¢; for
i,j €{1,2}. The approximation matrix describes the Hesse matrix of the graph of the sheared
version of g.

5.2 Detection results

With the necessary terminology introduced, we will now continue with the statement of the
detection result and prove it afterwards.

Theorem 5.14. Let M € N such that M = 1 and let T := g ® h be an analyzing Taylorlet of order 2
in dimension 3 with M vanishing moments. Let furthermore j € Ny, t € R?, let f be a j—feasible
function, g := g andt:=g®h.

L Leta>0. Ifsy # q(t), the Taylorlet transform has a decay of
T f(a,s,1)=0O(a™) fora—0

forall N > 0.

II. Let k € {0, 1} be the highest approximation order of s for f in t and let a < ﬁ

1. Letk =0. Then the Taylorlet transform has the decay property
T f(a,s,6)=0 (aM(l_“)+j+1+“) fora— 0.

2. Letk=1.

a) If the approximation matrix As(t) is either positive or negative semidefinite, the
Taylorlet transform has the decay property

i1
T f(a,s,t)=0 (a(l_Z“)M+J+Z+“) fora—0.
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b) If a > %, T is hyperbolically restrictive and the approximation matrix As(t) is
indefinite, the Taylorlet transform has the decay property

T2Yf(a,s,t)~a*t fora—o.

Il Leta> % and let T be restrictive. If the highest approximation order of s for f in t is at least
2, then the Taylorlet transform has the decay property

T@9f(a,s,t)~a*?* fora—o.

Remark 5.15. According to Theorem 4.33, in two dimensions, one Taylorlet is sufficient to deal
with j-feasible functions for all j € {0,..., M — 1}, where M is the number of higher order van-
ishing moments of the Taylorlet. In contrast, in three dimensions a new Taylorlet is required
for each level of feasibility, as Theorem 5.14 suggests. The reason for this is a conflict between
the restrictiveness property in two dimensions and the vanishing moments of the second order
in three dimensions. Due to Definition 4.8, if a Taylorlet T = g ® h is restrictive, we have for all
jefl,...,M}:

fo gt dr=1g0) #0.

At the same time, however, the vanishing moments of second order in three dimensions would
require that for all m € {0,..., M — 1}

(o] 1 (e.0]
O:f g(itz)tzm“dt:—-f gxwu™ du.
0 2 Jo

As the vanishing moments are needed for the decay rate of the Taylorlet transform, the restric-
tiveness property cannot be translated directly from two to three dimensions.

In order to prove Theorem 5.14, we need to show some auxiliary results.

Lemma 5.16. Let n €Ny and let ¢ € S(R) be even such that
o0
f et dt=0 forallmeNy, m=n.
0

Furthermore, leta >0, ¢ € Ng, c € R and let

®,:R— R, v~f¢(\/a2(v—c-u)2+u2)L/du.
R

Then, ®, € S(R) and ®,(v) = O (vw“’"”) forv—0.

Lemma 5.17. Let ¢ € S(R) be even and let g € S(R) have M vanishing moments of order 2. Fur-
thermore, let meN, v € I\I% such that|y|=2m—1 and let a1, a, > 0. Then

f g(m) (Z‘
RZ

2 2

vi v

1 2 11. Y _ —(M+m+1) _
_a%-'__ag)) pUlvih-v" dv=0(lzl ) forz— *oo.
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Lemma 5.18. Let g € S(R) such that
fooog(irz) -rdr=0 and fooo [g(r*) + g(=rH)]-rlogr dr #0.
Furthermore, let h € S(R?) be rotationally symmetric with h(0) # 0. Then,
fooofooog(z-(l/f— v%))h(v) dv~|z|™! forz— +oo.

Lemma 5.19. Let 7 € S (R?), t € R? and let f be a 0-feasible function with singularity function
g € C®(R?). Let a > 0 and let k be the highest approximation order of s for f in t. Then, for
all N € N there exist ], L € N, constants ¢y, € R form € {0,..., ]}, v € N% such that|y|< L, and a
homogeneous polynomial py., of degree k + 1 such that for a — 0,

VY dv+0O@@V).

a(k+1)a—l . pk‘+1 (1})
v

J L
(2,a) _ -m (lyl+2)a m
T2 @sn=Y a™ Y cpmea fwalr(

m=0 lyl=(k+2)m

Furthermore, cp = 1.

Lemma 5.20. Let M € N such that M = 1 and let T be an analyzing Taylorlet of order 2 in dimen-
sion 3 with M vanishing moments. Let furthermore t € R? and let f be a 0-feasible function with
singularity function g € C* (R?).

L Leta>0. Ifsy # q(t), the Taylorlet transform has a decay of
T f(a,s,t)=0O(a") fora—0

forall N > 0.

II. Let k € {0,1} be the highest approximation order of s for f in t and let & < ﬁ

1. Let k =0. Then the Taylorlet transform has the decay property
T f(a,s,t) = O (@M1 fora—o0.

2. Letk=1.

a) If the approximation matrix A(t) is either positive or negative semidefinite, the
Taylorlet transform has the decay property

T@Y f(a,s,1)=0 (a(l_Z“)M%*“) fora— 0.

b) If a > %, T is hyperbolically restrictive and the approximation matrix As(t) is
indefinite, the Taylorlet transform has the decay property

T f(a,s,t)~a fora—o.
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Il Leta> % and let T be restrictive. If the highest approximation order of s for f in t is at least
2, then the Taylorlet transform has the decay property

T f(a,s,t)~a*® fora— 0.

5.3 Proof of the detection results

In order to get an overview over the utilization of the different auxiliary results in the proof, we
give a quick remark on the proof strategy.

The idea of the proof is a consecutive reduction to simpler cases. In the proof of Theorem 5.14,
we show that it is sufficient to consider 0-feasible functions i. e., distributions of the form

f(x)=6(x; —qlx)) forall xeR?

We subsequently prove in Lemma 5.19 that the Taylorlet transform of a 0-feasible function can
be reduced to a linear combination of integrals of the form

z-p(u)
fza{"r P -u du, (1
R u

where p is a homogeneous polynomial of order k +1 and |y| = m(k +2). Lemma 5.20 makes
use of Lemma 5.16 - 5.18 to simplify this integral over R? to a one-dimensional integral. Now
the desired decay rate can be deduced by exploiting Lemma 4.40, which utilizes the vanishing
moments of higher order.

In particular, in the case that the polynomial p is homogeneous of degree 1, the reduction to
a one-dimensional integral can be achieved by applying Lemma 5.16. If the polynomial p is
homogeneous of degree 2, it can be represented in the form

p(u) = ul Ag(u forall ueR?,

where A(t) is the approximation matrix of s for f in ¢ € R2. By an apt variable substitution of
u, the matrix A can be diagonalized, which produces two different cases. In the elliptic case,
A, is either positive or negative semidefinite and the integral (1) can be transformed into a one-
dimensional integral via Lemma 5.16 and Lemma 5.17. In the hyperbolic case, A; is indefinite.
For the integral, Lemma 5.18 exploits the hyperbolic restrictiveness to yield the wanted asymp-
totic.

If p is homogeneous of degree 3 or higher, the decay property can be achieved as in Lemma 4.42
by utilizing the restrictiveness.

Proof of Lemma 5.16. This proof consists of two parts. First we show that ®, € S(R) by repre-

senting the derivatives @;m) as integrals over apt Schwartz functions. We subsequently employ

(m)

their rapid decay rate to prove that the derivatives @,

exhibit a sufficient decay rate to ensure
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that @, € S(R). In the second part, we prove that ®,(v) = O (v(‘”“_”)*) for v — 0 by showing a
connection between ®"” (0) and integrals of the form [;° ¢ (1)¢™ d . By exploiting the vanishing

moments of ¢, we can prove that q)([m) 0)=0form=¥¢-n.

As ¢ € S(R) is even, there exists a function ¥ € S(R) such that
o) =w(t>) forall teR.

Let
h:R? =R, x—y(lx|?.

Since every derivative DA is a sum of derivatives of ¥ multiplied by a polynomial of x, we
obtain h € S(R?).

Proof of ®, € S(R):

We get for @, that

q)g(v):f(p(\/az(v—c-u)2+uzj ul du:fh(a(v—c-u),u)u[ du.
R R

Since h € S(R?), all derivatives of h(a(v— c-u), u) u? with respect to v are integrable with respect
to u. We thus obtain

dm
dD([’m(v):—f h(a(v—c-u),u)u’ du:fam-c?{”h(a(v—c-u),u)ué du.
dv™ Jr R
We now introduce the function
h:R?, (t,x)»—»amainh(a-t,x)xé.

As the Schwartz space is invariant under multiplication with constants, dilation, derivatives and
multiplication with polynomials, / € S(R?). Consequently, for all N € N there exists C > 0 such
that

‘(D((m)(v)| = ‘fsz(v—c-u, u) du

1
Sf Ndu.
R1+[(v—c-w?+|ul?

The upper estimation yields

1
@WWmsf ~ du
R1+[(v—c-w)?+u?

1
=f N du
R1+[(1+¢?)u?-2cuv+v?]

1
=f . Ndu.
2
SR TN
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By introducing the variables a = —5 and b = —%, we obtain

1+c2 1+c¢2’

(m) —
o w)= [

Utilizing (y + 2)N = yN + z" for all y, z = 0, we obtain for all m = 1 that

109" (1) sz

2 N1~
2 y
a(u—bv) -+ —
a

1+ du.

N1-1

2
1+(a(u—bv)2+%) du (substituting u = w + bv)

~ 2N~ 2N UZN
SC-f 1+a¥w?N + ~ dw |substitutingw = \/1+—-y
R a a
B UZN an 1 N_2N
= 1+ — 1+a d
N fR ( y) dy

as a < 1. With the estimate
Ny
(1+ v? ) <2max{l,|v]} forallveR,

we obtain the following upper bound for |<I)([m) (v)|forall veR:

1
@M ()| < C-(1+v?N)
2Cmax{l, |v|} 4C
< < .
1+ v2N 1+]|v|2N-1

As the upper estimate holds for any m, N € N, we obtain that ®, € S(R).
Proof of ®,(v) = O (v!*1="+) for v — 0

In order to prove the upper asymptotic relation, we first represent the derivatives of ®, in terms
of the function v:

, d

@Z(v):%fww(az(v—c-u)2+u2) u’ du
_[d 20 2 2\ 4
_fRdyw(a w-c-w +u)u' du

=2a2wa’(a2(u—c-u)2+uz)-(u—c-u)u’du. )



156 Chapter 5. Extension of the Taylorlet transform to three dimensions

We will now show inductively that for all u € R, v € R and m € Ny,

aTl//(az(v_Cu)2+u2): Z Ck,mlll(k) (az(l)_cu)2+u2)(v_cu)2k_m (3)
k=[m/2]

for some constants ci , € R.
Proof of (3):
As we can see by (2), the statement is true for m = 1. For greater m we obtain
oM+ ly (a? (v—c-w? +u?)
m

=0, ), cmw® (@ (v-c-w?+u?)- (v-c-w?km
k=Im/2]

m
k=[m/2]

m
+ Z Ck,mw(k)(az(v—c-u)2+u2) 2k-m) (v—c-u)Zk‘m—l,

k=[m/2] =0 for k=m/2

Since the summand in the second sum vanishes if k = m/2, for even m the sum starts with the
index [m/2]+1 = [(m+1)/2] and for odd m with the starting index is [m/2] = [(m+1)/2]. Thus,
we obtain

oMy (a® (v —c- w? + u?)

m+1
= Y 281wy (@ (w-c-w?+u?) (v-c-u)? D
k=[m/2]+1
m
+ Y @k-mcemy® (@ w-c w?+u?) (v-c w0
k=[(m+1)/2]
m+1 . ) ) , " X
= Z Ck,m+11//()(6¥ (U—C‘u) +u)(U_C‘u) —(m+).
k=[(m+1)/2]
Consequently, we get for all m e Ny, m = 1:
" (v) = GTf v(e?w-cw?+u?)u’ du
R
m
= Z Ck,mf 1//(k) ((12 (v—c-u)?’+ u2) (v—rc- u)Zk—m ul du. 4)
R

k=[m/2]
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In order to show that ®,(v) = O (vw “_”)*) for v — 0, we will show that all summands in (4)
vanish for v = 0 and thus that QD(Z’") (0) =0if m < ¢ — n. We obtain

f v P (@ w-c-w?+u?) (v—c-w* " u’ du
R

v=0
= (—¢)#m f v ® ((a®®+1)-u?) ut " du (substitute u=(a*c*+ 1)_% t)
R

(_C)Zk—m

) (a2c? 1)“’"+k'futw(k)(t2) e
acce+ 2

Applying k partial integrations yields

fu/(k) (a2 (v—c-u)?+ u2) w—c-w*mul du .
R v

— C'f‘//(k)(l‘z) té+2k—m dt
R

:C’fu/(tz)m”‘m dt:C’~f<p(t)t"m dt
R R

if # = m. As every summand in (4) can be transformed into the upper form, there exists C € R
such that

@™ (0) :C-fqo(t)t"‘m dr.
R

Since [fy° ¢ (1) tP dt =0 for all p € Ny, p = n, we obtain that <I>E,m)(0) =0iff-m=n,i.e m<l-n.
As @, € S(R), it is especially continuous and thus

D)= O (vw“_”)*) for v — 0.

O

Proof of Lemma 5.17. In this proof we will first reduce the integral in question to a one-dimensional
integral of the form

fo g(z-p%) @m(p)p dp.

We will subsequently apply the Parseval-Hankel theorem and prove the sought-after decay rate
of the upper integral by showing that the vanishing moments of second order result in a high
decay rate under the Hankel transform.

The substitution v; = a; w; for i € {1,2} yields

v, v
fg(”“ z-| 5 +—=||-@Uv-v" dv
R2 a a
1 2
= a{l“a?“fwg(m) (z-||w||2)-<p(\/a§wf+a§w§) w? dw.
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By transforming w € R? to polar coordinates, we obtain

2 2
14 1%
f g (Z' (—§ +=
R2 a a
1 2

2n poo
= a}fﬁlaizfzﬂfo fo g™ (zp%) @ (p \/af cos? 0 + a5 sin? 0) pcos’ (0)sin?2(0)p dp do

(vl -v" dv

e8] 2n
= a{”la’fﬂfo g™ (zp?) p"*! .fo (p(p\/a% cos? 0 + aj sin® 9) cos”! (0)sin"?(0) dO dp.

=:®(p)

We will now show that ® € S(R). To this end, we observe that we can estimate its k"' derivative
in the following way:

6k 21
’(D(k) (p)) = —fo ) (p\/af cos? 6 + a5 sin? 9) cos’ (0)sin”2(0) dO

. k/
(a? cos? 0 + a5 sin®0)

2, |cos71 (0)| |sin7’2 (6)| do

<1

o (p \/a% cos? 0 + a5 sin® 9)

-~

<max{a;,ap}*

2n
< max{a,, ag}k f ‘(p(k) (p\/a% cos20 + ag sin26)
0

ao,

since a;, ap > 0 by prerequisite. As ¢ € S(R), for all k, N € N there exists Cy, y > 0 such that
C
lp® (o)l < k—]\lfv forall p € R.
0

By applying this inequality, we obtain

2w
)(ID(’“) (p)’ < max{aj, az}k-f
0

o (p\/af cos? 6 + a5 sin® 0)’ do

)—N/Z do

21
Smax{al,ag}k-f Ck'NIpI_N-( 2cos®0 + a5 sin’0
0 N -~ )

<min{a;,a,}~N

max{a, a}*

=2aCknN- lpI™™ forall p e R.

min{a,, ax}V .
Thus, ® € S(R) and inherits its even symmetry from ¢.

We now observe that the integral we want to estimate,

2
v
Lol
R? a

% Uy
—+ —2)) <o (lvih-v" dv,
1 9

vanishes, if a component of y is odd. Hence, it is sufficient to consider only the case that |y|
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is even. So there exists ¢ € Ny such that |y| = 2¢. Then, a consecutive application of partial

integration yields
v o2
fg(”” z- |5 +=||-@Uv- v dv
R2 a; a

2
) fo g" (z-p?)- 0?1 - @(p) dp

o) o ) 20+1
= 2 . glm . .
fo pz-g"™ (2-p%) 220

-®@(p) dp

o) B d ,02[
_ m-1(, 2. % P
E fo §" e p7) g5, @ dp
_ DT 2y [1d 20
—Zm_zm-fo g(zp): [;d—] (p -<1>(p))-pdp

=10, (p)

As |y| =2m -1 and thus ¢ = m, and ® € S(R), we obtain ®,,, € S([RZ) and @, (p) = O (p 2[‘2’”) for
p — 0. Furthermore, @, is an even function, as the operator 1
of a function. We now introduce the function

’ d 5 breserves the even symmetry

gi2:R—R, t—g(+t?).

2
41

2
To obtain the asymptotic behavior of the integral f[Rz g(m) (z- (? + %)) ~p(lvl)-vY dv for z —
1 2

+o0, we apply the Hankel transform to g, » and ®,,. Due to statement 1. of Proposition 5.6,

Ho (g22(1217p) ) (1) = 1217 o (g22) (1217/2r).

As g € S(R) and @,, € S(R), statement 2. of Proposition 5.6, the Hankel equivalent of Parseval’s

theorem, yields
vi v
f g(m)(z-(—2+—)) e(lvi-v' dv
R? aj a

2
2
(—l)m
= (2Z)m f 8sgn( z)2(|z| ) (I)m(P)‘P dp

=nm _1
= 22)™ j(; E%O (gsgn(z),z) (|Z| 2 - I‘) “HoDp(r) -1 dr.

In order to retrieve the asymptotic behavior of the upper integral for z — oo, we will show that

Ho (gsgn(a),2) 1) = O (r*M)  for r — 0. (5)
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To this end, we observe that

Ho (gsgn(z),z)(V) 0) = 0‘;/(; 8+,2 (.0) Jo(pr)-p dp’rzo

(e.9)
=f g:2(0)J"(0)-p"* dp=0 forallve{o,...,2M -2},
0

as g has M vanishing moments of order 2. Furthermore, Hg (gsgn(z),z)(zM_D (0) =0, as the Bessel
function Jj is of even symmetry and thus ](()ZM - 0)=0.

Moreover, Ho®,, € S(R) due to statement 4. of Proposition 5.6. Together with (5) this yields
2

1/2 1%
f g™ (z- (—; + —3)) o (lvl)-v” dv
Rk al a

2
! ‘/(;m|%0(gsgn(z),2) (|Z|7%'r)|'|?{0q)m(r)|‘rdr

S
- 2m,|z|m+1

[ee] !
! f C-Izl_%(ZM)rzM-—C rdr

< —_— . .
- 2m,|z|m+l 0 1+r2M+3
1 00 Cclr2M+1
_ _ -(M+m+1)
T om g MEm 'fo 1+ r2M+3 dr=0(lz| ) forz— oo,
)

O

Proof of Lemma 5.18. We prove this statement in three steps. First, we show that the integral in
question can be represented in the form

o0 [e.0] (o.0]
f [ g(z- Wi -vd)h(v) dv:f [g(zr®) + g(—=zr®)] ®(r) r dr
0o Jo 0
for a function @ : R, — R. Subsequently, we will prove the asymptotic relation
®(r) =—-h(0)-logr+O(1), fort—0.
In the third step, we show the asymptotic equivalence
o0 [e.0]
f g(zr®)®(r) r dr ~ —h(0) / g(zr®)log(r) r dr for z — oo
0 0

and thus the desired decay result.

STEP 1
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We will first divide the integral into two parts:

fofog(z-(vf—v%))h(u)dv
:fo folg(z.(v‘%—vﬁ))h(v)duZdv1+f0 f g(z- (2= 1) h(v) dus don.
U1

By performing the substitution v; = rcoshf and v, = rsinh@, dv = r dr df on the first integral,
we obtain

fflg(z-(vf—vg))h(v)dvgdvlzf f g(z-rh(r-E}) rdrado
o Jo o Jo

and by substituting v, = rsinh@ and v» = rcosh@, dv =r dr d6 in the second integral, we get

/fg(z-(vf—vg))h(v)dvgdvlzf f g(—z-rh(r-E,) rdr do,
o Ju o Jo

cosh0@ sinh@
where Eg = and E, = for all 6 € R. As h is rotationally symmetric, we have
sinh@ coshf

h(r-Ej) = h(r-E) forall r >0 and 6 € R. So it suffices to only consider E . Since

Clg(z-r?)|

A e L' R, xRy, dr do),

|gz-rn(r-EJ)r| =<
we can apply Fubini’s theorem and first compute the integral with respect to 6:
(o]
O(r) = f h(r-Ej) do.
0
This leads to the formula

f""f""g(z.(v%_ v)) h() d”zfoo[g(zr2)+g(—zr2)]®(r) rr. 6)
0 0 0

STEP 2

In the second step, we will determine the asymptotic behavior of ®(r) for r — 0.
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In order to obtain the behavior of ®(r) for r — 0, we apply the substitution 8 = ¢t —logr to the
defining integral:

<I>(r):f h(r-Ej;) do
0

0 r- % (et—logr + elogr—t)
= h dt
1
2

logr r- (et—logr _ elogr—t)

oo [L(ef4r2.et
= h f( )) dr.
1 _

logr

By introducing the function
T,:R—R? t— (

and applying partial integration, we get
[e.0]
d(r) = f h(T, (1) dt
logr

= [h(Tr (1) - 11250 fIVh(Tr(t))-Tr’(t)~tdt
ogr

t=logr

[e )

= —h(Tr(logr))-logr—f Vh(T: (1) T/ (1)t dr. 7)

logr

For the first summand we obtain
l(elogr+r2'e—logr) r
—h(T;(ogr))-logr=—-nh ? logr=-h| |-logr.
> 0
2

This yields the asymptotic
—h(T;(ogr))-logr =—h(0)-logr + O(rlogr), forr— 0. (8)

In order to get the asymptotic of the second summand in (7), we divide the field of integration
into [logr, 0] and [0, c0). By utilizing the Cauchy-Schwarz inequality and the decay of |VA|, we
obtain for the integral over [0, 00):

oo

m'”ﬂ(t)ﬂ -tdt.
.

Uoth(T,(t))-T,’(t)-tdt‘sf
0 0
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Forall r >0, t € R we have

( (ef - rz,e—t))

(e'+r%-e7)

2 2

Ligt 4 2.0t
(' +rie™?!) = 2 ) =TI )
%(et_rZ_e—t)

DN =

IT (DI =

DNl D=

Hence, we obtain

o0 © C-THH)- ¢ ©  Ct 9 (> Ct
V Vh(Tr(t))-T;(r)-rdt‘sf ”’—()!dr@f —zdt(s)f = <o,
0 0 I T (D)l o Il 0 5-et
For the integral over [logr,0] and for r € (0, 1), we observe that
1
IT. (D) <e' o > (e2t+rte2)<e' o rle? <e* wlogr=t.
We thus get
0 0
f Vh(T:(0)-T;(t)-t dt sf IVR(T () 1| 1T () -|2] dt
logr logr‘—z‘—" ——
= <e!
0
<-C- re' dr
logr
t=0
= [_C'(t_l)et]t:logr
=C-C-r(l-logr)=0(Q1) forr—o.
In conclusion we have
®(r)=—-h()logr+©Q), forr— 0. (10)

STEP 3

In the final step, we determine the asymptotic behavior of the integral

[ [ g3 - )y ner av
0 0

for z — +oo.

To this end, we will show that in order to determine the asymptotic behavior of the integral in
question, it is sufficient to consider the integral only over an arbitrarily small neighborhood of
the origin. First, we prove that ® is bounded away from the origin. For r > 0 and the vector
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B (coshH

and, we can obtain the following upper bound:
sinh @

()| = Uooh(r-Eg) d@‘
0

= [ 1nG-E5)) a0
0

o0 !
s/ Ldesg.
o rlE;I r

Thus, for all € > 0, ® is bounded on every interval (g,00). We now employ (6) and consider the
integral over (£ 00).

foog(zrz)QD(r)r dar

sf 18 (2r2) 110 |- Ir| dr

€
© Cr

Sf Wdr:OUZFN), Z— *00
€

for arbitrary N > 0. Hence,
o0 £
f g(zrz)q)(r)r dr :f g(zrz)qD(r)r dr+ 0O (IzI_N) for z — +o0.
0 0
The variable substitution r = Izl_% p yields

(o] eVizl 1
f g(zr¥)or drzlzl_lf g(ipz)d)(lzl_ip)p dp+0O(1z2I™Y) forz—+oco. (11)
0 0

We will now show that the leading asymptotic term of ®(r) for r — 0 determines the behavior of
the upper integral for z — +oo. Due to (10), the asymptotic relation

®(r) =—h(0)-logr+O(1), forr—0
holds. By using similar arguments as for (11), we obtain that

(e9) &€
f g(zr?)log(rr dr:f g(zr®)log(rr dr+O(lzI™) for z— +oo
0 0

and thus

0o eVlzl
fo g(ipz)log(lzl_%p)pdpzfo g(ipz)log(lzl_%p)pdp+(9(|z|_N) for z — +oo.
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By using the leading asymptotic of ® instead of @, we get

eVizl

s (o
= —h(0)- llm[ log |z~ 2p)pdp
1 o0
=‘h(0)'zliriloo“0 g(ir/oz)log(p)p01;)—5-log|zl-f0 g(pz)pdp]
—_—
=0
=~ 10 [ " g(20?)108(p) p dp £, (12)

as h(0) # 0 and [;° g(+p?)log(p)p dp # 0 according to the prerequisites. It now remains to
show that indeed

eVlz| , .
lim g(£p )~(—h(0)-log(|z|_5p) pdp= 11111Oo

z—z00 Jo (IZI 2/o)/o dp.
To this end, we introduce the function
O(r) :=D(r) + h(0)-logr forallr>0.

Due to (10) it fulfills ®(r) = O(1) for r — 0 and is thus bounded on (0,¢) for € > 0 sufficiently
small. Since the expression
evVlzl ) 1
fo g(p*)log 1212 p) p dp

converges for z — +oo according to (12), the statement

eVlz| eVizl

. 2 _1 _ 2 _1
Am | glp )@D(IZI Zp)p dp=~h©: lim | glp )log(IZI 2p)p dp
is equivalent to
) evlz| o = 1
Jim | gl )CP(IZI Zp)pdp=0-

We now proceed by proving this statement for £ > 0 sufficiently small to ensure that ® is bounded
on (0,¢). Since, additionally, g € S(R), we can see that the integrand has an integrable uniform
upper bound:

|g(p2)&>(|z|_%p)p-Il(oyg\/m)(p)| <|g(p®p|- sup |®(r)| forallp>0,zeR\ {0}
re(0,¢e)
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We hence may interchange limit and integral and get

eVlzl

zll»rfw 0 g(PZ)'&)(|Z|_%p)p dp
_é % (02 _
_q>(0)«f0 g(p)-pdp=0. (13)

By combining (11), (12) and (13), we obtain the desired asymptotic result.
O

Proof of Lemma 5.19. This proofis divided into four steps. We will exploit the fact that 7 € S (Rz)
in order to restrict (Step 1) or extend (Step 4) the area of integration of the Taylorlet transform
according to Lemma 4.39 and utilize Taylor’s theorem in order to obtain truncated series of T
(Step 2) and ¢q (Step 3), respectively.

STEP 1

In the first step we will show that the Taylorlet transform TR f(a,s,0) is an integral over a
hyper-surface and we will prove that only a small neighborhood of the origin is relevant for the
decay of the Taylorlet transform for a — 0.

In order to properly treat the asymptotic behavior of T f(a, s,0), we introduce the function

s
gs:R*—R, u—q- Y —[j~uﬁ.
pr=2 P!

As g € C*™ (R?), we have g € C* (R?). Hence, there exists § € C* (R?,R?) such that
qs(u) = qs(0) + G(u) - u for all u e R%. (14)

Furthermore, there exists a function Q € C* (R?,R?*?) such that

1
qs() = 45(0) + V 5(0) - u+ - - ul-Quw)-u forall ueR? (15)
If 0 is the highest approximation order of s for f in 0, (14) yields

qs(w) = qs(0)+G(w) - u= Gy (u) - u1 + Go(u) - up for all u e R?,
——

=0

where
G(0) = Vg,(0).
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If 1 is the highest approximation order of s for f in 0, (15) yields

1 1 2 2
=g (0)+Vag.0) -u+--ul- u==. (w)-u;-u; forall ueR?,
qs(u) = q5(0) +Vg5(0) u+2 u -Quw-u 5 iE:UE:lQ,](u) uj-u; forallue
=0 =0

where Q(0) = Hgs(0). (16)

Analogously, for k = 2 being the highest approximation order of s for f in 0, there exist functions
qp€ CP(R) forall e l\lg with |B| = k + 1 such that

gsw= > qﬁ(u)-uﬁ for all u € R2.
[Bl=k+1

First, we rewrite the Taylorlet transform:

T f(a,s,0) =/

T
R2

a

s(u)/
qs () a)du

ula

> qﬁ(u)wtﬁ/a
:f 7 |15k du, (17)
RZ

ula®

Since k is the highest approximation order of s for f in ¢ = 0, there exists f € I\I% with [f]l = k+1
such that gg(0) # 0.

In order to show that just a small neighborhood of the origin is responsible for the decay of the
Taylorlet transform for a — 0, we observe that the integrand in (17) fulfills the decay condition

of Lemma 4.39. By applying this lemma, we obtain for 7 € (0, ﬁ) and an arbitrary N € N that

y qﬁ(u)-uﬁ/a
IT(Z'“)f(a,s,O)I:f 7| 1BI=k+1 du|+O@a") fora—o. (18)

B
al ula®

STEP 2

If we replaced the terms gg(u) in the argument of the integrand by some constants cg, the first
argument would be a homogeneous polynomial of order k + 1 w.r.t. u. In order to achieve this
form, we will approximate the integrand by a Taylor polynomial in this step.
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Now we expand the integrand of (18) into a Taylor series with respect to the first component in

aneighborhood of the point  }  ¢gg(0)- ulla.
|Bl=k+1

> qﬁ(u)-uﬁ/a

IT(Z’“)f(a,s,O)sz 7| 1BlI=k+1 du|+O(a")
Ban a
ula
J Y qpufla) m
< Z f o't | 1p1=k+1 e Z [qﬁ(u)—qﬁ(O)]-uﬁ du
m=0|JBan ul a® aw-m. |Bl=k+1
|ot4] ! o
®. W -qpO)|-1uPl|  du+O@). (19
J+1)! fB,ﬂ a+1 (Iﬁlzzkﬂ |qﬁ qp | )

Due to Lemma 5.4, |[u”| < | u||'P! and since g5 € C®°(R?) for all B € N2 with | 8] = k+ 1, there exists
a constant C >0 and ag > 0 such that for all a < ap and for all § € N% with |B| = k+ 1 we have

|gs(w) - qp0)| < C-llul|l forall ue By.

Hence, we obtain for the rest term in (19):

|o1"'] 1 )
o | . B ol d
J+ 1! fBan PyES (W:Zkﬂwﬁ(u) ap0)|-lu I) u

ot ]
< —o"f Cllull - llul** du
a1 (J+1)! Jp, (ﬁl:zk+l

J+1 (| 54/+1 J+1
_ C |01 T‘)oo.(d+k) f [ ®+2U+D gy,
B

g+ k+1

C' a’
- f ARE2UD L g
a 0

— C'dn[(k+2)(]+1)+2]_(]+1) _ a(]+1)[(k+2)17—1]+2n for a — 0.

By choosing 7 € (115, 745 ) and

[t
Cnk+2)-1|

we obtain the desired decay rate of O (a') for the remainder term in (19) for a — 0.
STEP 3

In the third step we will expand Y [qﬁ () — qp 0] uP in a Taylor series about the point u = 0.
1Bl=k+1
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By introducing the homogeneous polynomial

prs1 RE—R, u— Y qp0)-uf (20)
|Bl=k+1

of degree k + 1, we obtain:

1T f(a,s,0)
/ [ Prn@)/a 1 5" N

= mZ::o Ban o ula® “amml (Iﬁ|§+1 lap(t0 = apO] - ) A+ Ol

T L ( 3 q(6)(0)u—6+pm(u))mdu +0(aY), @D
m=0 | Ban ul a® amm\ sFa b= B 5! ,

where p,, is the rest term of the Taylor series expansion with the property p;, (1) = O ( [zl Lm*’”z)
for u — 0. Now we estimate the summands for each m € {0,..., J}.

f oMy Pr+1(W)/a 1 ( Z iy % q(5)(0)u_6+p (u))m .
Ba ula® am™-mh\ g 51 P st

m [ PEni@@ia) 1 L AN v
=Z(m)f3nalr( N ) z ( )3 uﬁqu”m)%) lom(w)” du

Tl
v ula® |4 M\ g=k+1 161=1

Ly,

Since T € S[R?), pm(w) = O(lul***+2) for u — 0 and . qg” % = O(ull) for u — 0, for
161=1 :

every v € {1,..., m} there exist c¢,, ag > 0 such that for all a<ay

/
f aiﬂT(Pkﬂ(u) a) ml '(m)[pm(u)]v
By ula® amm!'\ v

<cy- a_m/ ” ull(k+2)(’Vl—V) ” u”(Lm+k+2)V du
B

Lm u6 m-v
"y PO
Y u q;’ (0) ] du
[Bl=k+1 [61=1 A 0!

= O(alkr2m=1mnLu+d) - for g — . (22)

11 .
Asme€ (m, m), the choice

L - [N— [(k+2)n-1] mw _2
n
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is sufficient to obtain a decay rate of O@") in (22). Hence, for all m € {0, ..., J} we have

lT

Ban ula

m_ | Pesi@ia) 1
a am!

Ly o ud m
> oufy q/g)(O)—'+pm(u)) du
BI=k+1  I6m1 o!

mp
By u/aa a’ nm.

m_ [ Prai@/a) 1 PEZE T N
> W)y a0~ du+Oa”)
BI=k+1  I6=1 o!

for a — 0. By inserting this result into (21), we get

T f(a,s,0)
J m(Ly+k+1) Pr+1(W)/a
“Yam S om f o7t ¥ du+O(a")
m=0 lyl=m(k+2) Ban ul/a®

for a — 0 for appropriate constants ¢y, € R. By comparing the summand for m = 0 in the
equation (21) with the summand for m = 0 in the upper equation, we obtain that

Co,0 = 1.

STEP 4

In this final step, we extend the integration area to R? and thus transform it into a form which is
fit for an application of Lemma 5.16 - Lemma 5.18 to estimate the decay of the Taylorlet trans-
form.

Applying Lemma 4.39 again, we can change back the integration area to R? by only adding an-
other O(a")-term. Furthermore, we substitute « = a® v and obtain

T f(a,s,0)
=Y a™ ) c%mf o't (@®v)’ - a®*® dv+ O a")
m=0 lyl=m(k+2) R? v
] m(Ly+k+1) alk+Da-1. Pri1(V)
=Y am cy,m-a(”"*m“/ o't VY dv+ O@aV).
m=0 lyl=m(k+2) R? v

By choosing

L:= max (Lp,+k+1)m,
mel0,...,J}

we obtain the desired form of the sum.
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Proof of Lemma 5.20. We restrict ourselves to the case ¢ = 0, as all other cases are equivalent to
treating a shifted version of f.

L
Prerequisites: a > 0, so # g(0).

The idea is to exploit the special form of f in order to simplify its Taylorlet transform and to use
the Schwartz class decay condition of 7 in order to estimate the integral.

The structure of f leads to the following form of the Taylorlet transform:

T(Z,d)f(a, 5,0) :f 6(x1—q(X)Tqs0(x) dx
R3

X) — <ns_0?'~y /
:f . (0% ~Zpyi<n - X /a . 03)
R? xla®

:fRzg(E](X)/a)(p(IIXII/a“) d%,

where §(X) = g(X) — Z|y|sn% -x7. Since g,¢ € S(R), the integrand in the last line fulfills the
necessary decay condition of Lemma 4.39. By applying this lemma, we can conclude that

[ slawia)p(|za]) az
R2\B g

<lglre-

f ¢ (x/a%) dx
R2\B_s

o0
fﬁ (ria%)-rdr

a

Lemma 4.39

O(a") fora—0 forall NeN,

<lglre-
if B < a. Hence,
T f(a,s,0) = f glam1a)e(|x/a%|) dx+O@@™) fora—o
B

for all N € N. Due to the conditions of this lemma, g € C*°(R) and g(0) # 0. Hence, there exists an
e>0suchthatd:= miBnlé(fc)l > 0. By employing the boundedness of ¢ and the Schwartz decay
X€B,

condition for g that for all N € N there exists ¢y > 0 such that sup zcp ||5€N || . | g()’é)| = cn < 00, We
get

L af N
T No ,8,0)| < Pllco f ( q(x ) v
| f(a,s0)<lglocn —ap \ |G (X)|

<2 @lloocnd NaVth.

Since we can choose N to be arbitrarily large, the result follows immediately.
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II.

In the proof of this case, we will apply Lemma 5.19 to represent the Taylorlet transform as a
finite sum of integrals and we will utilize Lemma 5.16-Lemma 5.18 to the integrals to estimate
the decay of the Taylorlet transform.

1.
Prerequisites: Highest approximation order of s for f in0 is0Oand a < 1.

Due to Lemma 5.19, there exists a homogeneous polynomial p; of degree 1 such that

T2 f(a,s,0)

J L a® ' pi(w
=Y a™ ) cy,m-a”””)“fzd{”r( PR du+ 0O (a")
R

m=0 lyl=2m u
J L
=Y a™ ) c,,,,,l-cz('w'z)"‘f[Raz g™ (a* T prw) e (lul) u’ du+O(a"). (24)
m=0 lyl=2m

Since the highest approximation order of s for f in the originis 0, p; # 0. Let p1 (1) = ciuy + o2 Up.
Then w.1.0.g. ¢; # 0. Now the substitution u; = C—ll - (v — co2up) yields for any summand in (24):

" g (a* prw) @ (lul) u¥ du

_ 1 1 11
:fRng(m)(aw 1,,)(,0(\/6—%.(v—czu2)2+ug).(c_l.(v_cﬂm) ugz duy dv
1 I

1
— 2 n -(—1)“_“[ g™ (a* 'v) v“f ¢\ 5 W= cou)?+us |- (coup)" " u)’ duy dv
¢ pmo\ M R R o

1~ 1 ~
=TZ (E)'(—Cz)YI_“Ag(M) (a*'v) U“[ﬂ@(ﬂ(\/?-(v—02u2)2+u§)-u|27| Fdu, dv  (25)
1

€1 p=0

For u€{0,...,y1}, we now introduce the function

1 _
q)H:IR—%R, v-—»f(p(\/—2~(v—czu2)2+u§)ulzyl ”duz.
a
R

Since f;°@(r)r* dr = 0 for all k € N, k = 2, Lemma 5.16 yields that ®, € S[R) and ®,(v) =
O (vWI=H=D+) for v — 0. Hence, there exists ¥, € S(®) such that

D,(v) = pUrl=u=1) ‘W, (v) forallveR.
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This allows us to reduce (25) to

8" (@ @) g du
1 Y1
= Z (=) fg )W L) pHryl=p=Ds g,
Cl ©=0

Since p+ (lyl—u—1)4+ = (lyl - 1)+ and |y| = 2m due to (24), we get u+ (]yl —p—1); = m for
all m € Ny. Consequently, we can apply Lemma 4.40 to obtain the following decay rate for the
summands in (24):

a_m-cy,m-d(lym)“fw £ (a® " pr(w) @ (lul) Y duw = © (- OM+HHIrl-m+Da)

for a — 0. Since |y| = 2m, the (m =0,y = 0)-term dominates asymptotically. Hence,

T fa,st)=0 (a(l_“)M+1+“) for a— 0.

2.

Prerequisites: Highest approximation order of s for f in0is I and a < 5.

Due to Lemma 5.19, there exists a homogeneous polynomial p, of degree 2 such that

T f(a,s,0)
J L a** 1 po(w)
=Ya™ ) ¢ -a(|7’|+2)“f26{”1( e du+O(a")
m=0 lyl=3m R u
J L
= Zod | |Z Cym -a(|7’|+2)“fR2g(m) (@ py(w) @ Ulul) u” du+O(a"). (26)
m= YI=3m

Due to (20) and (16), the homogeneous polynomial p, can be rewritten in the form

1 7 1 7
pg(u):g-u -Hqs(O)-u:E-u - Ag(0) - u.

By an eigenvalue decomposition of A;(0) we obtain a matrix S € SO(2) such that

P2 (Su) = ul STA;(0)Su= Ay - 12 + Ay - 3. 27)
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We now analyze the summands of (26) by applying the substitution ©# = Sv with the matrix S
from the equation (27):

(m) (aZa—l

S -p2() - @ (lul) u¥ du

= |, 8" (@ pasv)- g USvl) (S dv

Y2

27) m) | 2a-1 z 2 2 " &
27 f g™ @Y A2 ool | Y Sieve| | Y Sokve|  dv
R2 i=1 k=1 k=1

2
= Y G| g™ |@ Y A v |-pUvi) P dv. (28)
161=ly| R? i=1

If a component of § is odd, we get

2
fRZ g™ (aza_l : Zﬂi'v?) ol v’ dv=0
i=1

due to the symmetry of the arguments. Hence, we only consider 6 € N(Z, such that there exists
Ve I\I% with 6 =2v.

a)

Prerequisite: A;(0) is either positive or negative semidefinite.

If the approximation matrix A;(0) is not indefinite, there exist either only non-positive or only
non-negative eigenvalues. To this end, we can divide the indices of the eigenvalues into 3 dif-
ferent sets:

I, :={ief{l,2}: 1; >0},
I_:={ie{l,2}:1; <0},
Ip:={ie{l,2}: A; =0}.

Similarly, we can divide the components of a vector v € R? or a multi-index y € I\I% into three
different vectors each:

ve=(vitiely), yii=(yiziely),
v_:=(v;jiiel), y_:=(yiziel),
vo:=(vi:i€ly), Yo:=(yizi€l).

As A;(0) is not indefinite, we either have I, = @ or I_ = @. W.l.o.g. let I_ = @. As the highest
approximation order of s forf in ¢ is 1, we have I # @. So only two cases remain:

@) |Iol=1and|l+|=1:
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In this case, there exists A, > 0 such that the summands in (28) can be transformed in the
following way

f (m)( 2a—1 Zl U) (p(||V||)U5dU
R2
=ng(’”) (@** 1Ay 0%) Vf+-fR<p(\/ vi+vg

By choosing a = 1, ¢ = 0, Lemma 5.16 yields for the function

v0° dvgdvy. (29)

O:R—R, v,y »—»f ( v +vo)v0°dv0

that ® € S(R) and ®(v) = O (v%~V+) for v — 0. Hence, there exists a function ¥ € S(R)
such that ®(¢) = t©9 D+ . W(7) forall ¢ € R. Consequently, we can rewrite equation (29) as

2
/[Rz g(m) (a20¢—1 . Z A Ulz) (vl I)& dv = Lg(m) (a2a—1/1+ t2) t5++(6o—1)+ “Y(1) dt.
i=1

As i+ (0o—1)4 =161—1,16] = |yl due to (28) and |y| = 3m due to (26), we obtain
Thus, Lemma 4.40 yields the following decay rate for the summands in (26):

_ _ _ _ 1_
a mc%m-a('y“z)“ g(m) (am 1p2(u))<p(||u||)u7 du:@(a(l 20)M+(lyl+2-2m)a+1 a)

for a — 0. Since the sum is asymptotically dominated by the (m = 0,y = 0)-term, we obtain
the decay rate

T2 f(a,s1) =0 (a(l_z"‘)MJ“%Jr“) for a— 0.

() [I+1=2
In this case 0+ = 9. As |0] = |y| = 3m due to (26) and (28), we have |y| = 2m — 1. Hence, the
conditions of Lemma 5.17 are fulfilled and we get

f ( 2a-1 Z/l v) o) v® dv—(’)(a(l_?‘“)(Mer“)) for a — 0.
[RZ

Thus, we obtain the following decay rate for the summands in (26):

me . gr+2a

a” C%m i g(m) (aza_lpg(u))q)(llull) uy du=0 (a(l—2a)M+(\y|+2—2m)a+1—2a)
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for a — 0. Since the sum is again asymptotically dominated by the (m =0,y = 0)-term, we
obtain the decay rate

T f(a,s,0)=0 (a(l_Z“)M“) =0 (a(l_Z“)MJr%Jr“) for a — 0.

If I, = ¢ instead, we can use a similar argumentation to obtain the same decay rate as above.
b)
Prerequisites: a > %, T is hyperbolically restrictive and A;(0) is indefinite.

If the approximation matrix A,(0) is indefinite, there exist positive and negative eigenvalues.
Due to (26), we have

J L
Tflas0=Y a™ Y cppm at?e N g™ (a®* ' pyw)-@Ulul)u’ du+©(a™) 30)
m=0 lyl=3m

for a — 0 for all N € Ny. First, we will show that all terms but the (m = 0,y = 0)-term display a
decay rate of o (a) for a — 0. To this end, we observe that

m . a(y|+2)a

a” Cy,m (m) (aZa—l

w S - p2w)) - (lul) u” du

= leynl-a 020 [ g (@ py ()| | ) 7]
< crm 87 | oo @ (- O 1 - @2a=m,
Because of |y| = 3m, we obtain
(yl+2)a-m=z@Bm+2)a-m=@Ba-1)m+2a>1 forallm=1,

as a > % Hence,

a_mc%mam”)"‘f[Raz g™ (a** ' prw) @ Ulul) u’ du=o(a) fora—0,Ym=1,lyl=3m. (31)

fora—Oforallm=1and|y|=3m.

Since ¢p,0 = 1 due to Lemma 5.19, the (m =0,y = 0)-term in (30) reads

‘ng(ﬂza_l'lﬂz(u)) @ (lul) du.

By bringing the homogeneous polynomial p,(u) into normal form by substituting u = S- v as in
(28), we get

2
fRZg(aZ“‘I-pz(u))-q)(llull) du:fwzg(aza‘l-z/li-vf) o (lvl) dv.
i=1
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W.l.o.g.let A; > 0 and A, < 0. By rewriting the eigenvalues into the form |1;| = %, we obtain

fRZg(aza_l'Pz(u))-tp(llull) du

2 2

v v
- \[RZ g(dza_l (a_é - a_g)) (p (m) dl} (SUbStitute vVi=ai- wl-)
1 %
- [ slat (wt ud)o |t 2
_4f f 2201 wf—wé))q)(m) dw.

As 1 is hyperbolically restrictive and 7 has M = 1 vanishing moments of order 2, we can apply
Lemma 5.18 to obtain

dw

fRzg( a®* Vopyw) - (lul) du~a'~** for a— 0.

Inserting this decay rate into the (m =0,y = 0)-term in (30) and considering (31) yields

T f(a,s,0) ~al™2D%2¢ = g for g — 0.

111

Prerequisites: a > 3
2.

3, T is restrictive and the highest approximation order of s for f in 0 is at least

Since the highest approximation of s for f in 0 is at least 2, we have a polynomial ps which is
homogeneous of degree 3 or greater or the zero polynomial, due to Lemma 5.19 such that

T f(a,s,0)

J L (a“v)/
=Y a™"™ ) cymf o't (pga v a)-(a“u)y-az"‘dv+(’)(aN)

m=0 lyl=4m v
J L

=Y a™ ) c¢m -a(|Y|+2)“fR2 g™ (ps(a®v)/a)-pUvl)-v'dv+O(a™). (32)
m=0 lyl=4m

Regardless of the exact degree of p3, we obtain that

lirr(l)pg(a“v)/a =0 foralveR,
a—>
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since a > % Together with g € S(R) this yields for the integrals in (32):

(a®v)/a
lim | o't (P3 )-v’”dv: lim g™ (ps(a®v)/a)-p(vl)-v" dv
a—0 Jg2 v RrR2 a—0

=g (0) Aztp(llvll)vy dv
= g(m)(O) f f (p(r)rmwy dog_s(w) rdr
0 St
=Cg"(0) f Q(r) a2 g, (33)
0

We now focus on the powers of a appearing in the summands of (32). For the indices y and m
of the double sum’s summands in (32) we obtain that

Sym@i=a-a"*2 [ g0 (paatv)ia)- pllvl)-vdy
= O (aY*Pe=m) for g — 0.
Since a > % and |y| = 4m, the potentially slowest decaying summand is Sy 9. We will now check

that it is not zero. Due to the restrictiveness g(0) # 0 and [y~ ¢(r)r dr # 0. Hence, together with
(33) and cp,0 = 1 due to Lemma 5.19, we obtain that

o0
So,0 ~ a’” - co,0-&(0) f @(r)rdr fora—0.
0

Thus,
T>%f(a,s,0) ~a*® fora— 0.

Proof of Theorem 5.14. By partial integration we obtain for j = 1 that
T"D f(a,s, 1) :fmd Tast(x)-(li6) (x1-q (%) dx
=(-1/al fw I a5t (08 (x1- q(®) dx
=(-1/a ﬁw ILgY ((x) - Ss(®) @) h (% - 1)/ a%) 6 (x1 - g (D) dx
=F)/a’ ﬁw g((x1 = Ss(®) /@) h((X—11a")6 (x1 - q (%)) dx

= (il)jajjl;d fast(x)(s(xl _CI(%)) dx

Hence, the integral is reduced to the case of Lemma 5.20. As T is an analyzing Taylorlet of order
2 in dimension d with M vanishing moments, Lemma 5.20 yields the wanted decay rates. Due
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to the upper equation, the respective decay rates of Lemma 5.20 are only multiplied by a/ to
obtain the decay properties in the case of a j-feasible function.

O

5.4 Construction of a three-dimensional Taylorlet

The declared goal of this section is to construct a Taylorlet T of dimension 3 that additionally
satisfies the conditions of all subitems of Theorem 5.14, i.e,, it is restrictive and hyperbolically
restrictive. For an overview, we give here a list of all required properties for the functions g, ¢ :

R — R such that
T(x) = g(xl)-qo(\/x§+x§) for all x e R*:

1. ¢piseven,

2. peSM),

3. ¢(0) #0,

4. [Cer)rdr#0,

5. fo @r)r™dr=0foralmz=2,

6. geS(R),

7. Jpg&()r"™dr=0forallmef{0,...,M -1}

8. o g(xr®)rmdr=0forallmef0,....2M -1},
9. g(0)#0,

10. /57 [g(r?)+g(-r?)]rlogrdr #0.

Using the g-calculus construction of subsection 4.3.2, we will show in the following theorem
that such functions can, indeed, be constructed.

Theorem 5.21. Let q € (0,1), M = 2 and let n € C°(R) be even such that there exists € > 0 with
n : =1 andn = 0. Then, the functions

(-,

oo
= HZ(Id—qm“Dq)n,
m=
M-1
g:=|I1 ([d-g™*"'Dg)n|o V11,
m=0

satisfy all of the conditions 1-10.
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Proof.

1. Asnis even and the operators Id - qm“Dq preserve the symmetry, ¢ is even, as well.

2. For showing this condition, we follow the proof of Lemma 4.21. We introduce the function

sequence
k+1

ne:=[] (ld- q’””Dq)n,

m=2
forallmeN, i.e.,

Nir = (1= gDy i
Additionally, we define "
k

ckoom = 17107 () lloo-

In order to prove that klirn % = ¢ € S(R), we will show that uniform upper bounds in k
—00

exist for the cg ¢, ;. I.e., for all £, m € N we determine a ¢, j, > 0 such that
Ck,0,m < Co,m for all k e N.
For this purpose we estimate cj.1,¢,, in terms of ¢ ¢, ;.
4 4
x™ -nscil (x) = x™-0% (Id - qk+3Dq) Nm(x) = x™- (Id - q'”“qu) nsc ) (x).

Hence, we can estimate

_ || vm® ”

c =|x X
ernem = |, 0
— k+¢+3 4)
= - (1a- g%+ D) 0| _

< ||xm17(lf) (x) ||OO+ qk+l—m+3

|(g)™ 0 (a)]

k+0-m+3
) *Ck,l,m

< (1 +q
k l 3

< 1—[ (1+qv+ —m+ )'CO,/,m
v=0

k
Y4 —
< CO,[ym' H(1+q +3+v m)
v=0

/+3-m,

- CW"”'(_CI ’q)k+1

f+3-m,
<coem: (-4 ’",61)00

Due to Corollary 4.17, the expression (—q[ +3-m, q)oo indeed converges for all g € (0,1).
Thus, ckr,m < (-4 q) - co,e,m =: ¢, for all k € N. Since 17 € S(R) by prerequisite,

Co,¢,m is finite for all £, m € Np.
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3. We obtain that

o0 (9,9)
@0) = 1-g™) n0)= ———2_>0.
I 0=a"019= o=@

=1
4. Let Ty := [y n(r)r dr. Due to the conditions on 7, we have

2

o0 £ £
Tozf n(r)rdrzf nr)rdr=—>0.
20 =1

For k € N, we define the functions

k+1
ne:=[] ([d-g™")n.

m=2

We will now inductively show that

(e 0)
[0 ne(rdr=(q;q),To
and hence, that [5°@(r)r dr = (q;q).,- To > 0. By defining 79 := 7, we can see that the
induction start is fulfilled for k = 0. Assuming that the upper statement is fulfilled for
k € Ny, we can utilize the definition of nj to establish the relation
_ k+3
Nk+1 = (Id— q Dq)nk.
Now we compute
o0 o0
f N1 (r)rdr :f (Id— qk+3Dq)nk(r)r dr
0 0 .
:f ner)r dr —q*+? f nk(gr)rdr (substitute r =t/q)
OOO OOO
:f GL dr—qk“-f Nk tdt
0 . 0
= (1 - qk”) f ne(r)rdr
0
= (1-0"")-(@:9)¢ To = (4: )y T
Hence, the statement [~ 1¢(r)r dr = (q; q),.- To holds for all k € Ny and we obtain
o0
fo p(r)rdr=(q;q),-To>0.

5. Lemma 4.19 and Lemma 4.21 already indicate that

o0
/ @) r™dr=0 forallm=2.
0
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10.

The statement follows immediately via Proposition 4.18.

. According to Lemma 4.19, the function

M-1 1
[T (ld-g"™*"'Dg)n

m=0

has M vanishing moments. Consequently, Proposition 4.18 ensures that g has M vanish-
ing moments, as well.

. Using the same combination of Lemma 4.19 and Proposition 4.18, we can argue that g

exhibits the indicated number of vanishing moments of second order.

. Utilizing the definition of g, inserting the origin into the function yields

M-1
g0 =[] (1-g™") 00 =(:9),,>0.

m=0

The proof strategy is now to show that for the function 7 := (Id— gDg) (Id— g*Dg) 1, we
have that the expression

(0]
Lo ::f f(ryrlogr dr > 0.
0

Subsequently, we utilize an induction argument ensuring that for any k = 1,

oo [ k+1
f (H (Id—qm“Dq)ﬁ)(r)rlogr dr>0.
0

m=2

Due to its definition and according to Lemma 4.19, we have [;°7(r)r dr = 0. We can
exploit this relation to show that

LO:f fi(r)rlogr dr
0
:fo (Id-gD,) (1d- g*Dg)n(r)rlogr dr
=f n(r)rlogr dr—(q+q2)of n(gr)rlogr dr+q3~f n(q*r)rlogr dr
0 0 0
:f n(r)rlogr dr—(q‘1+1)-f n( tlog(qg~'t) dt+ q_l-f n(t) tlog(q?t) dt
0 0 0

:11—(q‘1+1)+q‘1l-£) n(r)rlogrdr+[—(q‘l+1)log(q‘1)+q‘1log(q‘2)]-fo n(t)tdt
=0

=(g7'-1)log(q™") fo n(Htdt>0,
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since g € (0,1) and f(;’o n()t dt =: Tp > 0, as we already showed in 4. Next, we introduce
the functions

k+1 1
fik:=[] (1d=q™ "' Dg)n,
m=2

and we will prove inductively that

fo fie(rirlogr dr =(q;q), - Lo.

According to Lemma 4.19, [5 7 (r)r dr = 0 for all k € Ny, as [y 7(r)r dr = 0. We now
utilize the relation

Ni+1 = (Id - qk+3Dq) Nk

to obtain
fooof)kﬂ(r)rlogr dar
= fooo (Id—qk+3Dq)ﬁk(r)rlogr dr
= fooof]k(r)rlogr dr—qk+3-foooﬁk(qr)rlogr dar
= foooflk(r)rlogr dr—qkﬂ'fooof]k(t)tlog(q_lt) dt

:f Ar(rrlogr dr—qk+1~f f)k(t)tlogtdt—qk“log(q_l)'f ) edt
0 0 0
—_———

=0
= (1—qk+1)-f0 k(D tlogrdt=(q;q);., Lo>0.

By observing that the even symmetry of 77 is preserved by the operators Id— g™ D, we see
that g is even, as well. Consequently,

f [g(r?) +g(-r%)] rlogr df=2f fim-2(r)rlogr dr=2(q;q) ;o Lo > 0.
0 0

5.5 Detection algorithm for higher-dimensional edges

The detection of singularities and their orientation in three dimensions has already been estab-
lished and well described by Guo and Labate for the case of shearlets [GL11].

For the purpose of finding a detection algorithm for higher-dimensional edges, we assume that
we already have the necessary local positional and orientational information and that we are
ideally able to discern between the different decay rates of the Taylorlet transform, provided by
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Theorem 5.14. By this assumption, we can perfectly distinguish between the three cases:
The matrix Hq(t) - Sis

(i) either positive or negative semidefinite,

(i) indefinite,

(iii) the zero-matrix.
In this scenario, it is our goal to determine the unknown Hessian H¢q(t) by choosing suitable
matrices S and utilizing the Taylorlet transform to find out which of the three cases (i), (ii) or
(iii) applies for Hq(t) — S. As the Hessian is a symmetric 2 x 2-matrix, we need to find 3 vari-
ables. As searching for all variables at once results in a 3-dimensional search space, this naive
approach is not very cost-efficient. Hence, it is the main focus of this subsection to find a search

strategy that allows for consecutive one-dimensional searches with the tools the Taylorlet trans-
form provides. To this end, we describe the notation of the setup hereafter.

Setting

Let Hq(t) € Sym(2,R) have the eigenvalues 1, 1,, where A; = A,. Furthermore, let D = diag(A,, A2)
and let T = (vl, vz) € SO(2), where vy, vy are the corresponding eigenvectors to A, and A,.
Hence, Hq(t) = TDTT.

Detection Algorithm

1. We first choose S = 1-1d, A € R. Then,

positive semidefinite, ifA<A,,
Hq(t)— S, is { indefinite, if A€ (A3,11),
negative semidefinite, ifA=A1;.

Thus, we obtain the eigenvalues 1; and A,.

2. For6 € [0,n) let

S cosf —sinf A O cosf sin@
9 = . . .
sinf cos@ 0 A —sinf cos6
Then,
is indefinite, if vq,(cos8,sinf) T are linearly independent,
Hq(t) - Sp _ o
=0, if v; € span ((cos@,sinB) "),

and we can find the matrix Hq(t) as Hq(t) = Sp for the right choice of 6.

Theorem 5.22. Let Hq(t) € Sym(2,R). Assuming that we can perfectly distinguish between the
three cases
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(i) Hq(t) - S is positive or negative semidefinite,
(ii) Hq(t) - S is indefinite,
(iii) Hq(t)—S=0,

the presented detection algorithm yields the matrix Hq(t).

Proof. 1. By choosing S) = 1-1d, A € R, we obtain the three cases

positive semidefinite, ifA <Ay,
Hq(t) - S, is { indefinite, if A€ (A2,11),
negative semidefinite, ifA=A1,.

As we can distinguish between the cases of semidefiniteness and indefiniteness of the
matrix Hq(t) — S by assumption, we obtain the eigenvalues A; and A, as the values at the
borders between the two cases.

2. For 0 € R, we define the vector eg = (cos6,sin6)”. Choosing

cosf —sind A O cosf sinf
Sp = . . for0 € [0, ),
sinf cos@ 0 A —sinf cos0
yields the two cases that

(@) v; and ey are linearly independent,
(b) v; and ey are linearly dependent.

We will now show that in case (a), Hq(t) — Sp is indefinite. To this end, we observe that

vi (Hq(t) - Sg)v1 = v{ Hq(H)vy — v{ Sgv1 >0,
—_—— ——
:Al </11
ey (Hq(1) - Sp)eg = ey Hq(t)ep—egSpey < 0.
S—_——

—_——
<\ =h

In the first inequality, vlT Spv1 < A1, because eg the eigenvector of Sy for the eigenvalue 14
and v; and ey are linearly independent. For the second inequality, the argumentation is
analogous. Hence, Hq(t) — Sy is indefinite.

In case (b), v; and eg are linearly dependent and thus Hq(¢) and Sy have the same eigen-
values and the same corresponding eigenspaces. Consequently, Hq(t) = Sy.

O

Remark 5.23. Proposition 1.18 allows us to compute the matrix representation of the Wein-
garten map of this graph with the help of the Hesse matrix and the first derivatives to obtain the
Gauss and mean curvature of the singular surface.
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CHAPTER 6

Conclusion and outlook

In this chapter we take the opportunity to reflect on the shown results. As the solution of a
problem naturally gives rise to new question, we will briefly discuss open problems for future
research.

After disproving the method of conformal monogenic signal curvature in the second chapter,
we turned our attention to the detection of edge curvature. To this end, we studied the proper-
ties of the parabolic Radon transform and proved that its smoothness changes, if the parabola
we integrate over is tangential to the edge and exhibits the same curvature as the C3-edge. By
examining the Fourier transform of functions with isolated singularities, we discovered a direct
connection between the Hélder class of the function and the decay rate of its Fourier trans-
form. Combining these to results allowed us to establish a decay result for the parabolic Fourier
transform that can be used to detect the edge curvature.

In the two subsequent chapters we studied the properties of the Taylorlet transform. We ex-
tended the continuous shearlet transform by shears of higher order and additionally imposed
vanishing moments of higher order and the restrictiveness condition on the analyzing Taylorlet
to prove the main result. The latter allows for a Taylor series expansion of the singularity curve,
where the Taylor coefficients are obtained by observing the decay rate of the Taylorlet trans-
form. After studying two construction approaches for analyzing Taylorlets, we confirmed the
properties of the Taylorlet transform with a numerical example. The fifth chapter was then de-
voted to the translation of the Taylorlet terminology and results into the third dimension. The
main strategy was to reduce every higher-dimensional integral to a one-dimensional integral
that is already covered by the theory of the two-dimensional Taylorlets. For the construction of
a three-dimensional Taylorlet, we fell back on the g-calculus approach of the previous chapter.
Subsequently, we found a new hyperbolic case that cannot occur in the two-dimensional the-
ory and exploited the resulting special decay rate to design a fast detection algorithm for the
principal curvatures and directions.

Some new questions have arisen, particularly with regard to the Taylorlet transform. The most
evident open problem here is probably an efficient discretization of the Taylorlet transform
which can be solved by constructing a discrete Taylorlet frame. As the operations behind the
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Taylorlet do not have a group structure, the well known machinery of coorbit theory by Fe-
ichtinger and Grochenig [FG89a, FG89b] cannot be applied for discretization. An alternative
approach to this problem would be to look for a construction similar to the design of the curvelet
frames [CDO05Db] that also lack a group structure.

A further question of interest is the generalization of the detection result in three dimensions to
higher dimensions, as well as the development of a detection algorithm with a similar speed as
in R3. The biggest challenge for the translation of the main result is the proof of lemma 5.18 in
higher dimensions, as the asymptotic analysis of the involved integrals requires a new approach.

As Candes and Donoho proved, the continuous curvelet transform is capable of resolving the
wavefront set [CD05a], and Kutyniok and Labate showed that the continuous shearlet transform
exhibits the same property [KL09]. Since the Taylorlet transform allows for a full characteriza-
tion of the first n Taylor coefficients of the singularity function g of a feasible function, it could
be beneficial to see whether it gives rise to a generalization of the wavefront set that includes
higher Taylor coefficients of a singularity. A possible definition for a generalized wavefront set
of a tempered distribution f € S'(R?) can be given with a Taylorlet 7 with infinitely many van-
11

ishing moments of order n and a € (m, 5) as

WEF () ={(t,50,...,80) € R"*2: 3 open neighborhood U of (¢, s, ..., $,) :
T f(a,-,) decays superpolynomially fast for a — 0 in U globally}.

This concept could enable for a more precise description and analysis of singularities than the
definition of the wavefront set allows.
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