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How Acceptable Is This?
How User Experience Factors Can Broaden our
Understanding of the Acceptance of Privacy Trade-Offs

ABSTRACT

Privacy is a timely topic that is increasingly gamized in the public eye. In spite of privacy asecurity breaches, people
still frequently compromise their privacy in exclgenfor certain benefits of a technology or a sexvithis study builds on

both technology acceptance (TA) and user experi€beg research in order to explore and build hyests regarding

additional dimensions that might play a role in #oeeptability of privacy tradeoffs that are notreatly accounted for in

TA models. Using four scenarios describing situagiavith potential privacy trade-offs, we conducteébcus group study

with 8 groups of participants (N=32). Our resuliggest that factors influencing privacy trade-afts beyond existing TA

factors alone. A technology’s perceived usefulr@ags an important role, as well as dimensiongedlto context, previous

experiences, perceived autonomy and the feelirmputirol over the data being shared.

AUTHOR KEYWORDS
Privacy trade-offs, User Experience, technologyeptance, qualitative methods.

1. INTRODUCTION

Technologies nowadays are able to perform commsekstin most areas of people's lives, and manyhedet tasks may
impact users’ privacy. Privacy is defined as thditgbof individuals to maintain control of theirgosonal information
(Westin, 1968). Privacy also relates to the notibwoluntariness, referring to the type of inforinat about one’s self or
one’s association that a person must reveal tasth@der which circumstances and with which piiodes (Mason, 1986).
The matter has indeed gained high topicality anklipwattention. Privacy initiatives such as the €mh Data Protection
Regulation (GDPR) in the European Union aim at ionprg the regulatory landscape and establish, astasther measures,
the principle of “privacy by design”.

When confronted with technologies, users’ privaghdwior regularly reflects conscious or unconscidesisions on

whether they accept privacy trade-offs, which imeotharing some level of personal data in exchémgesing a product or
service (Rainie & Duggan, 2015). While technologgeptance models offer a framework for studyingeptance, they have
shortcomings such as the absence of psychologeatisnand negative emotions. Moreover, while factdrsut users,

systems, tasks and organization context are widaggnized as important, many papers on technaaggptance do not
address them (Hornbeek & Hertzum, 2017).

Our research leads to the following contributions:

e |t adds to knowledge on factors influencing theeptability of privacy trade-offs and gives insighto the non-
instrumental aspects affecting acceptance of pyivalevant technology, including autonomy, contantext-related
factors. Thereby, it helps addressing the lack af-pragmatic aspects (e.g., hedonic aspects, pegibal needs,
values) as those offered by UX frameworks, in tlegomity of acceptance models.

e It describes implications for the design of privaelevant systems.

1.1. Technology Acceptance Models
Technology acceptance can be defined as the juddemagitude and behavioral reactions toward a peodSchade &
Schlag, 2003). Technology acceptance models aiexplaining users’ intention to use a system, moatlya result of
perceived usefulness (similar to performance expegf) and perceived ease of use (similar to eBmpectancy). These
factors are at the basis of the first technologgeptance model (TAM) developed by Davis (1985), cvhhas been
extensively used and adapted to numerous con@#ter influencing factors were introduced in latevdels, such as social
influence. The UTAUT (unified theory of acceptarmed use of technology (Venkatesh, Morris, DavisD&vis, 2003))
hence describes behavioral intention to use arsyatedependent on performance expectancy, effpgatancy and social



influence. In its updated version UTAUT2 (Venkate$hong, & Xu, 2012), three new constructs, spedifi consumer
adoption, were introduced: hedonic motivation, @r@alue and habit.

Application areas of acceptance models includenfstance smart home technologies (Paetz, Becketrigr, & Schmeck,
2011), social media (B. C. F. Choi & Land, 201&alh care records (Angst & Agarwal, 2009; Egea éngalez, 2011) or
online tax (Wu & Chen, 2005).

1.2. Distinguishing User Experience and Usability

Usability traditionally focuses on “the extent tdiiah a product can be used by specified users heee specified goals
with effectiveness, efficiency and satisfactionairspecified context of use” (ISO 9241-11). User dtignce (UX), on the
other hand, takes a broader approach in which paslormance is put into perspective with additioaspects, including
emotive, subjective and temporal factors of UX,ngobeyond instrumental facets (Hassenzahl & Trak$in2006). The
subjective meaning of an experience, emotional @gspg®esmet & Hekkert, 2007) as well as the conéittin which the
interaction occurs (e.g., organizational/sociatisgf voluntariness of use, etc.) are within theme of UX (Hassenzahl &
Tractinsky, 2006). While usability is per se is goaented, UX as a concept can also entail expege with no performance
expectations. Hassenzahl (2008) describes thisifemttirial nature of UX using a distinction betwegrstrumental (or
“pragmatic”) qualities and non-instrumental (or domic”) qualities of experience.

1.3. Links Between Technology Acceptance Models and User Experience

Pragmatic, or instrumental, quality describes adpict’s perceived ability to support the achievemaindo-goals” (i.e.
tasks) (Hassenzahl, 2008) Hedonic quality refera pyoduct’s perceived ability to support the aebiment of “be-goals”,
such as “feeling safe” or “feeling competent” fostance (Hassenzahl, 2008). UX research also tateeaccount emotional,
subjective and temporal aspects of interaction ¢elazahl & Tractinsky, 2006),

It has been suggested that hedonic motivation niighd critical factor influencing behavioural inien in consumer-based
contexts (Venkatesh et al., 2012). Human needsasreconsidered drivers of positive experiences gelazahl, 2008;
Sheldon, Elliot, Kim, & Kasser, 2001). The mostergnt psychological needs have been narrowed dowautonomy,
competence, security, relatedness, popularity,uséition and security (Hassenzahl, 2008; Sheldai. e2001). The need for
security is defined for instance as “feeling safd & control of your life rather than feeling uniaén and threatened by your
circumstances” (Sheldon et al., 2001). The fulfimmef psychological needs can be measured usingardardized
guestionnaire (Sheldon et al., 2001), and methodgualitative assessment have been developedlbf alemand, 2015).
Recent studies have applied psychological needsidseto the context of security and privacy (istt al., 2019; Kraus,
Wechsung, & Méller, 2016, 2017).

It is important to stress that there are overlagsvben UX and acceptance models. The TAM (Davi85)1%or instance

includes perceived usefulness (utility as defingd $hackel & Richardson (1991)) and perceived edisase (similar to

usability as defined by 1SO 9241-11), and adaptatiof the existing models to various contexts idellsome hedonic
aspects (Al-Sharafi, Arsha, Abu-Shanab, & Elaydi & Osswald, Wurhofer, Trosterer, Beck, & Tsche@§12) such as
perceived security, perceived safety or self-effycaDther extensions of the TAM have found thasttuas a positive effect
on behavioral intention to use, while usefulnessusty and privacy perceptions influenced trusk-$harafi et al., 2016;
Venkatesh & Bala, 2008). Acceptance models thusagligrcover certain mostly pragmatic UX factorsheveas other UX
constructs such as psychological needs fulfimeatret yet included (Hornbaek & Hertzum, 2017), etleough a strong
tendency on their importance exists (Hassenzadll,2013; Hornbaek & Hertzum, 2017).

1.4. The Acceptability of Privacy Trade-Offs
Privacy trade-offs can be defined as circumstanoegr which people would “share personal infornratio permit

surveillance in return for getting something ofqeéved value.” (Rainie & Duggan, 2015).

The acceptability of compromising one’s privacyeixchange for certain advantages has been studast various angles.
The theory suggests that people’s intention tolasgc personal information depends on a privacyutad; in which
competing factors are assessed and users try tomzaxthe positive and minimize the negative congeges (Wottrich,
van Reijmersdal, & Smit, 2018). The privacy calautakes into account perceived privacy risk, pgvasncerns, personal
internet interest and internet trust (Dinev & H&®D06). This model has since been used in the xbofesocial networks
(Dienlin & Metzger, 2016; Krasnova, Veltri, & Gurgh 2012), mobile devices (Keith, Thompson, Halewty, & Greer,
2013) and ecommerce (Luo, Li, Zhang, & Shim, 2010).

Some studies have also looked at discrepanciesebatwser attitude and their actual behavior, a gienon called the
privacy paradox (Norberg, Horne, & Horne, 2007 gllenging the assumption that privacy-related deaisnaking is purely
rational (Acquisti & Grossklags, 2005; Tsai, Egetm&ranor, & Acquisti, 2011).



However, a large amount of factors play a role whtrlying privacy trade-offs. For instance, Raiaiel Duggan (2015)
studied the acceptance of privacy trade-offs ind#fiferent scenarios. Each scenario introducegptssibility of using a new
technology offering certain advantages, which at shme time might also create a privacy risk. Eipethts’ acceptance
depended on a number of factors, such as trubeicampany offering the deal, what happens to #te dfter it is collected
and how long the data are retained. Both the ciomditof a trade-off, as well as the circumstandebe participants’ lives
play a role. The potential availability of datathird parties was also a consideration.

In summary, technology acceptance models assess irgention to use a system through factors saglperformance and
effort expectancy. The inclusion of non-pragmatieel) Experience factors, such as psychological neetis acceptance
models has been considered relevant (Hornbeek &ttert2017) and the consciousness and rationalipyivécy trade-offs

has been challenged. There is thus a strong r&iom@nclude factors that are not based on ralignagain underlining the
relevance of UX for this topic. More research isréfore needed on the reasons which influence 'wessrgptance of privacy
trade-offs in different contexts, investigating thBuence of both acceptance and UX factors.

2. RESEARCH OBJECTIVES

Users sometimes accept certain privacy-relatedt@bmings in exchange for potential benefits of ehtmlogy. It is

currently unclear whether technology acceptanceaisochn be directly applied to privacy- and segtaotitical contexts, or
whether important factors would be missing. Thesotiye of this study is thus to explore and buigdthesis on additional
dimensions which impact the acceptability of prigaelevant technologies, thereby taking an intexigithary approach that
contributes to bridging UX and TA models. Most TAodels currently lack links to UX models. In partey various

hedonic qualities of experience are missing, sushpaychological need fulfilment, which can provideway of

understanding the motivations behind the aims ef associal factors (Hornbaek & Hertzum, 2017).

Our study addresses the following research question

e To what extent can we use UX factors to complertexittnology acceptance models to be more applicalilee context
of privacy-related technologies?

3. METHODOLOGY

We used a qualitative approach in order to obtddpth insights helping us understand to whatrexXtiX factors can be
used to complement technology acceptance modéieinontext of privacy-relevant technologies. Aldatve approach is
well suited in this context to generate hypothesaswhether additional dimensions might be missingthie existing
acceptance models. Qualitative studies also allegearchers to acquire an understanding of thetisitgain which
technology is used (Blandford, Furniss, & MakrilBD and to discern the meaning people assign toepees and structures
in their lives (Miles, Huberman, & Saldana, 201We used focus groups because group interactiome foarticipants to
question their beliefs and eventually to argumarrider to defend their opinions (Krueger & Cas2§44). To do so, they
often rely on personal stories and also describevitiues underlying their viewpoints. In additidogus groups allow for
factors outside the classical scope of acceptamals to show their relevance.

3.1. Participants

Thirty-two participants (17 men, 15 women) fromfeiient cultural and socioeconomic backgrounds gpeted in focus

groups discussions. We created eight groups of rageable size: two IT-literate expert groups, tteaent groups with

non-IT related majors, and four groups of the galnpopulation. Experts and non-experts participateskeparate groups to
avoid experts influencing the other participantginbions. The expert groups were recruited usingatinmdors’ professional

networks while the student groups were recruitethatuniversity. Recruitment within the general plation was conducted
using social network groups of local municipaliti®articipants received a financial compensatidre @&verage age of our
participants was 33 years (Min=19, Max=55). Our glentovered various educational backgrounds. Thicfmants had a

multitude of nationalities (anonymized).

3.2. Procedure
We conducted eight focus groups, of which four tptdce in a face-to-face setting and four onlinwang us to reach
people beyond the geographical area of the uniyerSach group comprised 4 to 5 participants wioh bt know each
other. The sessions were administered in Januat®,2furing a single week in order to reduce theqtial impact of a
privacy-related information that would have spréaathe news. The face-to-face focus groups tookepkt the university,
each session lasting about an hour. For the ofticies groups, we decided to opt for Facebook, htt@t our participants
were familiar with. We gave them the possibilitycteate a fake Facebook account in case they didianat their real name
to appear in the focus group discussion, but onby participant used this possibility. The focusugraiscussion took place



in a “private Facebook group”, so that only theilfeator and the participants could access theuwision. All focus groups

(online and offline) were conducted by the samdifator who was a UX expert, working in the fieddl usable security, and

trained in qualitative methods. This ensures highsistency with regards to the facilitations stgted adherence to ethics
standards.

Participants were presented a selection of teclyyalise scenarios derived from Rainie and Duggaspsnt (2015). Given
that we adopted a focus group approach, we chosmntove two of the scenarios used in their origstatly so we would
have sufficient time to have an in-depth discussarall scenarios without exceeding the one houitl The four scenarios
we selected clearly described each situation wétladvantages and disadvantages (Table 1). Wdextlece scenario (“free
social media”) describing a technology that is kiipaused already, while the remaining three scesasre still rather
innovative. All of the scenarios describe a potdrdituation in which a technology could providensobenefits in exchange
for the user sharing different types of data. & fibllowing, we will refer to acceptability of thescenarios (the prospective
judgement toward a technology which has not begemenced yet (Schade & Schlag, 2003)) rather #taeptance, given
that the described technologies have not yet beed hy our participants, at least under the speoifhditions mentioned.

Participants first commented on each scenario iddally by writing down the pros and cons. Once mtticipants had
written down their opinions on each scenario indlixlly, a group discussion on the acceptabilitytlod described
technologies followed. Participants were instrudtedomment on the reasons why they thought a sicewas acceptable or
unacceptable, and to discuss various opinions.réferoto get a rich picture of the factors influengiprivacy-related
acceptability, participants were not constrainedotdy discussing privacy-related issues, but thminions on the
acceptability in general, privacy concerns werewuised only if they emerged naturally. The faatitit ensured that all
participants contributed to the discussion andesth#reir viewpoint.

3.3. Qualitative Content Analysis Process

A transcription of all focus group data was prepate facilitate further analysis. The qualitativealysis process broadly
followed Braun and Clarke’s (2006) thematic anayegpproach. They describe six phases of themadiysis, starting with
(1) familiarisation with the data, (2) a generatadnnitial codes and (3) searching for themeseAf{4) themes are reviewed
and then (5) defined and named. Lastly, (6) ththsiep is the creation of the report. For the gmestudy, after transcribing
and familiarising themselves with the data, thetfauthor generated initial codes using a bottonaproach and searched
for themes. The author then organized the themes iaffinity diagram, in order to map them with aeds to the factors
known from acceptance and UX frameworks. At thisnpahe other authors reviewed the themes and theis to the
theory as suggested by the first author. The astthen discussed any disagreements and agreefinat set of themes and
their links to acceptance and UX theory.



Scenario

Description

Office
surveillance
cameras

Sharing
health
information

Smart
thermostat

Free social
media

“Several co-workers of yours have recently had gramkbelongings stolen from your workplace, and the
company is planning to install high-resolution sggiwcameras that use facial recognition technoltegy
help identify the thieves and make the workplaceensecure. The footage would stay on file as Iantha
thcompany wishes to retain it, and could be usedhttk various measures of employee attendance and
performance.”

“A new health information website is being usedybyr doctor’s office to help manage patient records
Your participation would allow you to have accesgour own health records and make scheduling
appointments easier. If you choose to participaia,will be allowing your doctor’s office to uploaeur
health records to the website and the doctor presritss a secure site.”

“A new technology company has created an inexpertsigrmostat sensor for your house that would learn
about your temperature zone and movements aroenbtiise and potentially save you on your energy bil
It is programmable remotely in return for shariregadabout some of the basic activities that taeepin

your house like when people are there and whenrtfese from room to room.”

“A new social media platform is being used by ytarmer high school to help manage communications
about a class reunion. You can find out the badarimation about the reunion over email, but your
participation on the social media site would reamtryou with old friends and allow you to commuréca
more easily with those who are attending. If yooase to participate, you will be creating a profigng
your real name and sharing a photo of yourself.r¥émeess to the service is free, but your actimitythe
site would be used by the site to deliver adveamiseats it hopes will be appealing to you.”

Table 1: Description of the scenarios from Rainiemd Duggan (2015) used in the present study (Frendtanslation available in the

supplementary material).

4. RESULTS

In the following, participant codes are assignedhi® verbatims. Participants 1-16 took part in feéace focus groups,
participants 17-32 in online focus groups (Expedugs: P1-P4 and P17-P21, Student groups: P5-8®2n P25, General
population: P9-P16 and P26-P32).

4.1. Office Surveillance Cameras Scenario

Perceived
Usefulness

Positive effects on security and safety, find the thief
Might increase employee motivation

Data could be used for improving work spaces

Data could be used for other purposes (surveillance,

Perceived performance assessment)

Usefulness
Work atmosphere might deteriorate

Impact of Acceptability depends on where you work and
Past where cameras are located, and if you have been
Experience exposed to cameras before

Figure 3: Most used arguments in favour of and agast acceptability of the scenario “office surveillace cameras”.



Perceived Usefulness

On the positive side (Figure 3), participants stateat the office cameras might improve securitgt aafety, and that they
might help find the thief (as presented in the ade). A few of them also argue that office camearaght positively impact
employee motivation for instance by discouraging merk-related activities: Company controls employees, so no free-
riders are watching Netflix during the working tirh@6, Student)

Another positive aspect mentioned, perhaps morgrising as it does not relate to any part of thenacio, was that data
about office occupancy and flow of people couldibed as a basis for improving the design of wodcepIn a good way,
it could be used to improve work experience, aeddigsign of work spaces.” (P1, Expert)

Negative aspects (Figure 3) were overall prominergroup discussions about this scenario, withigigents fearing that
data could be used for other purposes than secsuth as surveillance of employees or performassessment. These uses
were perceived as intrusive, and some participdnoigght that security was mainly used as a prateiitroduce employee
surveillance.

“It is not acceptable because it goes beyond tligalnobjective of finding the thief, which | am ekth, but if it is also for
monitoring people [...] it goes beyond the accef#alespecially if the cameras use facial recognitiqP12, General
population)

“I would feel like the company uses a phony reaisoorder to execute a plan that aims at monitorargl judging employees
without their knowledge.” (P19, Expert, in the cexitof surveillance cameras)

“It is not only about how we work, but also what eat for lunch and who we are talking to.” (P7, &at)

Lastly, participants indicated that cameras wowtkdorate the work atmosphere and end up haviggtive consequences on
the productivity of employees:

“It creates an atmosphere of mistrust and of “tigpther is watching you.” This is bad for the watmosphere too, so | am
not sure that the objective of performance wilreached by this mean.” (P15, General Population)

Context

Most of the participants agree that the acceptgili these surveillance cameras depends on tredfpvork done, and the
location of the cameras:

“There are certain places where it is required [life hotelssports centers, something like thi@7, Student)

“It is not acceptable in office corridors or offiz@oms. Entrances and reception lobby is fine.” §P3tudent)

Impact of past experiences

Participants having worked in specific places, sastshops or hotels, declared being used to ittleedfore having less
issue with the acceptability of the scenafBut for me, | am fine. | mean | was always workinga company where there
were cameras everywhere, because | was working liotael and we had to be protected, so | am find witt.” (P6,
Student)



4.2. Sharing Health Information Scenario

Increased efficiency when taking appointments

Perceived and for communication between doctors
Usefulness N ) .
Similarities to online banking
Perceived
Importance of free consent
Autonomy
What happens to my data?
Perceived PP Y
Control Use of health data against me?
Context and Acceptability depends on severity of health
User-related issues
Factors

Figure 4: Most used arguments in favour of and agast acceptability of the scenario “health informaton”.

Perceived usefulness

A majority of participants thought that the incredsefficiency when taking appointments and improgechmunication
between doctors were positive aspects of this stefleigure 4).Another argument, mentioned several times, in fawiu
using the health information platform was that malbanking worked:‘We are slowing down the evolution of the [e-health
record] system because of security questions, wtachbe managed. The banks are doing it well!” (PEgpert), “I feel like
bank accounts are more secure” (P9, General Poparét
This led to discussions about the sensitivity aflbdata as compared to health déatiis the same thing with bank account
data. | prefer that someone knows my medical datfaer than my bank account.” (P10, General Popwia}j “Bank data is
not as sensitive as health data.” (P32, General ltafon ).

Eventually, a question that also occupied our gigdnts was the added value of sharing the dataeSound that it might
be preferable to only enable patients to book appw@nts online, without in return obliging themstware their medical data
on the platform.

Perceived Control and Autonomy

Participants appreciated that patients would hawesraontrol over their medical dafehe importance of free consent was
emphasised by participants, who acknowledge theetlfi@at using the health information platform was$ m@andatory in the
scenario. One shoulthot be obliged to enrol” (P11, General Populatio@nd “Personal consent is required.” (P24,
Student).

A considerable number of participants were conakrisout what happened to their data. They wondetesd could gain
access to it and were concerned about hackifen if it is secure, there will always peoplearcan [hack the health data],
there is always someone who is smarter. They cackanything anyhow." (P13, General Population)

Some mitigated that fear by stating that the curmedical system might already be flaw&dell, there are IT security
flaws, that's what | noticed, but at the same tjatehe moment] I'm pretty sure that my data isealdy digitized and stored
on a server somewhere and I'm not even sure whegeare [...].” (P15, General Population)

On the technical side, some expert participants falsnd that there was not enough information engcurity mechanisms
that were used to make the platform secure. Tipemrxvould for example double check how securepthorm is:“If my
doctor “promises” that the site is secure, | wilbtntake his word for it, but I'll dig into the adusecurity.” (P18, Expert)

Context and User-related Factors



Participants were worried that health data mightbed against them in different contexts, includimgurance companies,
pharmaceutical industries and discrimination ofeptinl employers due to health issu8asurance companies could use
the data against me as in the US, but also bankgh®ar organisations.” (P1, Expert)

In the group discussions, it was emphasised tleaadeeptability of this platform also depended ow Isevere one’s health
issues are, mentioning for example HIV and itsrséigsation in society:There are many diseases that some people would
want to keep to themselves. Especially in the oV patients.” (P23, Student)

4.3. Smart Thermostat Scenario

Perceived
Usefulness

Perceived
Usefulness

Saving money and energy

Why is the data shared? Ulterior motives?

Security concerns (burglaries, hacking of
Perceived personal data
Control

Fear of being watched

Figure 5: Most used arguments in favour of and agast acceptability of the scenario “smart thermost#’

Perceived Usefulness

A considerable number of participants mentionedgnand financial savings as advantages of thisa@e (Figure 5). This
is in line with previous research (Paetz et al]11)0stating that monetary benefits were a crucialed for adoption of
electricity demand regulating smart home devicesné participants did not see any disadvantagdsetedenario’To me
this is acceptable, it absolutely doesn’t disturb, mn the contrary [...]. It is not intrusive to MéP9, General Population)

The groups also reflected upon which amount of momeuld justify the trade-off of having movementtaahared, yet
there was no consensus on the price value of thagsa“l would probably use it, if it helps me save a &dtmoney on my
electricity bill. But if it is 10€ a month, not rida” (P6, Student)in another focus group, one participant underlithed even
small amounts of money are importdfithat’s 120€ a year, that’s not nothing!” (P10, Geral Population)

Eventually, a considerable number of participantestioned the motives for sharing the déehy does there have to be
data sharing? If | have a system here, it can lallohy do | need to share this - with whom? kslpot say it here.” (P16,
General Population).

“Energy consumption is not negotiable: it should be a return for a favor.” (P2, Expert)
Perceived Control

Some indicated that tech companies might combitee fdam different sources and make predictions. ffatworthiness of
the company was sometimes questioned.

“I feel like this is almost voyeurism. Sharing data the rooms in which someone is present, théxtiemely personal. And
when we see that Facebook can predict a divorcea2syin advance and that it knows more than thénat institute of
statistics, we quickly imagine the statistics amedjctions made possible by tracking people’s pmesein the rooms of
their house.” (P17, Expert)

“The company should be prevented to pair this deita any other data.” (P24, Student)

“I don't agree with the fact that | don’t know whas access to my data, or for what purpose theybwilused, if they will be
sold etc.” (P15, General Population)



On another negative side, a large number of ppaits mentioned security concerns, some also cnirsidthe potential
scaling of burglaries!imagine if you hack an entire district and you kndhe right moment for break-ins in the entire
district.” (P32, General Population)

Context

Overall, participants often stated that more infation on the kind of data being collected wouldchée be specified.
Acceptability of the device would therefore depemdhow “private” or “sensitive” the type of dataasbd was perceived by
the participants'if it is in any way identifying or giving out anpformation, personal or non-personal data abouy af my
rhythms or things | do in my house then | wouldwant to do it.” (P3, Expert)

4.4. Free Social Media Scenario

Enjoyment | Fun aspects of social media
Perceived -

Usefulness ‘ Positive aspects of targeted ads
SRreglid Use is voluntary and free

Autonomy

Perceived Multiplication of accounts
Usefulness

Prrcalved Too many ads: intrusive and annoyin
Autonomy Y y ying
Perceived .

Control Feeling observed - who gets access to my data

Figure 6: Most used arguments in favour of and agast acceptability of the scenario “free social medr'.

Perceived Usefulness and Enjoyment

On the positive side (Figure 6), our participantgpbasized the enjoyable aspects of social mediehwhike it easy to stay
in touch with peers. Other positive remarks refétaethe free use of the platform.

More surprisingly, many participants also undeditiee advantages of targeted ads, even thougkehiss hard to admit for
some people and led to interesting discussionsrofilipg. Reacting to a previous comment on theiiast of targeted ads,
one of the expert participants stat&this is something | also wanted to add but thehdught no, | don’t want to write this
down. But there are some ads | actually like. Arate are very often some ads that are so well tachthat | am very happy
to discover them. | usually say “Oh come on, that& another ad...” and then | think “They know meli¥” (P1, Expert)

The multiplication of accounts was an importantate@ aspect related to the introduction of “jusbther social network”.

Perceived Autonomy
Several participants appreciated that one washlgenl to use the platform.

On the negative side (Figure 6), a large numbepanticipants indicated that they found too many adsusive and

annoying. However, they also thought that it is tbsponsibility of the user to not share sensitlata and to not click on
unwanted ads, as stated for instance by this aatit “Whoever is using it has to be extremely carefuthia information

they are posting online. At the moment you pastline, it's online forever.” (P23, Student).

Some participants also used this argument to nfekeaint that people who did not like their datangeshared were free not
to use the platfornil am not a dangerous person, | don't write anythiabout bombing, or drugs and stuff. So for ms it i
ok, | am fine that WhatsApp will share my datehéyt need. But for some people (...) they feel uapred. But then they
don’t have to use it.” (P6, Student)



Perceived Control

Some participants did not appreciate the lack oftrod of the data they shared on social media. Mpasticipants also
reported feeling 6bservedfollowed (P9, General Populationand mentioned that such a platform should nadertised
as being free, because users “pay” with their d&an we fight against the language of “FREE soci&dm” or “FREE
service”? Because simply put, it is not free. We arfile of data, used for statistics, products @adon.” (P24, General
Population)

Impact of past experiences

Many also found it acceptable because they alreadysimilar social network®-or me this scenario is acceptable because
it is the same configuration as Facebook, whiclsé vegularly.” (P28, General Population) - “I tholg the same thing,
given that | use Facebook | cannot say that thie tyf social platform is not acceptable.” (P27, @eal Population).

Participants also considered spam one risk of sggop to the social network, but this was not ehotagmake the scenario
unacceptable, given that they were already usepam.“The downside is that it will be spam on your enwilcourse, but
come on, we have so much already, and | thinkaki% (P6, Student)

Context and User-related factors

A few participants however distinguished the difftees of “vulnerable” users who might not be abdedifferentiate ads
from other types of conteritMy sister has a mental disability, when she seds ladon’t think she reacts like me. She would
not be really aware that it is an ad.” (P15, GenePRopulation)

Participants felt that they were not important egtoto be targeted on social mediBut come on, | am not a famous or
popular person, so | don't have this fear that ttiggda will really be used against me.” (P6, Student

5. DiscussioN
Our content analysis shows that both acceptanterfaand UX factors played a role for participamsrceived usefulness
and ease of use are used in all acceptance maedéiss(milar factors in UX models), while perceivedjoyment, perceived
autonomy and the influence of past experiencefirdeed to hedonic aspects of UX.

5.1. Perceived Usefulness, Ease of Use and Perceived Enjoyment

Across all technology acceptance models, Davis8%)d9limensions of perceived usefulness and perdedase of use (or
related notions such as performance expectancyeffiodt expectancy in the UTAUT model (Venkateshakt 2003)
(Venkatesh et al., 2003, 2012) were considered agrnfactors explaining behavioral intention to wseystem. These
factors are comparable to pragmatic qualities @feeence in UX models. In the present study, treegeects were indeed
discussed extensively across scenarios and seenteal/é a strong impact on participants’ intentioruse or accept the
systems. While most participants could clearly theeadded value of the health records (improveidieffcy of the current
scheduling system), the thermostat’'s usefulnessgwastioned with regards to the amount of energgdand the necessity
of sharing data. The social network's usefulness watso frequently challenged due to the fact thalid not seem
substantially advantageous compared to existingoptas. Similarly, the surveillance cameras wereperceived as useful,
and related shortcomings did not outweigh the diaathges.

Interestingly, when the perceived usefulness ofséesn was not immediately clear to participantg.(¢he smart thermostat
would actually not require any network connectiorathieve its mission), one could sometimes ndeebng of mistrust,
participants feeling like the company could haveddlen agenda: an apparently innovative technotogyd be a pretext for
getting their data.

Perceived ease of use, on the other hand, wasytdisdiussed by our participants. Apart from raretioms to the fact that
some technologies could exclude part of the pojuigimainly the elderly), usability has not beerdig®s an argument in
favor or against the acceptability of a scenari@ Nypothesize that the nature of the scenariogheraague and with no
reference to interaction design - made it diffidfglt participants to imagine perceived ease of eifeer as a barrier or a
facilitator.

5.2. Perceived Enjoyment
Our participants rarely mentioned enjoyment aslevamt factor. The acceptability of the health detanario for instance
was explained with pragmatic aspects (similar tniraand Duggan., 2015) and pleasure was not megdi@s a relevant
advantage of using an online health platform, whgchn line with research by Tavares and Olive2816) who found out
that patients do not perceive the use of electrbmialth record portals as enjoyable. Performangeaancy and effort
expectancy (which is comparable to the benefitatified by our participants) on the other hand haglgnificant impact on



the adoption of online health record platforms. Mtthe smart thermostat has been described by s@miipants as
“innovative”, one could not observe a role for mgved enjoyment in that scenario either. In linghwiKrasnova et al.,
(2012), performance aspects (saving money / eneaggjn took the lead here. The closest “hedonidiedision in the
discussions was linked to individuals’ values aégarving energy in order to promote a more sugt@naay of consuming
energy. The fact that perceived enjoyment wasyangntioned as a relevant factor might also refathe fact that hedonic
factors, while crucial for choice, are only rarelgknowledged at an overt, rational level. This mmeanon is particularly
strong when there is a need for justification amdexplicit trade-off between hedonic and pragmébiefenbach &

Hassenzahl, 2011).

5.3. Perceived Autonomy and Perceived Control
Hedonic UX factors linked to perceived autonomy aondtrol were addressed in all focus groups. Theomance of having
a free choice of using a technology was highliglaexbss all scenarios. A frequent argument wasthisdéact that, if people
did not want their data to be sold or used for ofheposes, they are not obliged to use a techgolbige lack of choice in
the office camera scenario, as well as the unceytaelated to what data is collected and by whomight be watched or
used, was often mentioned as a barrier to accdipgabi

The need for autonomy can be linked to voluntasr@use, which is one of the moderators of teabhgphcceptance in the
UTAUT model (Venkatesh et al., 2003). Beyond voduintess, perceived control over the informatiort thaght be shared
to third-parties seems to be one of the main UXofacimpacting acceptability. This does not coma asirprise, given that
control is a crucial factor in UX needs theoriegy(e(Hassenzahl et al., 2010; Sheldon et al., B0@hich are considered
relevant to technology acceptance (Hornbaek & HemzZ2017).A recurring position in all focus groups was fostiance that
people are keeping the control over what they aetidshare on social media. Students and expersdlyrfelt in control
over the information they post, therefore explagniheir high level of acceptability. When partiaips expressed that they
perceived the level of control as low, it was mpfitiked to low acceptability!l don’t agree with the fact that | don’t know
who has access to my data, or for what purpose wikye used, if they will be sold etc.” (P15, Geal Population, in the
context of the smart thermostat scenario)

5.4. Perceived Risks vs. Benefits: a Complex Balance
As mentioned in the literature review, models afv@cy calculus take into account perceived privask and privacy
concerns (Dienlin & Metzger, 2016; Dinev & Hart,8) and suggest that people’s intention to discfessonal information
depends on a privacy calculus, in which competatgdrs are assessed and users try to maximizeoHlitvp and minimize
the negative consequences (Wottrich et al., 2018).

In the present study, the perceived privacy risk d@pendent on the scenario. While in the health stzenario the risk of a
privacy breach was frequently cited as a concertheé social media example, the majority of outipgrants did not really

fear that someone might use their data against.thr@erestingly, mostly participants in the expgmups mentioned the risk
that companies might combine data of different isesrand make predictions on that basis. This migtlicate a low

awareness of these practices within “layman” usard,therefore a lower perceived privacy risk intipactheir intentions to

use specific systems.

It is noteworthy that surveillance cameras weretim@ssessed as acceptable by students. As theyadirectly concerned
by this scenario, one might assume that the perdeisks or disadvantages are low and distant.h@rcontrary, the very
low acceptability ratings of other participants fbis scenario might be explained by the fact thatrisk of theft is rather
small and hypothetical as compared to the immediattt consequent disadvantages employees wouldiexper It is
therefore the perceived benefit that is assesstabdew to be relevant as a trade-off. This ifirie with Hallam and Zanella
(2017) who found that privacy breaches (in thisecsescurity incidents) might seem rather distant lymbthetical, and thus
influence behaviour less than short-term conseqgenc

5.4. The Influence of Previous Experiences

Previous experiences form users’ expectations, twttien strongly influence users’ early evaluatiofishe usability and
enjoyment of a service (Kujala, Mugge, & Miron-Sha&017) and thus play an important role in UX.efervant observation
made during the study refers to the use of persameddotes to explain one’s opinion, such as #tditae a participant went
to the doctor and had to wait for a long time, vaseemed to strongly influence her acceptance lofeohealth records and
their promise of increased efficiency. The sameiargnt was employed in the context of office sutaaite cameras, where
previous exposure to such practices were usedptaiexwhy the participant found the scenario acalelgt Interestingly,
these types of reasoning were very frequently asethg the discussion phase, but never written ddunng the individual
phase. It seems that past experiences played asrtenp role in participants’ acceptability of techmgy and were used to
illustrate and argue during the discussion phabesé past experiences described either criticadents (e.g., especially



satisfying or dissatisfying experiences in relattonthe topic) or ordinary experiences that aredgrated as a habit (e.g.,
cameras when working in a hotel or in a shop)hmfirst case, it seems like the incidents stromgflyenced attitudes and
behaviour as a way to cope with the frustratioirritation felt. The second case might be closththabit factor described
by Venkatesh et al. (2012) who state that “the gges®f chronological time can result in the formatof differing levels of
habit depending on the extent of interaction amdilfarity that is developed with a target techngfoép. 161). In addition,
the self-consistency bias (Luu & Stocker, 2018)oateecame apparent in how participants viewed paperences.
Participants exhibited consistent judgements batvtlee past use of a technology (e.g., social medid)why they thought a
similar scenario was acceptablgiven that | use Facebook | cannot say that tlyiset of social platform is not acceptable”
(P27, General Population).

Our findings therefore tend to confirm that feedbdmom previous experiences indeed influences feland future
behavioural performance (Ajzen, 2011; Venkateshlet2003, 2012). Note that these previous expeggrare not to be
understood necessarily as experiences with techpdgbceptance models usually define “experienseéraopportunity to
use a target technology (Venkatesh et al., 20¥¥n that a negative experience with a “humanVisercan result in a
more positive attitude towards a technology thatilkéncrease its efficiency.

At another level, many participants expressed & gbresignation regarding advertisements, statimg they were so
omnipresent that adding another service with adsndt make a real difference. This might pointie phenomenon of
privacy fatigue (H. Choi, Park, & Jung, 2018) whrelfers to exhaustion and cynicism related to misngagne’s privacy and
which has been shown to have a strong influengerieacy-related behaviour.

5.5. The Links Between Technology Acceptance and User Experience in the Context of Privacy Trade-Offs

In summary, our results show that both acceptaacwifs and UX factors played a role when judging abceptability of
privacy trade-offs. Pragmatic factors such as peedeusefulness were crucial factors for our pgénts. Hedonic qualities,
namely the psychological needs of autonomy androbrdlso had a strong impact on the perceived gabdity of the
scenarios. Our objective of studying non-pragmbli¢ aspects that impact acceptance was partly rea®eme hedonic
aspects of UX played a role in our study, suchesgived autonomy and control, but the resultsnareconclusive with
regards to other hedonic aspects. While relyingtlen scenarios provided by Rainie & Duggan (2015heavith the
advantage of using accepted and validated matesialene hand, this material might simply not trigglee necessary
emotions to make more far-reaching claims about Bgfdonic and enjoyment aspects. We neverthekdgsvbe that these
findings are promising and point towards the addade of including users’ needs such as autononaycontrol in the
study of the acceptability of privacy trade-offsy Bnderstanding users’ needs, and by supportinig thiélment through
interaction, we can create positive experienceiafiiience users’ intention to use a system.

5.6. Individual Judgement vs. Group Discussions

Given that our participants wrote down their perediadvantages and shortcomings of the scenadogdoally before the
group discussion, we observed that certain aspests mostly written down, but hardly addressecdhim group setting. In
the first place, many of the advantages people ioveed individually and which were directly retridla from the scenarios
were not addressed in the groups. This might baatiee fact that these advantages are less cemnsiialand therefore need
less discussion, however one might also hypothdbk&eparticipants were less convinced of thesaidges and mainly
wrote them down because they were easily availabilee scenario. This phenomenon sheds light onobtiee advantages
of the focus group methodology. While individualfyarticipants had a tendency to write down the athges that were
easily available, the group discussion phase pusterd to explain further and argue their pointyiefv and to concentrate
on the most salient aspects. The social desinatiilds might also have influenced participantsdous more on certain
aspects, but our homogeneous groups mitigated taopahis bias by helping participants feel at eagpressing their
opinions. This also highlights the importance afiding both individual and group measures in otddimit this bias.

6. LIMITATIONS

The goal of our study was to go beyond the pragnetpects currently covered by most acceptance Imtamexplore the
reasons why people accept privacy in certain césitexd build hypotheses regarding additional factinpacting
acceptance. We used a qualitative approach, wijgbally does not have the objective of providirengralizable findings
(Leung, 2015) but rather to explore new areas awldp hypotheses (Miles et al., 2014). While westto not claim that
our results are generalizable, we believe thataoatysis speaks beyond the scope of this studyvality of this research
was maximized by sampling a diverse set of pawitip based on the criteria of nationality, age eaangd work experience.
The coherence of our results with existing theayports their potential generalizability.

We used a focus group approach in order to prowicte explanations for acceptance of privacy tratfe-drhis approach
also allowed us to capture diverse viewpoints abseove the reactions of participants who were conéd to privacy
concerns that differed from their own. Creatinguy® of students, experts and groups of the gepemllation has allowed
us to understand trends within these groups, wiiciint be explored further in future studies.



Although every effort has been made to ensure #iiglity of our findings, the present study is sulbje limitations that

point to opportunities for future research. Fithg rationality of privacy-related decisions hagrehallenged (Acquisti &
Grossklags, 2005) and the link between acceptandeaatual usage is not clear. A focus group settireg encourages
logical explanations might induce a more analytaadi rational thinking than might be observed ial-tde settings where
individuals might not discuss these settings ptdotheir behaviour. However, this limitation wa&ea into account in the
study design. While focus group discussions capredict behaviour in an absolutely accurate wagy tiid indeed provide
us with important insights into factors impactingvacy behaviour. One might point to novel appraeitio collecting

privacy-relevant data, such as text mining methasiag real online customer reviews (Rese, Schrei&dBaier, 2014),

which might be relevant when exploring privacy #aaffs as they actually study acceptance of sysiarmse and not only
the projection of acceptability. Their limitatioroWwever is that people usually report particuladyisfying or dissatisfying
experiences, also called critical incidents.

From a methodological perspective, we are awaredddain arguments occur frequently because theng wbvious from
the scenario descriptions. We have highlighted ehesparent arguments in the results section and Hecussed the
salience of arguments by comparing those who werd@uzed individually versus during the discussion.

Our sample composition also presents inherentdiioits, as a qualitative approach using focus graxgually does not
reach a sample representative of the entire papnlaiVvhile the inclusion of contrasting groups (emp, students, general
population) is already an asset of the presenystud did for instance not include teenagers ara@fpersons in our sample.
This might be relevant for future work as some dgraphics have been shown to influence privacy-@mtss(Rainie &
Duggan, 2015). Cultural differences might also @ayimportant role in privacy. Despite the factttva had a diverse set of
participants in terms of nationalities representhd,sample for each nationality was too smalléowé any conclusions; we
did not control for cultural bias.

For the online focus groups, we used Facebookpdatfmrm, which excluded those who did not haveaadbook account or
did not want to participate in a discussion grouptlis social network. This limitation was partjathitigated through the
use of face-to-face focus groups.

7. FUTURE WORK AND RECOMMENDATIONS FOR UPDATED TECHNOLOGY ACCEPTANCE MODELS IN THE CONTEXT OF PRIVACY TRADE-
OFFS

Taking into account these limitations, and buildorgthe promising findings, we are planning foruufet work to include a
guantitative questionnaire. It will allow us to éoi the results of this qualitative study and feac more representative
sample of the population over a number of differd@rdnnels to exclude biases linked to the use efsatial network only.
The questionnaire will also take into account UXdeso as to further verify ties with UX, and thirgcy paradox with the
goal of evaluating not only the acceptability ok thcenarios, but also the alignment of this actdjgyawith real-life
actions. We also believe that future studies sheoliduct a more in-depth research on the influerdidbe human needs
(Hassenzahl et al., 2010; Hornbeek & Hertzum, 2@&lldon et al., 2001) as these theoretical modelsrelated design
tools might be a great support for designers trimgope with users’ privacy concerns. In a healthtext, Angst and
Agarwal (2009) have for instance shown that evetemi@l users with high levels of privacy concemam hange their
attitudes positively if message framing is adagtecbrdingly.

In order to support the inclusion of these thecettmodels into practice, we recommend that detggms should strive to
understand usersieedsin the context of privacy trade-offs. Supportindfifment of these needs through the interaction
might well influence users’ privacy trade-offs aintention to use a system. Our results show thatngeds odutonomy
and control have an important influence on the acceptabilitpgfacy-relevant technologies as participants wdrnb be
free to choose whether they wanted to use a teagpohnd they felt uneasy with the loss of contabtheir data. When
creating an integrated model that bridges UX andr@gearch for application in the context of privaelated technologies,
the impact of these concepts should be closelystiyated in detail. While in our study, autonomydacontrol were
prevalent, design teams should also use existiolg to explore other needs that are relevant feir texperience (e.g., UX
Needs Cards (Lallemand, 2015)).

Another relevant UX factor when designing privaelevant experiences is the influencepakt experiencesOne should
thus explore which past experiences users compea’s product or service to. Benchmarking such coalga experiences
can help understand users’ mental models and déls@nexperience accordingly. In addition, closgamination of the
self-consistency bias in the context of privacgé&ffs seems worthwhile.

Our study also shows that the acceptance of priveme-offs is highlycontext-dependent. We recommend that design
teams studying acceptance should explore contéateck factors in the design process, for examplegugols such as
contextual inquiry (Holtzblatt & Beyer, 2016) anghghesizing through user journey maps (Kalbach6201



7. CONCLUSION

In the present study, we conducted focus groups 8&tparticipants in order to understand factoflsémcing their privacy
trade-offs in four different use scenarios and aiah these factors to both acceptance and UX frareswOur contribution
consists in the rich qualitative insights elucidgtthe factors that influence the extent to whiskra accept privacy trade-
offs, pointing to a selection of ties between ataepe and UX factors. While this calls for furtmesearch, it also points out
that pragmatic aspects alone are insufficient fqlaning privacy trade-offs; a prominent examethat of “control” or
“autonomy” suggesting that factors outside the epizal space of technology acceptance dimensi@gusat as relevant.
This further illustrates how human behaviour islikto depend not only on security and privacy @mass and that
designers need to consider the technology and iexmer design as a whole instead of focusing orlesiagpects.

At a larger level, we expect the results of thiglgtto contribute to the development of user-cehfmévacy initiatives and to
the enrichment of current theoretical models ofitetogy acceptance with additional aspects draam fthe field of UX.
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- Hedonic factors should be included in acceptance models to assess privacy trade-offs

- Perceived usefulness, previous experiences, autonomy and feeling of control over
data
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