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The reduction of nanoelectronic devices to sub-10 nm sizes raises the prospect of electronics at the
atomic scale, while also facilitating studies on nanoscale device physics. Single-atom transistors, where
the current-switching element is formed by one atom and the information packet size is reduced to one
electron, can create electronic switches scaled to their ultimate physical limits. Hitherto, single-atom
transistor operation has been limited to low temperatures due to shallow quantum wells, which inhibit
room-temperature nanoelectronic applications. Furthermore, the interaction between multiple single-atom
elements at room temperature has yet to be demonstrated. Here, we show that quantum interactions
between P dopants in Si/SiO2/Si single-atom transistors lead to room-temperature double quantum dot
behavior. Hexagonal regions of charge stability and gate-controlled tunnel coupling between P atoms are
observed at room temperature. Image processing is used to help reduce observer bias in data analysis.
Single-electron device simulation is used to investigate evolution of the charge-stability region with vary-
ing capacitance and resistance. In combination with extracted tunnel capacitances and resistances, this
allows experimental trends to be reproduced and provides information on the dopant-atom arrangement.
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I. INTRODUCTION

Single-atom transistors [1–4], where the current-
switching element is formed by one or a few atoms, extend
the size scaling of electronic devices to their ultimate
limit, at the atomic scale. Here, the switching element is
small enough to behave inherently as a quantum dot (QD),
which implies that the size scaling is also accompanied by
a scaling of each information bit, to a minimal level of
one electron per bit [5–7]. Device operation is inherently
quantum mechanical, dominated by resonant tunneling and
single-electron charging effects, and determined by the
formation of discrete quantized energy states [8]. Hence,
these devices raise the possibility of a fully quantum
atomic-scale ultralow-power nanoelectronics memory and
logic technology.
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At present, most single-atom transistors use donor [3,
4,9–16] and acceptor [1,2] substitutional impurity atoms
within the Si channel of a field-effect transistor or single
atoms deposited on atomically flat surfaces by scanning
probe methods [4]. In these devices, electronic states asso-
ciated with individual dopant-atom QDs [1,3,9,10] and
with electrostatically coupled double QDs within a dopant-
atom array [14–16] are measured and interactions between
dopant-atom arrays formed by single-ion implantation
methods [11] are characterized. However, such approaches
rely on shallow, about 10–50 meV in depth, potential
wells [3], which are insufficient to confine electrons at
room temperature (RT). Device operation is thus limited
to cryogenic temperatures only. While this is not a restric-
tion for spectroscopic investigations of atomic states using
electron tunneling [4], or for the definition of spin qubits
using phosphorous (P) dopant atoms in silicon [17,18],
the lack of RT operation prevents wider more general
nanoelectronic logic, memory, or sensor applications.

Confining dopant atoms using tunnel barriers with
heights that are considerably greater than those of the
thermal fluctuations, kBT = 25 meV at RT = 290 K, can
enable the formation of RT single-atom transistors [19].
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Dopant atoms within a wide-band-gap semiconductor or
insulator can form deep-level states, where the quan-
tum well depth may increase to about 1 eV or even
larger [19,20]. However, such an atomic structure may
be strongly isolated, reducing tunnel coupling [8,21] to
source and drain electron reservoirs and other QDs, and
limiting electrostatic control of energy states, thereby pre-
venting QD transistor operation. Ideally, an atomic-scale
nanoelectronic circuit using multiple single-atom transistor
elements would require control over both tunnel cou-
pling and the device energy states. Recently, we measured
RT “Coulomb diamond” single-electron charging charac-
teristics, as a function of a single gate voltage, in a P
dopant-atom QD transistor, where the P atom was embed-
ded within a Si/SiO2/Si tunnel junction [13,19]. In this
structure, it is possible to observe both resonant tunnel-
ing and Coulomb diamond single-electron charging effects
through an atomic-scale P QD placed between large source
and drain regions and switching of the tunnel current by
an electrostatically coupled gate. However, the existence
of tunnel coupling and electrostatic interactions between
individual RT atomic QD elements remains unclear.

Here, we demonstrate that electrostatically coupled dou-
ble quantum dot (DQD) [21] operation at RT is possible
using P dopant-atom dual-gate Si/SiO2/Si point-contact
transistors. An array of P atom QDs embedded in a
SiO2 tunnel junction forms, which enables RT confine-
ment of the associated atomic states. The RT dual-gate
charge-stability characteristics (drain-source current Ids vs
gate voltages Vgs1, Vgs2) of these devices show hexag-
onal regions of charge stability [21] and gate-controlled
tunnel coupling between P atoms, forming a complex
pattern associated with randomness in the P array. Image-
processing methods are used to automate the extraction of
current peaks and hexagonal regions in the data; the lat-
ter form signatures of underlying electrostatically coupled
DQDs. This use of image processing reduces the likeli-
hood of observer bias in the analysis. Multiple hexagons
are identified, which allow extraction of the correspond-
ing tunnel capacitor network and variations in the effective
capacitances and tunnel resistances as a function of gate
voltages. Finally, single-electron transport simulation is
used to investigate evolution of the hexagonal regions with
varying capacitance and resistance, reproducing qualita-
tively patterns in experimental data. In combination with
extracted capacitance and resistance values from the exper-
imental data, this allows identification of specific DQD
complexes within the dopant-atom array.

II. FABRICATION

The point-contact fabrication sequence is summarized in
Fig. 1. Devices are fabricated using a silicon-on-insulator
(SOI) wafer with an ultrathin 12 ± 1 nm heavily doped n-
type Si top layer, with P at about 1020 cm−3 concentration

[Fig. 1(a)]. A thin bilayer of PMMA resist is patterned
by electron-beam lithography to form a lift-off pattern for
aluminum deposition [Fig. 1(b)], which is subsequently
used as a mask to pattern the underlying silicon by RIE
[Fig. 1(c)]. This leaves embryonic source and drain con-
tact regions still linked [Fig. 1(d)]. A geometric oxidation
process [7,13,19] then both separates these contact regions
by forming a SiO2 tunnel junction at the point contact
and leaves an array of isolated dopant atoms within the
SiO2 tunnel junction [Fig. 1(e)]; this is shown in greater
detail in Fig. 2(a). Both single and coupled quantum dots
result from this process. A schematic diagram of the QD
energy levels, embedded in the oxide between the source
and drain, is shown in Fig. 1(f). Further details on the
fabrication process are given in Ref. [13].

A schematic diagram of the device, highlighting the
distribution of P atoms, is shown in Fig. 2(a), accompa-
nied by postoxidation scanning electron micrographs in
Fig. 2(b). The equivalent circuit is shown in Fig. 2(c). The
heavy doping of the device enables high conductivity to
be retained up to the tips of the source and drain regions
[Fig. 2(a)]. Device oxidation is sufficient to fully convert
the point-contact region into SiO2, but not the source, the
drain, or the two gates nearby, where Si regions remain
in the patterned cores, away from the surface [Fig. 2(a)].
Dopant atoms in these Si regions act as donors and form
Fermi seas [Bohr radii are shown schematically by circles
in Fig. 2(a)]; however, those atoms trapped within the SiO2
point contact form a random array of quasi-isolated QDs
[red dots in Fig. 2(a)]. The QDs create sites for electron
tunneling from the source to the drain. The circuit diagram
in Fig. 2(c) represents the general form of the QD array,
where QDs in series or parallel configurations may interact
with each other electrostatically or via tunnel coupling. In
particular, we concentrate on DQD complexes (solid lines)
because these can be identified electrically via their asso-
ciated signature hexagonal charge-stability regions [21] in
a plot of Ids versus Vgs1 and Vgs2. Here, TM , TL, and TR are
the mutual, left, and right tunnel barriers, respectively, for
this DQD. Other QDs (dotted lines) may provide parallel
current paths through the array. The various QDs also cou-
ple electrostatically to the two gate terminal voltages, e.g.,
through gate capacitances, Cgs1–4.

Scanning electron micrographs of two devices are
shown in Fig. 2(b). The main high-resolution image shows
a fully oxidized point contact of about 50 (width) × 30
(length) × 10 nm3 (thickness). The inset shows a slightly
larger device with a longer point contact. For the device
in the main image, the original doped Si neck width
is about 20 nm. This implies that dopants are ran-
domly embedded in only a narrow 20-nm-wide section
of SiO2, giving a volume for the dopant array of about
20 × 30 × 10 nm3 (6000 nm3). Potential routes to control
dopant-position randomness include single-ion implanta-
tion from ion beams [11] or scanning probe methods [4].
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FIG. 1. Schematic representation of key process steps used to fabricate a point-contact device for RT DQDs. (a) Silicon-on-insulator
wafer with buried oxide layer (BOx) and thin heavily n-doped top silicon (∼1020 cm−3). (b) Bilayer poly(methyl methacrylate)
(PMMA) for aluminum lift-off after electron beam exposure and development. (c) Deposited Al is used as a mask for reactive-ion
etching (RIE) of the top silicon layer. (d) Silicon structure on BOx after RIE. (e) Structure following geometric oxidation to form the
source (S), drain (D), and gate (G1, G2) electrodes, together with QDs. (f) Schematic diagram of QD energy levels embedded in the
oxide between the source and drain.

In our devices, with a doping density of about 1020/cm3,
this implies an array of about 600 dopant atoms with an
average separation of about 2 nm. The percolation path
for conduction through this array is, however, likely to fol-
low the shortest path between the source and drain regions,
which implies that only a fraction of these atoms may par-
ticipate in the device conduction. Atoms along or near the
percolation path can then behave as QDs or interact in pairs
to form DQD complexes, leading to current lines and peaks
that define hexagonal regions in the charge-stability plot of
Ids versus Vgs1 and Vgs2.

In our earlier work [13,19], single QD potential wells in
similar devices were shown to be anharmonic, with diam-
eters similar to that of the dopant separation. Variation
in the dopant separation implies the following possibil-
ities: (i) If dopant atoms in the SiO2 barrier are very
close, <2 nm, electronic states on these are delocalized,
isolated QDs are not formed, and resistive conduction
paths may form between source and drain regions, sup-
pressing the observation of QD behavior. (ii) If dopant
atoms are too widely dispersed, there can be no tunnel-
ing to the corresponding QDs and the device may form an

open circuit. (iii) However, at an intermediate separation
between dopant atoms, tunnel-isolated QDs can form and
their electronic states measured electrically by tuning gate
voltages. On rarer occasions, characteristics of double QDs
can be studied, as reported here.

III. ELECTRICAL CHARACTERIZATION

Electrical characteristics at RT = 290 K for Ids versus
Vgs1 and Vgs2, at a constant drain-source voltage (Vds),
are shown in Fig. 3. Data are shown for two different
devices [Dev. A, Fig. 3(a), and Dev. B, Figs. 3(b)–3(d)].
Figure 3(c) is a subsection of data in Fig. 3(b) and shows
the current peak slopes and layout in greater detail. The
characteristics of Figs. 3(a)–3(c) are created by single-
electron charging [5–8] of the QD array and correspond to
the charge-stability diagram for these devices, in a similar
manner to that of DQD devices [21]. The characteristics
show current peaks and lines in Ids clustered into polyg-
onal honeycomblike patterns. Within a charge-stability
diagram interpretation, crossing from one region to another
corresponds to a change in the electron configuration
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FIG. 2. Point-contact device for
RT DQDs. (a) Schematic dia-
gram of the silicon-on-insulator
wafer. P dopant atoms with their
Bohr radii (black dots and cir-
cles, respectively) are indicated
within the top silicon region (col-
ored gold). (b) SEM images of two
devices. The main image shows
a point-contact region in high
resolution, where only one gate
is visible; the inset image is a
low-resolution image of a second
device with a longer point contact.
(c) The equivalent circuit diagram,
illustrating arrays of QDs within
the point-contact region. Each tun-
nel junction (T) corresponds to a
resistor and capacitor in parallel,
and the subscripts L, R, and M
indicate the left, right, and mutual
tunnel junctions, respectively.

of the QD array. In some cases [e.g., Fig. 3(a)], these
patterns are hexagonal in nature and similar to those
previously measured only in DQDs at cryogenic tempera-
tures. In contrast to cryogenic DQD charge-stability plots,
in our RT devices, current peaks are thermally broad-
ened over a wider gate-voltage range. Measurements of
the electrical characteristics are confined to RT. It has
been shown previously [13] that, in these highly doped
point-contact devices, with decreasing temperature, single-
electron effects are masked by an increasingly significant
potential barrier in series with the QD. This changes the
shape and ultimately turns the device “off” and suppresses
charge-stability regions in the measurement. The Ids-Vds
characteristics for Dev. B, as Vgs1 is stepped from 3.6 to
5.6 V, are shown in Fig. 3(d). A nonlinear I-V charac-
teristic with a central “Coulomb blockade” region [5–7]
is observed, with periodic modulation of the slope of the
curves as single-current electron oscillations occur with
Vgs1. Current modulation of this nature leads to the current
peaks observed in the corresponding charge-stability plot.

The polygonal groups of current peaks in the elec-
trical characteristics shown in Figs. 3(a)–3(c) appear
very similar to the hexagonal charge-stability character-
istics of multiple-donor-atom DQDs in Si FETs, as mea-
sured previously at cryogenic temperatures [15]. Unlike

lithographically defined DQDs, the patterns in our charac-
teristics are less regular. However, hexagonal “rings” can
still be observed, e.g., the region marked α in Fig. 3(a). In
each ring, the separation between two “triple points” [21]
[e.g., the points at (Vgs1, Vgs2) ≈ (1.4, 1.6) and (1.5, 1.9)]
is a measure of the strength of tunnel coupling between
the two QDs in the DQD. Other areas, such as region β,
show current peaks, where the location and shape suggest
a partial hexagonal pattern. The current peaks also stretch
to form zigzag lines, e.g., as Vgs2 is varied at Vgs1 ≈ 1.4 V
in Fig. 3(a) and along Vgs1 ≈ 1.55 V in Figs. 3(b) and 3(c).
For the former case [Fig. 3(a)], a change in the length and
current along sections with a positive slope (high current,
red color) indicates a change in tunnel coupling with gate
voltage. Finally, because the dopant-atom QDs embed-
ded within the SiO2 point contact are randomly located,
this prevents the formation of an ideal periodic hexago-
nal honeycomb pattern across the entire charge-stability
characteristic. However, hexagonal patterns are observed
in multiple sections of the charge-stability characteristics
[Figs. 3(a)–3(b)]. To analyze patterns within our data fur-
ther, while avoiding any confirmation bias inherent with
an inspection that is purely visual, image-processing meth-
ods are used to help extract potential polygonal regions, as
described in Sec. IV.
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(a) (b)
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FIG. 3. Electrical characteristics
at RT (290 K) for two separate
point-contact DQD devices, Dev.
A and Dev. B. (a) Drain-source
current (Ids) versus gate voltage
(Vgs1 and Vgs2) characteris-
tics at constant drain-voltage
(Vds) for Dev. A, using a lin-
ear color scale. (b) Ids versus
Vgs1 = 0–2 V and Vgs2 = 1.4–2 V,
at constant Vds, for Dev. B.
(c) Ids versus Vgs1 = 0.8–1.4 V
and Vgs2 = 1.45–1.9 V, at
constant Vds, for Dev. B.
(d) Ids versus Vds characteris-
tics for Dev. B, with values of
Vgs1 = 3.6–5.2 V, to illustrate the
effects of Vgs1 on the Coulomb
blockade region. Each curve is at
a constant Vgs2 value.

IV. ANALYSIS

The random distribution of QDs within the dopant-atom
array leads to a complex interaction circuit that links the
QDs. Random variations occurring in the effective capaci-
tances and resistances between the QDs [Fig. 2(c)] prevent
the observation of a fully periodic honeycomb pattern,
as seen in a single DQD system. However, the obser-
vation of only a limited number of hexagonal patterns
in sections of the full charge-stability characteristics in
Figs. 3(a)–3(c) implies the formation of only a few dom-
inant DQD complexes at specific gate voltages. Across
the entire charge-stability plot [e.g., Fig. 3(a), Dev. A],
the number of current peaks, and associated polygonal or
hexagonal patterns, is surprisingly small, given the random
nature of the underlying dopant-atom array. This implies
that only a limited number of dopant atoms contribute
to the charge-stability plot. These atoms lie either along
or near to a dominant percolation path passing through
only a small fraction of the atoms in the dopant array
and must couple strongly to the gate electrodes [22–24]. It
may be expected that, as the minimum point-contact neck
width increases, additional percolation paths begin to form,
leading to a transition from electrical characteristics deter-
mined by a few QD complexes, to greater randomization
in the characteristics, and ultimately to a bulk conduction
mechanism.

Image processing is used to detect hexagonal pat-
tern signatures of these DQD complexes. For this, The

Otsu algorithm [25,26] is used to define a limited num-
ber (up to 5) of intensity thresholds in a histogram of
the pixel intensity for a primary grayscale image of the
characteristics. The segmentation of the primary contin-
uous grayscale image by the Otsu algorithm reduces the
influence of background fluctuations in intensity for the
subsequent current-peak detection routine of the program,
which is based on the Hough transformation [26–28].
These thresholds are then used to extract a secondary
image with a reduced color scale, corresponding to these
same thresholds. The secondary image allows the detec-
tion of prominent current maxima and enables polyg-
onal patterns to be drawn. Figure 4 shows the results
of this method applied to sections of data for Dev. A
[Fig. 3(a)]. Potential hexagonal features may lie within the
cropped regions: Vgs1 = 0.4–1.8 V and Vgs2 = 1.2–2.6 V,
and Vgs1 = 1.8–3.4 V and Vgs2 = 0.8–2.0 V [Figs. 4(a)
and 4(d), respectively]. For the later range of gate volt-
ages, a potentially partial hexagonal feature is chosen for
analysis. Secondary images created using the Otsu method
are shown in Figs. 4(b) and 4(e), where the thresholds are
15.9%, 33.3%, 50.8%, 66.7%, and 85.7% of the maximum
intensity for Fig. 4(b) and 9.5%, 22.2%, 33.3%, 42.9%, and
50.8% for Fig. 4(e). Furthermore, the algorithm allows the
determination of both local current peaks and directional
shifts in current magnitude within the original image.
Following this, the algorithm looks for circular features
within the extracted secondary image [Figs. 4(b) and 4(e)],
corresponding to potential current peaks in the primary
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(a) (b) (c)

(d) (e) (f)

FIG. 4. Results of applying the Otsu image-
processing algorithm to two specific parts of the
electrical characteristics of Dev. A [Fig. 3(a)].
(a),(d) are two separate sections of the charge-
stability plot shown in Fig. 3(a). (b),(e) are sec-
ondary threshold images, with local current peaks
and directional shifts in current magnitude iden-
tified as blue circles. The centers of these cir-
cles are interconnected by applying theoretical
restrictions to the slopes of the hexagon sides
[16]. (c) The complete hexagon is superimposed
onto the original color image (a), with hexagon
dimensions labeled. (f) Potential hexagonal lines
superimposed on the original color image (d).

image plot. Once the program has identified these features,
the centers of the circles can be interconnected by lines
to identify polygonal patterns [Figs. 4(b) and 4(e)]. For
DQD interactions, the patterns should form hexagons, with
restrictions on the slopes of the sides [21]. Only circle cen-
ters that do not violate these theoretical considerations are
used. For example, for DQDs in series, two out of the six
sides in the corresponding hexagonal pattern require pos-
itive slopes [top-left and bottom-right hexagon sides, e.g.,
see Figs. 4(b) and 4(e)], while the remaining four require
negative slopes [21]. Further details of the operation of the
image-processing method applied to these data are given
in the Supplemental Material [29].

Following identification of hexagon patterns in the sec-
ondary threshold image, these may be superimposed on the
original data image [Figs. 4(c) and 4(f)]. In Figs. 4(d)–4(f),
a complete hexagon pattern is not detected, as the pro-
gram only detects three sides and two corners of a partial
pattern. However, the size of a detected hexagonal region
may be used to extract effective capacitances and the cir-
cuit configuration of the DQD. Figure 5 shows results for
the image-processing method extended to the full stabil-
ity diagram image of Fig. 3(a). Both the current peaks
extracted in Fig. 4 and additional current peaks can be
seen throughout the image. Double QD hexagonal features
can be located in the image and trends in the data ana-
lyzed. Three complete extracted hexagons (2, 4, and 5)
and two possible partial hexagons (1 and 3) are seen in
Fig. 5. The small number of clear hexagons in the data
implies the existence of only a few DQD complexes, which
are stable with varying gate voltage. As we observe rela-
tively few hexagonal and other polygonal patterns in the
data, this supports our picture of percolation conduction
through only a fraction of the dopant array. Any changes
in the effective capacitance network of the DQD with vary-
ing gate voltage lead to asymmetry or suppression of the
hexagonal shapes.

V. SIMULATION AND DISCUSSION

Effective capacitances, CL, CM , CR, Cgs1, and Cgs2,
[Fig. 2(c)], are extracted for the DQD underlying
the hexagon of Fig. 4(c). CM provides a measure
of the mutual tunnel coupling between the two QDs.
The gate capacitances [21] are extracted directly:
Cgs1 = |e|/�Vgs1 = 0.25 aF and Cgs2 = |e|/�Vgs2 = 0.21 aF,
where �Vgs1 and �Vgs2 are the average width and height,
respectively, of the hexagon [Fig. 4(c)]. An averaged width
and height are used (�Vgs1 = 0.65 V and �Vgs2 = 0.75 V)
to address any irregularities in the hexagon due to changes
in the effective gate capacitances as a function of gate
voltages. The hexagon dimensions may be given by
the theoretical relationships [21] �Vgs1 ≈ �VM

gs1[((CR +
Cgs2)/CM ) + 1] and �Vgs2 ≈ �VM

gs2[((CL + Cgs1)/CM ) +
1], where �VM

gs1 and �VM
gs2 are the horizontal and ver-

tical Coulomb peak separations, respectively, marked in

(a) (b)

FIG. 5. The Otsu image-processing method applied to the full
charge-stability plot of Fig. 3(a). (a) Secondary threshold image,
where local current peaks and directional shifts in current mag-
nitude are identified as blue circles. Interconnections between
peaks are drawn by applying theoretical restrictions on the slopes
of the hexagon’s sides. (b) Superimposition of complete and
partial hexagons on the original charge-stability plot.
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Fig. 4(c). �Vgs1, �Vgs2, �VM
gs1

E , and �VM
gs2

E can be mea-
sured from the hexagon dimensions, and Cgs1 and Cgs2 are
extracted as shown earlier. For the remaining unknowns,
CL, CM , and CR, an assumption regarding the value of
one of these is necessary. In our previous work [19],
tunnel capacitance values in a single-gate point-contact
device, with single QD characteristics, were found to be
about 0.01 aF. Furthermore, data for Dev. A show moder-
ate coupling between QDs because very strong coupling
(CM � CL, CR) leads to single-QD-like behavior (only
diagonal lines would be observed), and weak coupling
(CM � CL, CR) leads to square patterns in the charge-
stability plot [21]. The mutual capacitance is associated
with the separation between the dopant-atom pair, which
is, on average, about 2 nm for our doping concentration. A
best fit is found for our data assuming CL = 0.05 aF, giving
CM ≈ 0.20 aF and CR ≈ 0.25 aF.

The charge-stability characteristics for a single hexagon
(Fig. 5, hexagon 2) using these extracted constant effec-
tive capacitance values are evaluated with a single-electron
tunneling simulation [30,31] in Fig. 6. A series DQD con-
figuration is used, which best reflects the broadened peaks
observed in our data. This simulator solves the master
equation [6,31] for tunneling rates, and hence, determines
the current for single-electron or QD circuits. The pos-
sibility of an arbitrary variation of the capacitances and
tunneling resistances of the effective circuit as a function of
the applied gate voltages is included in the simulation [30].
Figures 6(a)–6(c) show simulation results for the DQD
corresponding to the hexagon of Fig. 4(c). A temperature
dependence is simulated [Figs. 6(a)–6(c)] to verify that the
thermally broadened and coalesced current peaks observed

in our RT experimental data arise from well-separated
peaks in our DQD simulation at low temperatures. The
simulation image at 290 K [Fig. 6(c)] is annotated with
the ideal simulated hexagon edges for clarity (black lines)
and correctly reproduces the zigzag line observed in Dev.
A as Vgs2 varies with Vgs1 ≈ 1.4 V [Fig. 3(a)]. Any asym-
metry in the experimentally measured hexagons in Dev.
A can be attributed to interactions of DQD complexes
with other nearby QDs and/or trapped charges. Finally, the
current levels in Figs. 6(a)–6(c) are lower than those in
experimental data for Dev. A, due to the low Vds value
used in the simulation (Vds = 0.01 V). Parallel current
paths would also increase the total device current in the
experimental data.

Figures 6(d) and 6(e) show the effective gate capaci-
tances [Cgs1(2), marked by circles] versus the gate volt-
ages (Vgs1(2)), which are extracted from the dimensions of
hexagons 2–5 (Fig. 5). Values for Cgs1 and Cgs2 are esti-
mated using averaged hexagon widths and heights. For
partial hexagon 3 in Fig. 5, it is assumed that the remain-
ing hexagon lines are symmetrical and parallel to those
observed, and thus, allowing hexagon dimensions to be
estimated. Capacitances for the partial hexagon 1 in Fig. 5
are not plotted because this requires greater extrapolation.
Cgs1(2) decrease with increasing Vgs1(2), implying a trend of
reducing effective gate capacitance as the associated gate
voltage increases. The gate capacitance values [Fig. 6(d)]
show some clustering into two groups, hexagons (2, 3)
and (4, 5). This suggests either that each of these groups
relate to a different underlying DQD complex or that Cgs1
changes more strongly with Vgs1 than that with Vgs2. For
the former case, the two sets of hexagons, (2, 3) and (4, 5),

(a) (b) (c)

(d) (e)

FIG. 6. Simulation results of
extracted effective capacitances.
(a)–(c) Temperature depen-
dence (10, 100, and 290 K)
of the DQD system. Here,
CL = 0.05 aF, CR = 0.25 aF,
CM = 0.20 aF, RL = RR = 10 M�,
and RM = 220 M�. (d),(e) Effec-
tive gate capacitances [Cgs1(2),
marked by circles] versus the
gate voltages (Vgs1(2)), extracted
from hexagons 2–5 (Fig. 5). For
each capacitance point, (Vgs1,
Vgs2) values and the hexagon
number, 2–4 (Fig. 5), are marked.
Planes are fitted to these values to
illustrate trends in the changes in
Cgs1(2).
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(a) (b) (c)

(d) (e)

FIG. 7. Simulation results (a)–
(c) for a single DQD complex,
with linearly varying effective
capacitances Cgs1(2) and CM and
resistance RM . These changes in
capacitances and resistance are
indicated in (e). (d) Subset of
experimental data for compari-
son. (a)–(c) show simulations at
10, 100, and 290 K, respectively,
over four hexagons, A–D. Results
follow the experimental trends
observed in (d) for the white
dashed rectangle region. Trends
in the orange dashed box are
comparable to features found in
Fig. 8(f).

and the isolated partial hexagon 1 would imply the exis-
tence of three DQD complexes. Figures 6(d) and 6(e) also
show planes fitted to the extracted values of Cgs1(2), tilted
along both Vgs1(2), to illustrate trends in the changes in
Cgs1(2).

The extracted linear dependences of the effective capac-
itances Cgs1(2) with Vgs1(2), represented by the planes
in Figs. 6(d) and 6(e), are now used to simulate the
changes in hexagon shape observed in experimental data of
Fig. 5(b). Figures 7(a)–7(c) show results for four different
hexagons (A–D) from a single DQD complex, at 10, 100,
and 290 K. Figure 7(d) shows a subset of experimen-
tal data for comparison. Multiple DQD complexes are
not simulated to avoid further complexity in the simula-
tions. Cgs1(2) are varied with Vgs1(2) in a manner similar
to the planes in Fig. 6(d) and 6(e). CM is also var-
ied linearly in a manner similar to that of Cgs1(2), and
the tunnel coupling resistance RM is reduced with Vgs1
to generate the increase in current observed in exper-
imental data. Figure 7(e) shows the changes in Cgs1,
Cgs2, CM , and RM , where the last two parameters corre-
spond to changes in tunnel coupling. The variations in
the hexagon heights [21] (�Vgs2 = |e|/Cgs2) and widths
(�Vgs1 = |e|/Cgs1) [Figs. 7(a)–7(c)] follow trends seen in
the experimental data [Fig. 7(d), white dashed rectangle
region]. Here, a prominent increase in height occurs with
Vgs2 due to a significant change in Cgs2, and a relatively
smaller increase in width occurs with Vgs1. The greater
increase in hexagon height for lower values of Vgs1 leads to

a “twist” in the hexagon shape as Vgs1 increases. Further-
more, the relatively strong reduction in Cgs2 with Vgs2 leads
to a decoupling of Vgs2 from the DQD and an elongation
of the peak shape parallel to Vgs2. The peak separations
[marked in Fig. 4(c)], determining the tunnel coupling,
are given by [21] �VM

gs1 = �Vgs1(CM/C2) and �VM
gs2 =

�Vgs2(CM /C1), where C1(2) = CL(R) + Cgs1(2) + CM . Here,
the most significant factor is the increase in �Vgs1(2), due
to a reduction in Cgs1(2), which leads to the increase in
�VM

gs1(2) seen in both experimental and simulation plots
(Fig. 7).

With a view to explaining qualitatively changes
in the hexagonal regions observed experimentally in
Fig. 7(d), Fig. 8 simulates the evolution of an
ideal periodic multiple-hexagon charge-stability dia-
gram [Fig. 8(a)] with constant circuit parameters
(Cgs1 = Cgs2 = 0.25 aF, CM = 0.2 aF, R1 = R2 = 10 M�,
RM = 2 M�, R = R1 + R2 + RM = 22 M�) as Cgs1, Cgs2
[Figs. 8(b)–8(f)], CM [Figs. 8(d)–8(f)], and R [Figs. 8(e)
and 8(f)] are varied. Figures 8(a)–8(e) are simulated at
100 K to allow a clear observation of current peaks and
changes in the hexagonal regions. Figure 8(f) simulates
the variation of all parameters at 290 K, reproducing qual-
itatively many of the features in our experimental data
[e.g., region with orange dashed rectangle, Fig. 7(d)]. One
of the hexagonal regions is also marked (white lines)
in all Figs. 8(a)–8(f) to trace changes in its size and
shape as the underlying capacitances and resistances are
varied.
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(a) (b) (c)

(d) (e) (f)

FIG. 8. (a)–(e) Evolution of DQD charge-stability diagram at 100 K, with a representative hexagon marked (white lines). (a) Ideal
DQD charge-stability diagram, with Cgs1 = Cgs2 = 0.25 aF, CM = 0.20 aF, R = 22 M�, RM = 2 M�, R1 = 10 M�, and R2 = 10 M�.
(b) Diagram (a), following linear reduction in Cgs1 (0.3–0.175 aF) along Vgs1 and Vgs2 axes. At top-right corner, Cgs1 = 0.13 aF (c)
Diagram (a), following linear increase in Cgs2 (0.25–0.42 aF) along Vgs1 axis and linear decrease in Cgs2 (0.25–0.17 aF) along Vgs2
axis. Cgs2 does not change along bottom-left to top-right diagonal. (d) Diagram (a) with the variation in Cgs1 and Cgs2 from (b),(c)
combined. Additionally, CM changes from 0.02 to 0.17 aF along Vgs1 and Vgs2 axes. At top-right corner, CM = 0.17 aF. (e) Diagram
(d), with additional piecewise linear variation in R, with values 22, 40, 220, and 820 M� at Vgs1 = 0, 0.75, 1.5, and 2.5 V, respectively,
and values of 22, 40, 130, and 160 M� at Vgs2 = 0, 0.75, 1.5, and 2.5 V, respectively. (f) Diagram (e) simulated at 290 K, with a
representative hexagon marked (white lines).

A comparison of Figs. 8(b) with 8(a) shows the effect
of a linear reduction (0.3–0.175 aF) in Cgs1 along Vgs1
and Vgs2 axes. With both Vgs1 and Vgs2, this leads to
an increase in width �Vgs1 and triple-point separation
�VM

gs1 of the hexagons, such that the peaks “fan out”.
In contrast, hexagon height �Vgs2 does not change, as
this depends on Cgs2. Figure 8(c) shows the correspond-
ing trend for a combination of changes in Cgs2. Here,
a linear increase (0.25–0.42 aF) in Cgs2 with Vgs1 and
a linear decrease (0.25–0.17 aF) with Vgs2 are used. An
increase in hexagon height �Vgs2 and triple-point separa-
tion �VM

gs2 is observed with Vgs2 due to the reduction in
Cgs2 with Vgs2. In contrast, �Vgs2 reduces with increas-
ing Vgs1 as Cgs2 is increased. Figure 8(d) combines the
effective capacitance changes in Figs. 8(b) and 8(c) (Cgs1
reduces with Vgs1 and Vgs2, and Cgs2 increases with Vgs1
and reduces with Vgs2). Furthermore, the effective cou-
pling capacitance CM is increased linearly (0.02–0.17 aF)
with both Vgs1 and Vgs2. This results in an increase in
both �Vgs1(2) and �VM

gs1(2) with Vgs1(2), such that the peaks
fan out prominently with increasing gate voltages, and the
triple-point peaks tend to coalesce for lower CM [lower
Vgs1(2)] values. Figure 8(e) further adds an increase in total
resistance R (22–820 M�) along Vgs1 and 22–820 M�

along Vgs2, to the simulation in (d), suppressing current
peaks at larger gate voltages and switching-off the hexag-
onal pattern. Finally, Fig. 8(f) repeats the simulation of
(e) at 290 K. Here, a thermally activated increase in cur-
rent, combined with changes in capacitance and resistance,
leads to a much more complex pattern, which qualitatively
reproduces many features in our experimental data [e.g.,
the area within the orange dashed rectangle, Fig. 7(d)].
These features include broadening of current peaks, coa-
lescing of triple points into larger irregular peaks, the
formation of current “lines” along some hexagon sides, the
observation of partial hexagons, and distortion of the shape
of the hexagons.

Finally, we consider the possible cause of the observed
changes in effective capacitances Cgs1(2) and CM and
device resistance R with changing Vgs1(2). This behavior
forms the main driver for the change in the hexagon’s
shape. The simulations do not explicitly include the effect
of size quantization in the QDs, which can change the peak
separation with changes in electron number. The use of
an effective capacitance allows a means to reflect on the
influence of size quantization and the behavior of the quan-
tized excited-state energy, Ek. Including excited states,
the addition energy of an electron on a QD is given by
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En = Ec + Ek, where Ec = e2/C is the charging energy of
the QD with total capacitance C. Both Ec and Ek can vary
with applied bias and electron number and, in this case,
Ec can vary if the applied bias affects C, and Ek depends
on the size and shape of the QD potential well. Our previ-
ous work [19] on single-donor QDs in SiO2 demonstrated
the formation of anharmonic potential wells in these sys-
tems. Variation in gate voltage can change the shape of
these wells, leading to changes in the effective capaci-
tances, tunnel resistances and energy states Ec and Ek.
Furthermore, for a narrow and steep potential well, the
energy-state separation, �E = Ek+1 − Ek, near the bottom
of the well increases with k for the first few values of k,
leading to an increase in Coulomb diamond widths with
increasing gate voltage for a single QD. A similar effect
in a DQD complex would increase the hexagon heights
and widths, corresponding to a reduction in the effective
gate capacitances, Cgs1(2), in a manner similar to that in
our model.

VI. SUMMARY

In conclusion, electrostatically coupled DQD opera-
tion at RT is possible using P dopant-atom dual-gate
Si/SiO2/Si point-contact transistors. An array of P atom
QDs embedded in a SiO2 tunnel junction is formed to
enable RT confinement of the associated atomic states.
The RT dual-gate charge-stability characteristics show
hexagonal regions of charge stability and gate-controlled
tunnel coupling between P atoms, forming a complex
pattern associated with randomness in the P array. Image-
processing methods automate the identification of current
peaks and hexagonal regions in data and reduce observer
bias. The identified hexagons allow extraction of the cor-
responding tunnel capacitor network and demonstrate the
dependence of the tunnel and gate coupling on the gate
voltages. Single-electron simulation using the extracted
capacitance and resistance values reproduce the patterns
observed in experimental data, and thus, allow identifica-
tion of specific DQD complexes within the dopant-atom
array. The evolution of an ideal periodic hexagonal charge-
stability diagram in the presence of varying capacitances,
resistances, and temperature is traced, to reproduce qualita-
tively additional features and patterns in our experimental
data.

The results of this paper further extend electron-
transport models for impurities in insulators and illustrate
the extent of thermal stability in dopant-atom QD inter-
actions. Previously, the electrical properties of insulators,
particularly gate oxide layers in field-effect transistors,
have been investigated in depth, mainly for large-area
samples, with an emphasis on capacitive measurements
[22,32]. In contrast, microscopic conduction and tunnel-
ing mechanisms are comparatively neglected. Our data
show that such processes may be understood in terms of

the formation of impurity-atom QD arrays and percolation
paths through these arrays. Even for a random array, at
the local microscopic level, electrostatic interactions and
single-electron charging of impurity atoms is significant
at RT. Potential routes to controlling randomness include
single-ion implantation from ion beams [11] or scanning
probe methods [4]. Coupled dopant-atom QD behavior is
therefore significant not only at cryogenic temperatures,
but, given deep enough dopant-atom quantum wells, this
behavior also determines the conduction properties, even
at RT.
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