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Abstract: 

Comfort shoe-last design relies on the key points of last curvature. Traditional plantar pressure 

image segmentation methods are limited to their local and global minimization issues. In this work, 

an improved fully convolutional networks (FCN) employing SegNet (SegNet+FCN 8s) is 

proposed. The algorithm design and operation are performed using the visual geometry group 

(VGG). The method has high efficiency for the segmentation in positive indices of global accuracy 

(0.8105), average accuracy (0.8015), and negative indices of average cross-ratio (0.6110) and 

boundary F1 index (0.6200). The research has potential applications in improving the comfort of 

shoes. 
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1 Introduction 
 

The goal of the segmentation of plantar pressure images is to improve the wearing comfort of the 

shoes. In order to design a comfortable footwear product, it is necessary to consider not only the 

human foot structure and biomechanical properties but also the personality differences; it is also 

necessary to consider the comfort aspect. In the shoemaking process, the design of the shoe last 

directly affects the wearing comfort of the adult shoe. Information of shape, force, and trajectory 



of the foot of the human body when standing or walking can be obtained by analyzing and 

processing the pressure on the soles of the feet. In the study of plantar pressure analysis, the 

emergence of plantar pressure imaging method provides new technical means for the design of 

shoe last. By properly analyzing the plantar pressure, some “reasonable” plantar pressure 

distribution can be found to avoid foot discomfort. Further, the design of the sole component is 

improved by analyzing the pressure of the sole, so that the weight of the human body is distributed 

reasonably and evenly at various mechanical support points of the foot to enhance the stability of 

the walking process of the human body. On the other hand, the elasticity of the arch, the overall 

shape, structure and shape of the sole and the heel are also closely related to the comfort of the 

shoes. Among them, the image of the plantar pressure is divided until the data is reduced, hereafter, 

the region of interest (RoIs) of images are extracted. 

 

Due to the actual need of image annotation and foot-segment semantic aggregation, deep learning 

method is used to accurately segment the plantar pressure image. Traditionally, the main purpose 

of using the transition region-based extraction method for image segmentation, and active contour 

segmentation is to reduce the complexity of image operations [1]. Among them, Nasreddine 

Kouadria et al. used the region-based segmentation method to reduce the image compression 

efficiency by 50% using the Discrete Tchebichef Transform (DTT) image compression technology 

based on RoI, and the transition region-based approach is a hybrid segmentation technique [2]. 

Nilamani Bhoi et al. initially decomposed grayscale images in the wavelet-domain and applied 

two existed transition region methods to the approximation. The coefficients are used to extract a 

transition region-based feature matrix. An inverse wavelet transform is applied to the modified 

coefficients to obtain an edge image, which has more than one-pixel width [3]. Traditionally, the 

Otsu threshold is used to obtain the transition region; the wavelet domain method is used to extract 

a stable transition region, resulting in better segmentation. In other hand, region growing method 

also is a simple region-based image segmentation method. Specifically, a seed pixel is found as a 

growth starting point for each region that needs to be segmented. Then, the seed pixel and the 

pixels in the surrounding neighborhood having the similar characteristics, and the seed pixels are 

merged into the new seed regions; wherein the similarity can be calculated by some pre-determined 

growing or similarity criterion. Finally, these new pixels are regarded as new seeds to continue the 

process until the pixels that do not meet the conditions can be included, so that a seeded based 

region is grown. 

 

Digital image segmentation algorithms are generally based on two basic characteristics of gray 

values, namely discontinuity and similarity. The application of this property of discontinuity is to 

segment the target image based on discontinuous changes in image grayscale. The main application 

of this property of similarity is to segment the target image into similar regions according to the 

implementation of the specified criteria. The region growing algorithm is based on image similarity, 

which refers to the similarity of image gray values. Feng et al. proposed a hybrid thermal imaging 

reconstruction (TIR) and automatic seeded region growing (ASRG) to treat thermal imaging of 

carbon fiber reinforced composites, which can significantly reduce uneven illumination and 

increase detection rate. Additionally, it can automatically segment defects. It also overcomes the 

key issue of seeded region growing (SRG), which automatically selects images, seed points and 

threshold growth. Probability of detection (PoD) has been derived to measure the test results, and 

verified the efficacy of the proposed method [4]. In image analysis field, regional growth 

algorithms and their improved methods have many applications, such as the treatment of breast 



cancer images [5] and the automatic segmentation of cochlear nerve regions [6]. 

 

The basic idea of level set method (LSM) is to regard the target as a zero level of a function in 

high dimensional space, and the evolution of the target is also extended to high dimensional space. 

Furthermore, the evolution is carried out to obtain the boundary of the image, to achieve the 

purpose of image segmentation [7]. Inthiyaz et al. extracted the Gabor color texture (GCT) and 

color-level covariance matrix (CLCM) texture features, constructed the color discrimination 

texture as a knowledge-base by using convex energy function, and extracted the edgeless image 

activity [8]. Yang et al. combined the level set evolution (LSE) and split Bregman methods to 

segment the magnetic resonance (MR) images and confirmed the advantages of the proposed 

method for the initial contour insensitivity and robustness to noise [9]. LSM-based segmentation 

methods can usually be grouped into region/edge-based methods. When the region descriptor is 

insufficient, the former often has problems in processing an image whose object has a color 

intensity like the background. When the edges of the image are weak, the latter often encounters 

boundary leakage problems. Therefore, Zhi et al. use the significance map and color intensity as 

the external energy of the region to stimulate the initial level set function (LSF), and further smooth 

the internal energy to identify more accurate boundary location; the experimental results illustrated 

that the newly saliency map improves the effect of extracting objects from complex backgrounds; 

and the asynchronous evolution of a single LSF produces better segmentation effects. This method 

has advantages of flexible initialization, robust and fast convergence [10]. 

 

Basically, threshold-based segmentation, region growing, and level set segmentation cannot 

accurately and strictly extract the image region according to semantics; semantic segmentation is 

from coarse to fine image classification-primary image understanding; furthermore, more 

elaborate inference and understanding of the image is needed, which provides an overall 

understanding of the entire picture. The important content, target location and detection are not 

only providing the categories within the image, but also creating the location information relative 

to the object category. Semantic segmentation is a dense prediction of each image pixel to obtain 

pixel class information [11]. Image semantic segmentation is increasingly researched, of them, 

loss functions and error definition in semantic segmentation are the main factors of image 

segmentation efficiency [12]. Ates et al. proposed a novel Markov random field (MRF) framework 

to improve the accuracy of image parsing [13]. Image analysis under the semantic level leads to 

automatic extraction of image descriptions based on human perception, finally bridges the 

semantic differences between low level image features and high-level concepts that capture 

conveyance [14]. 

 

Among the deep learning methods of semantic segmentation based on image domain, RefineNet, 

PSPNet and ResNet are relatively classic deep learning platforms [15-17]; in this case, the visual 

geometry group (VGG) platform is used for algorithm design and operation. VGG-Net explored 

the relations between the depth of the convolutional neural network (CNN) and its performance. 

By repeated stacking small convolution kernels with 3×3 and maximum pooling layers of 2×2, 

VGG-Net successfully constructed 16-19 layers deep CNN. VGG-Net has a significantly lower 

error rate than the previous state-of-the-art network architecture [18-19]. 

 

 

 



2 Methods 
 

2.1 Preliminary  
 

2.1.1 Threshold-based segmentation 

 

Threshold-based segmentation (TBS) is a method of segmenting images by using grayscale 

threshold transform. The basic idea of threshold value segmentation is to determine a threshold 

value, and then compare the gray value of each pixel point with the threshold value, and divide the 

pixel into foreground or background according to the result of the comparison. The threshold 

segmentation can be divided into a certain threshold and a threshold pixel comparison. And pixel 

categorization; where the threshold is the most important; the choice of threshold will directly 

affect the accuracy of image segmentation, and the resulting image description and image analysis 

correctness. At present, the commonly used methods for threshold-based segmentation generally 

have experimental methods, that is, by the observation of the human, different thresholds are tested 

on images with known features, and then it is observed whether the known features have been met. 

The shortcoming of this method is that the scope of application is narrow, and some features of the 

image, such as average gray scale, must be fully understood before use; and the quality of the 

segmented image is greatly affected by subjective limitations. Secondly, the threshold is 

determined according to the histogram valley. If the gray histogram of the image has obvious 

double peaks, the valley between the two peaks can be selected as the threshold. Let pixel ( , )x y  

‘s value be ( , )f x y , T is a given threshold, then we have that， 

255 ( , )
( )

0 ( , )

f x y T
g x

f x y T


= 


                                                                   (1) 

where, ( )g x   is a binary image after threshold. This is a single threshold-based segmentation 

method, which should be more extensive; but the selection of T is difficult and the deviation is 

large. 

 

The threshold selection iterative method is to select a certain threshold as the initial estimate and 

then continuously update this estimate according to a certain rule to achieve a given condition. The 

key to this process is to set the iterative rules to ensure that the system converges quickly, and the 

results of the iteration process are better than the last iteration. A typical threshold selection 

iteration method is described as follows, 

Step 1: set an initial threshold T ; 

Step 2: segment image into two region AR and BR using T ; 

Step 3: calculate the average gray value for all pixels in regions AR and BR , as A and B ; 

Step 4: update the thresholds by ( ) / 2k

A BT  = + ; 

Step 5: go to Step 2 until the kT by successive iterations is smaller than the given parameter 

T. 

 

The minimum mean square error (MSE) method uses the gray level in the image as the 

segmentation feature; it is assumed that each gray level is an independently distributed random 

variable, and it is assumed that the region to be segmented in the image obeys a normal distribution 

and one image contains only two main gray levels: foreground and background. Let z be the gray 



value and ( )P z   be the estimated value of the gray value probability density function. If the 

probability density function (PDF) relatives to the grays of one background and the other 

corresponds to the foreground in the image, i.e. the gray value of the object, the mixed density 

function describing the overall gray level transformation in the image is calculated by, 

1 2( ) ( ) ( )P z P z P z= +                                                                     (2) 

where, 1P  and 2P  are the probability of the appearance of pixels with values z  in the foreground 

and background respectively, and satisfies 1 2 1P P+ = , that is, the image pixels either belong to the 

foreground or belong to the background. For a given threshold - T  , the probability of pre-

occurrence and background classification errors is: 

1 1( ) (1 ( ))
r

E T P z dz
−

= −                                                                    (3) 

and, we have that, 

2 2( ) (1 ( ))
r

E T P z dz
−

= −                                                                   (4) 

and 

1 1 2 2( ) ( ) ( )E T PE T P E T= +                                                                 (5) 

If theoretically satisfies a normal distribution, i.e. a Gaussian distribution, then we have that, 
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= =                                                         (6) 

if 
2 2

i = , then we have that, 

2
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P

  

 

+  
= +  

−  
                                                        (7) 

if 2 1P P= , then we simplify (7) as, 

1 2

2
T

 +
=                                                                                     (8) 

 

When the image is under thresholding, the selected segmentation threshold should maximize the 

difference between the average gray level of the foreground and the background region. The 

average gray level of the entire image. This difference can be expressed by the variance of the 

region, which is derived based on the principle of decision analysis least squares. 

Let the pixel with gray scale i  in the image be in , gray be[0, 1]L − ,  then 
1

0

L

i

i

N n
−

=

= , probability 

for each gray /i iP n N=  , and  subject to 
1

1

1
L

i

i

P
−

=

=  . By usingT  , separates the image gray into

[0, 1]T −  and [ 1, 1]T L− −  , and denoted as 0C  and 1C   respectively, then calculate the probabilities

1

0

0

( )
T

i

i

P C P
−

=

=  and
1

1

1

( )
L

i

i T

P C P
−

= −

=  , mean gray is 0 0( ) /T P =  and 1 1( ) /T P = , so the maximum 

interclass variance of the two regions can be calculated as, 
2 2

0 1 0 1( )P P  = −                                                            (9) 

As mentioned above, let T be in each of [0, 1]L −  to make 
2  of maximalT , the segment is the 



best threshold. This method can be used not only for the selection of a single threshold containing 

two regions, but also for the multi-threshold selection calculation problem. 

 

2.1.2 Seeded region growing 

 

Some image segmentation methods are mainly realized by finding the boundary between regions 

based on the discontinuity of grayscale or color properties. The region growing segmentation 

algorithm is a technique for directly determining regions. For example, if the criterion is a pixel 

intensity threshold, then knowledge of the image histogram can be used as it can be used to 

determine an appropriate threshold for the regional membership criteria. 

 

Using connected neighbors to grow from seed points, the standard is set to the same pixel value. 

That is, continue to check the neighboring pixels of the seed point, if they have the same intensity 

value as the seed point, classify them as seed points. This is an iterative process until there are no 

changes in two successive iterations. Surely, other criteria can be developed, but the main goal is 

to classify the similarity of the image as a region. Its value can indicate whether the region is inside 

the object or closer to the edge of the object. For example, the value of each pixel in the image is 

replaced by its relative position value. The greater the brightness, the closer the point is to the edge. 

Then, several important questions about region growing can be drawn: firstly, the seed points need 

to be chosen appropriately, and the choice of seed points depends on the user; secondly, more 

image information is needed; obviously, connectivity or pixel neighbor information helps 

determine thresholds and seed points; thirdly, it is the determination of the minimum region 

threshold, that is, in the segmented image, the region in the result of the region growing method is 

not less than the threshold. 

 

The splitting and merging of regions are an attempt to divide the image into uniform regions. The 

basic representation structure is pyramidal. From a programming point of view, any two regions 

that are adjacent if they are adjacent can be merged, and if the larger region meets the homogeneity 

criteria. However, in the image space, adjacent regions may have different parent regions or be at 

different levels (different sizes in the pyramid structure). When there is no further merging, the 

process is automatically terminated; then it will find whether the adjacent regions have similar 

features, and if so, merge the similar regions again, and finally achieve the purpose of image 

segmentation. Although usually started with a single-region hypothesis, it can also start at an 

intermediate level, such as 16 regions or other numbers. In the latter case, four regions can be 

merged into a parent region. For the sake of simplicity, it starts a single region and then the entire 

image. The splitting process is to process a list of the current regions, that is, regions that are 

defined as uneven. A region can be removed from the processing list to the region list if it is 

homogeneous. The method of combining region growing and region splitting saves the process of 

splitting, and the method of region splitting and merging can be similarly merged based on a larger 

similar region; however, region growing can only be grown from a single pixel (merging). 

Algorithms that split and aggregate repeatedly to meet the constraints. 

Step 1: for any given region iC , if ( ) 0iP C = , then split the region into 4 connected quadrant 

regions; 

Step 2: aggregation any region m of ( ) 1i mP C C = ; 

Step 3: stop if aggregation or cannot split; 

 



Region growing is shown in Algorithm 1 

Algorithm 1 Region growing  

INPUT: Image- I, Seed (x,y), maximal strength distance t =0.2 

OUTPUT: region M 

pixdist = 0; // The percentage of the distance from the latest pixel to the regional 

average of the region 

nb = [-1 0; 1 0; 0 -1;0 1]; //Neighbor location 

// Start repositioning until the distance between the area and the positioning new 

pixel becomes a certain threshold above a fixed point 

WHILE (pix_dist<regmax_dist ||&&regsize<numel(I)) 

    FOR j=1:4, 

        xn = x +nb(j, 1); yn = y +nb(j, 2); // Check neighbors inside or outside the 

image 

        ins=(xn>=1) &&(yn>=1) &&(xn<=I_sizes(1)) &&(yn<=I_sizes(2)); 

                // Add a neighbor (if in the staging area and not yet part) 

        IF (ins&&(J(xn,yn)==0))  

                negpos = negpos+1; 

                neglist (negpos, :) = [xn yn I(xn,yn)]; J(xn,yn)=1; 

        END IF 

    END FOR 

         IF (negpos+10>negfree) 

negfree=negfree+10000; 

    neglist((negpos+1): negfree, :)=0; 

 END 

       //Add pixels with the intensity closest to the regional average to the region    

dist = abs (neglist(1: negpos,3)-regmean); 

    [pixdist, index] = min(dist); 

    M (x, y) =2; regsize=regsize+1; 

        // Calculate the new average of the area 

    regmean= (regmean*regsize + neglist(index,3))/(regsize+1); 

        // for the neighbor addition process 

    x = neglist(index,1); y = neg_list(index,2); 

        // Remove pixels from the neighbor (check) list 

    neglist(index,:)=neglist(negpos,:); negpos=negpos-1; 

END WHILE 

// returns the partition region with logic matrix 

M=M>1; 

 

The region growing method can correctly separate regions with the same properties defined; it also 

can provide original images with sharp edges and good segmentation effects. The concept is simple, 

requiring only a small number of seeds to represent the desired attributes, then expanding the area 

and determining the seeds under the criteria assigned initially. Multiple criteria can be selected at 

the same time. However, there are also high computational costs, non-global view, and sensitivity 

to noise. Unless the image has a threshold and function applied, there may be a continuous path 

connecting colors that connect any two points in the image. Therefore, it is necessary to improve 

it and add a deep learning method to improve the efficiency of segmentation. 



 

2.2 Improved full convolutional network employing SegNet 

 

Semantic segmentation essentially performs a classification operation on each pixel of a picture. 

The current popular public data-set for semantic segmentation is VOC2012 and MSCOCO. 

Suitable traditional machine learning methods include pixel-level decision tree classification, 

Texton forests, and classification-based random forests. On the other hand, the current hot research 

is a combination of deep learning methods. A semantic learning method based on deep learning is 

initially popularized as a patch classification (PaC), which classifies central pixels by extracting 

neighborhood pixels pixel by pixel. Since the convolutional network ends at the time use full 

connected layers (FCL), this pixel-by-pixel segmentation method can only be used. Fully 

convolutional networks (FCN) removed the fully connected layer at the end. Subsequent semantic 

segmentation models basically adopt this FCN structure. In addition to the fully connected layer, 

another important issue of semantic segmentation is the pooling layer (PL). The pooling layer can 

further extract the abstract feature to increase the sensitive field (SF), but discard the position 

information of the pixel. Semantic segmentation requires the alignment of the category label and 

the original image. Therefore, the position information of the pixel needs to be reintroduced. There 

are two different architectures to solve the positioning problem of these pixels. The first one is the 

code-encode architecture. The encoding process gradually reduces the position information and 

extracts the abstract features through the pooling layer; the decoding process gradually restores the 

position information. There is a direct connection between the general decoding and the encoding. 

U-Net is the most popular in this type of architecture. The second architecture is dilated 

convolutions (DC), which discards the pooling layer, where the convolution kernel is 3×3. The 

rate is for the layer to guarantee the original receptive field, so the decision of the rate is determined 

by the stride value of the previous layer. Fig. 1 also shows the situation for different rates. There 

are many structural platforms for deep semantic segmentation, such as VGG-16 (FCN), 

GoogLeNet, FCN-8s, ENet bottlenek, Fast R-CNN+DeepMask, Own 3DCNN, C3D, etc. 

 

 
(a) rate=1            (b) rate=6                (c) rate=24 

Figure 1 Convolution operation feature map mapping process 

 

The basic model uses the VGG-16 model, removing the FC layer, making the encoder network 

smaller and easier to train, while greatly reducing the size; the decoder network maps the lower-

level pixels in the encoder network to the entire image; and the decoder network and the encoder 

network basically can be docked completely. Finally, a soft-max based multi-classification task 

can be performed for each pixel. The up-sampling of the decoder network uses the pool indices 

process, as shown in Fig. 2. 

 



 
Figure 2 convolution-pooling-sampling code-encode 

 

The model does not add parameters and does not need to participate in training and reducing 

memory. The decoder also does not need to store the output of the encoder, which can improve the 

expression of the boundary. The network structure can be extended to any encoder-decoder 

network structure. Fig. 3 shows the SegNet full convolutional layer segmentation method. 

 

 
Figure 3 SegNet and FCN 

 

Deep seeded region growing (DSRG), which is a network based on VGG-16 or Resnet-101, is also 

used to test the effectiveness of the method. Among them, VGG-16 changes the fully connected 

layer to the convolution layer, and classifies each pixel to realize classification prediction. The 

input to the convolutional network is an image, and the output is the segmentation result of the 

image. The values above the feature maps of the N H×Ws predict the probability that each pixel 

belongs to a certain category. After obtaining the seed region, it is now considered how to use the 

seed cues to train the image semantic segmentation network. Considering the uneven distribution 

of foreground and background seed regions, unlike the seed loss proposed in the seeding expansion 

and constrain loss (SECL) method, the balanced sowing loss proposed by this method (balanced 

sowing loss), two normalization coefficients with foreground and background respectively 

encourage the prediction of the segmentation network to match only the seeds [20]. The overall 

model is shown in Fig. 4. 



 
Figure 4 Application of depth seed region growth in the fundus pressure imaging set 

 

Suppose C  is the set of categories that exist in the image (except for the background), and c  is 

the background. Suppose that cS   is a set of seed regions divided into c   classes. Then, the 

definition of balanced seed loss can be calculated as follows, 

1 1
log log

| | | |
c c

seed uc uc

c C u S c C u Sc c

c C c C

H H
S S   

 

= − − 
 

                (21) 

where, ucH  indicates the probability that the pixel at the position u  in the segmentation graph H  

is predicted to be c  class. In addition, the boundary loss of the Conditional Random Field (CRF) 

proposed in the SEC method is used to encourage the matching of the segmentation map with the 

object boundary (
boundary

 ). Finally, optimize the segmentation network by minimizing the loss 

function. 

seed boundary= +                                     (22) 

 

By observing the obtained seed region, the seed region is positioned accurately, but it is very sparse. 

In practice, approximately 40% of pixels have labels. In order to improve the results of static 

supervision, iterative training can be used. In the training process, the seed region can be extended 

by the seed region growth method; each iteration uses the seed region extended after the last 

training as the initial seed region, and then training, and then expanding again based on the seed 

region until two The results of the iterative process are no longer updated. The theoretical basis for 

seed region growth is based on the presence of small, uniform regions in the image where the 

pixels should have the same label, i.e. pixels that are adjacent in position typically have the same 

category label. The method of expanding the seed firstly defines the similarity criterion P  

according to the relationship between the predicted probability value of the pixel in the 

segmentation map H  generated by the segmentation and the set threshold value, and the specific 

formula is calculated as follows, 

  

'1 0 arg max
( , )

0

uc uc
uc c

H and c H
P H

other


 =
= 


                              (23) 

where, is a given probability threshold. 

 

In experimental design, let threshold of foreground class be b , and background class be c  firstly; 



then perform segmentation H  and seed region S   as inputs to perform DSRG region growth.  

DSRG is an iterative process for each class, and the iterative growth process of class c  is denoted 

as cV  , [0,| |]C C  , where 0c =   represents the background class. In each iteration of cV  , all 

locations in cS  will be accessed, and when pixel Q  is accessed, the untagged pixel set in the eight-

connected neighborhood of Q is represented as R  . For uR R  , the probability of class c   is 

expressed as ( )ucP H   as described above. Then classify uR   according to P  . Finally, after 

accessing all locations, all newly marked pixel heaps are added to cS  according to the rules to 

generate a new seed region. After changing cS , the updated cS  will be accessed again. Otherwise, 

cV  stops. As the ability to segment the network increases, the number of unmarked pixels decreases 

and the object range is covered by the correct label. Finally, the update stops when cS  is no longer 

updated. The DSRG approach is basically superior to all previous techniques for weak supervision 

using image-level tags, and has achieved the best results on the current PASCAL VOC2012 dataset. 

Applying it to the semantic segmentation of the plantar pressure image to achieve a certain 

segmentation effect and comparison in SegNet+FCN 8s. 

 

3 Result and Discuss 
 

3.1 Data acquisition 

 

Plantar pressure test and gait analysis is a biomechanical-based measurement technique that 

assesses and predicts possible future disease in the foot by detecting the structure of the lower 

extremity of the human body, providing internationally advanced techniques for scientific 

rehabilitation. The Foot-Scan device and gait analysis system developed by RS-Scan (RSscan 

International NV, Belgium) is a dynamic and static detection system for subjects. It can 

automatically detect the center of gravity, time measured and balance of the subject, a variety of 

pressure impulses and other data, and can be automated analysis system. Through the analysis of 

Foot-Scan software, abnormalities such as cerebral palsy and diabetic foot in gait of hip, knee and 

ankle can be found, which provides a scientific basis for clinical early diagnosis and corrective 

treatment [21-22]. The parameters for sensor and all testing device are listed in Table 1. 
Table 1 RS-scan foot pressure data acquisition function parameters 

Items Description & Accuracy 

size 1068 mm418mm12mm 

number of sensors 8192（array with 12864） 

activity region of sensors 975mm325mm 

pressure 1 – 127 N/cm²+ /-0.05 

temp +15 °C - +30 °C 

humidity 20% - 80% 

length of Interface box cable  6000mm +/- 50mm 

weight 7.7kg 

size of sensors 7.62 mm5.08 mm 

type of sensors resistive 

frequency 

scan accuracy 

repeatable accuracy 

<=500 Hz 

<=0.5mm 

<=0.02mm 

 



A total of 60 volunteers (30 males, 30 females) older than 18 years old with normal non-related 

neurological diseases; no walking instability; abnormal gait; intermittent claudication and blurred 

vision; no joint serious illness; normal muscle strength; normal sputum reflex; no serious foot pain; 

no foot ulcers. Medical history, record age, gender, height, weight, blood pressure and other 

indicators are collected. Participants were asked to take off their socks, the habit of wearing shoes, 

fill out the relevant forms, and walk at normal speed for 10 repeated tests. The Foot-Scan system 

manually divides the plantar into 10 anatomical-based partitions and gives measurement data 

(discrete values), including the medial and lateral sides of the heel, the middle of the foot, the five 

metatarsals, the thumb, and the remaining four toes illustrated by Fig. 5. 

 

 
Figure 5 functional region segmentation in foot (HL-Heel Lateral, HM-Heel Medial, MF-Mid Foot, M1-

5->Metatarsal 1- 5, T1-Hallux, T2-T5-Toe 2 to Toe 5) 

 

The subject's walking process can be divided into 4 stages and 5 intervals. 

(1) In the selection of the upper board method, “take the middle step” is adopted. 

(2) In the selection of the number of tests, “take a step in the middle” to collect data 4-6 times. To obtain 

reliable “peak pressure” and “pressure-time integration”, “one step on board” needs to collect data at least 8 

times, and “two steps on board” needs to collect data at least 5 times. The integration value needs to collect data 

at least 6 times. “Three steps on board” need to collect data at least 6 times. 

(3) During the static balance test, pay attention to the control of the test time in four states (double open, 

double closed, single open, single closed). Standing on two feet is generally 20 seconds, and standing on one 

foot is generally 10 seconds. 

(4) the image acquisition in each test is from 4 stages of initial foot contact (IFC), fore foot contact phase 

(FFCP), foot flat phase (FFP) and fore foot push off phase (FFPOP) 

 

3.2 Process 

 

To illustrate the segmentation effect, four foot-pressure imaging images were selected from a 

number of data-sets for segmentation (Fig. 6). To simplify the calculation, partial plantar pressure 

imaging data was selected. The image is first processed using the SegNet platform [23-24]. 



       
(a)                   (b)                    (c)                    (d) 

Figure 6 original image set ((a) left foot intermediate state 1 (b) left foot intermediate state 2 (c) left foot 

intermediate state 3 (d) left foot intermediate state 4) 

 

The original image set is a left foot experiment and is shaped into a pulsed image in the format jpg. 

The imported split label is shown in Fig. 5. The operating status is shown in Table 3. 

 

 

 

 
Table 3 SegNet platform training status parameters (average) 

Iterations Time(s) 
Mini batch 

accuracy 

Mini batch 

loss 

Basic learn 

rate 

1 00：00：07 41.22% 0.7870 0.0010 

10 00：00：49 48.27% 0.8102 0.0010 

15 00：01：12 58.25% 0.8185 0.0010 

20 00：01：41 69.21% 0.8201 0.0010 

 

The network structure layer [31×1], the connection number dimension is [34×2]; further, when the 

layer number dimension is [59×1], the connection number dimension is [66×2], the image size is 

480 640 3  , the number of categories is 10; the coded depth is 4. After processing by the segNet 

platform, the phenomenon of over-segmentation is apparent, as shown in Figure 7. The forefoot is 

segmented (Fig. 7(a)), and the result image of Fig. 7(b) is obtained, and the over-segmentation 

result is generated. Further experiments are performed on other data sets, and over-segmentation 

is generated (Fig. 8.) 

     
(a) Local original image of plantar pressure imaging (b) Segmentation result map 

Figure 7 Partial foot pressure imaging segmentation processed by SegNet 

 



     
(a) Front foot intermediate image 1 (b) Front foot intermediate image 2 

     
(c) Front foot intermediate image 3 (d) Rear foot intermediate image 

Figure 8 Over-segmentation results of the forefoot (forefoot, 1-3 subgraph) and the hindfoot (Rearfoot, 4th 

subgraph) 

 

Among them, the boundary F1 index refers to the boundary F1 (BF) contour matching score 

indicating the degree of alignment of the prediction boundary of each class with the real boundary. 

More relevant to a person’s qualitative assessment than IoU, BF score can be used [25]. To show 

the efficiency of the algorithm, the segmentation experiment was performed using the level set and 

the seed region growth method as shown in Fig. 9 and Fig. 10. 

 

       
(a) Level set segmentation result graph (b) Initial level set function (c) 210 iteration level set functions 

Figure 9 level set segmentation and effect 

 



             
(a) initial level set (b) 50 iterations (c) 100 iterations (d) 210 iterations 

Figure 10 Step-optimized single seed region growth segmentation method 

 

    
(a) initial segmentation results (b) training intermediate state 1 (c) training intermediate state 2 (d) 

optimization segmentation results 

Figure 11 SegNet+FCN 8s semantic segmentation based on VGG-16 platform 

 

In order to illustrate the specific training process used, the segNet+FCN8s semantic segmentation 

of the plantar pressure image set was performed. First, this example creates a SegNet network that 

is initialized from the VGG-16 network. To get VGG-16, install the Deep Learning ToolboxTM 

model for the VGG-16 network. A CUDA-capable NVIDIATM GPU with strong computing power 

or a high version are suggested in the case. The parallel computing toolbox also is required, and 

the experimental segmentation results are shown in Fig. 11. The above methods are all domain-

based segmentation methods. Not only to evaluate the segmentation effect of a single algorithm, 

but also to compare the segmentation effects of other kinds of deep learning, here are two aspects: 

one is the selection of contrast indicators, and the other is the calculation method of various 

indicators, including the setting of parameters. Table 4 shows the training state parameters of the 

SegNet+FCN 8s platform. 

 
Table 4 SegNet+FCN 8s platform training status parameters (average) 

Iterations Time(s) Mini Batch accuracy Mini Batch Loss Basic Learn Rate 

1 00：00：07 47.05% 0.6852 0.0010 

10 00：00：48 50.12% 0.6954 0.0010 

15 00：01：11 59.51% 0.7002 0.0010 



20 00：01：31 72.12% 0.7254 0.0010 

 

 

4 Discussion & Statistical analysis 

 

Convolutional neural networks can use a small amount of image preprocessing to learn abstract, 

essential, and deep-level image features from the original data. It has a better application of self-

deep learning technology. The intelligent segmentation of images is becoming more and more 

sophisticated. When the number of hidden layers on the network increases to multiple layers, the 

powerful GPU computing capabilities have made major breakthroughs in many areas. Although 

the layer-by-layer initialization technology of deep neural networks needs to solve the problem of 

difficult training of deep networks, it can be better overcome through better preprocessing and area 

calculation. The convolutional neural network is a classic model generated by the combination of 

deep learning and image processing technology. The reason why the neural network can be 

combined with the image field and presents great development prospects.  

 

The SegNet+FCN 8s parameter is set to be up-sampled by bilinear interpolation, and the 

parameters are fixed, that is, they do not participate in learning; the max-pooling indices are used 

for up-sampling, that is, they do not participate in learning; the bilinear interpolation is used for 

up-sampling, that is, parameter participation. Learning; use bilinear interpolation for initialization. 

SegNet-Basic uses an FNC-like decoder method; four encoders, four decoders, and up-samples 

use down-samples (indics) to connect a BN operation after each conv on the encoder/decoder. For 

the decoder network, the ReLU non-linear activation function and bias are not used in the conv. 

With a 7×7 convolution kernel, the receptive field of VGG layer 4 is 106×106, and the number of 

filters convolved by decoder is the same as the number of filters convolved for one encoder. 

SegNet-single-pass first decoding; decoder convolution kernel number is 1; the final dimension 

corresponds to the corresponding encoder; the conclusion is that the FN-Basic-NoDimReduction 

method works best.  

 

Combined with SegNet’s FCN with 8s, the semantic segmentation of level set, domain value 

segmentation and deep learning is evaluated, as shown in Table 5. By comparison, the proposed 

SegNet+FCN 8s segmentation method has global accuracy (0.8105), average accuracy (0.8015), 

average cross-ratio (negative index) (0.6110), and boundary F1 index (negative index) (0.6200). 

Both are superior to the other three methods: distance regularization level set, single seed region 

growth segmentation, and single segNet segmentation. Only in the weight-to-weight ratio (0.7855) 

is slightly inferior to single seed region growth segmentation and single SegNet segmentation; it 

is proved that SegNet and FCN have higher efficiency for segmentation of plantar pressure 

imaging. 
 

Table 5 Evaluation index and effect of segmentation of foot pressure imaging by various network platforms 

Seg. Methods Global accuracy [26] Mean accuracy [26] mIoU WIoU F1 score 

DRLSE 0.7012 0.7214 0.6251 0.7952 0.4751 

Single seed region growth 0.7121 0.7254 0.7089 0.7245 0.5822 



Single SegNet 0.7825 0.7721 0.6852 0.7851 0.5247 

SegNet+FCN 8s 0.8105 0.8015 0.6110 0.7855 0.6200 

 

(mIoU: Mean Intersection over Union; WIoU: Weighted Intersection over Union; F1 score: Sørensen–Dice 

coefficient) 

 

5 Conclusions 
 

From the deep learning technology, the emergence of deep neural networks makes the intelligent 

segmentation of images more and more fine. When the number of hidden layers of the network 

increases to multiple layers, the powerful GPU computing power has made major breakthroughs 

in many fields. Although the layer-by-layer initialization technology of deep neural network needs 

to solve the problem of deep network training difficulty, it can be better overcome by better 

preprocessing and regional calculation. The convolutional neural network is a classic model 

produced by the combination of deep learning and image processing technology. The reason why 

neural network can be combined with the image field has a huge development prospect. 

 

This paper theoretically studies the model of the plantar pressure imaging data-set segmentation, 

including traditional domain value segmentation techniques, level set theory and its variants, such 

as distance regularization level set evolution technology, and regional growth method. Through 

experiments and evaluation of the segmentation effect, mainly through global accuracy, average 

accuracy, average cross-over ratio and so on. The proposed deep learning network-SegNet network 

combined with the fully connected layer network has higher segmentation efficiency for the 

segmentation of the foot-pressure imaging data set. 

 

Research based on the plantar pressure data set will be further used for rehabilitation-related basic 

research using foot pressure for dynamic image analysis can be further developed in clinical 

applications. Medical research has shown that diseases such as diabetes, obesity, and Parkinson's 

disease can cause changes in plantar pressure. This cross-study on the customization of functional 

shoes and precision technology will bring shoe customization and comfort shoe design. 

Segmentation models based on deep neural networks are not only used in the research of plantar 

pressure imaging datasets. It plays a significant role, and for some small-scale, but high-quality 

data sets such as medical image data, including CT, magnetic resonance, etc. 

  In future works, the various segmentation algorithms involved in the research still need to be 

further improved. The training set size and training parameter settings of the full convolutional 

network need to be further optimized. In addition, it is also very important to use these key point 

sets obtained from plantar pressure imaging data to generate the required comfortable plantar 

surface. 
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