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Abstract 

This work presents different approaches to calculate CPRO for set-associative caches. The PCB-ECB approach 
uses PCBs of the task under analysis and ECBs of all other tasks in the system to provide sound estimates of 
CPRO for set-associative caches. The resilienceP analysis then removes some of the pessimism in the PCB-ECB 
approach by considering the resilience of PCBs during CPRO calculations. We show that using the state-of-the-art 
(SoA) resilience analysis to calculate resilience of PCBs may result in underestimating the CPRO tasks may suffer. 
Finally, we have also presented a multi-set alike resilienceP analysis that highlights the pessimism in the 
resilienceP analysis and provides some insights on how it can be removed. 
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Abstract 

This work presents different approaches to calculate CPRO for set-associative caches. The PCB-ECB 

approach uses PCBs of the task under analysis and ECBs of all other tasks in the system to provide 

sound estimates of CPRO for set-associative caches. The resilienceP analysis then removes some of the 

pessimism in the PCB-ECB approach by considering the resilience of PCBs during CPRO calculations. We 

show that using the state-of-the-art (SoA) resilience analysis to calculate resilience of PCBs may result 

in underestimating the CPRO tasks may suffer. Finally, we have also presented a multi-set alike 

resilienceP analysis that highlights the pessimism in the resilienceP analysis and provides some insights 

on how it can be removed. 

1. Motivation and Introduction 

In modern systems, the latency of an access to the main memory is much higher than the latency of 

an individual computation on the processor. Cache memory bridge this performance gap between the 

main memory and processor by holding frequently required data and instructions. Intuitively, caches 

are used to decrease average-case memory access latency; however, due to their limited capacity in 

comparison to main memory the use of caches can also cause large variations in the execution times 

of the tasks. This is mainly because of the limited cache space, not all data and instructions of all tasks 

can simultaneously reside in the cache. Hence, tasks may compete for cache space, with the execution 

of one task potentially evicting memory blocks previously loaded into the cache by other tasks. This 

may result in increasing the worse-case execution/response time (WCET/WCRT) of tasks depending on 

whether the instructions and data needed by the tasks are already present in the cache (i.e. cache hit) 

or not (i.e. cache miss).  

The impact of caches on the WCET/WCRT of tasks is more evident under preemptive scheduling. In 

preemptive scheduling, tasks may suffer two types of additional execution delays depending on the 

state of the cache, i.e., Cache Related Preemption Delays (CRPDs) and Cache Persistence Reload 

Overheads (CPROs). CRPDs refer to the delay in execution time of the preempted tasks due to 

reloading of Useful Cache Blocks (UCBs) (i.e., blocks that may be cached and that may be reused later) 

that are evicted from the cache during the execution of the preempting tasks. Whereas, CPROs result 

from the eviction of Persistent Cache Blocks (PCBs) (i.e., memory blocks that are once loaded into 

cache by the task will never be invalidated or evicted by the task itself) of tasks due to interleaved or 

preemptive execution of all other tasks in the system. Considering that CRPDs and CPROs can induce 

significant delay in task's WCET/WCRT, many different approaches have been presented in the state-

of-the-art (SoA) to bound CRPDs (Altmeyer et al. 2011, Altmeyer et al. 2012, Busquets et al. 1996, Lee 

et al. 1998, Staschulat et al. 2005, Tan et al. 2007, Tomiyama et al. 2000) and CPROs (Rashid et al. 2016, 

Rashid et al. 2017). In these approaches, CRPDs are usually calculated using the UCBs of the preempted 

tasks (Lee et al. 1998), Evicting Cache Blocks (ECBs) (i.e.,. all cache block used by the task during its 

execution) of the preempting tasks (Busquets et al. 1996, Tomiyama et al. 2000) or a combination of 

both (Altmeyer et al. 2011, Altmeyer et al. 2012, Tan et al. 2007). Whereas, CPROs are calculated using 

the PCBs of the task under analysis and ECBs of all other tasks in the system (Rashid et al. 2016, Rashid 

et al. 2017). 
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However, most of the SoA approaches that focus on CRPD/CPRO calculation consider a direct-mapped 

cache. In a direct-mapped cache, each cache set can only hold at most one memory block. Therefore, 

in case of a cache conflict between two tasks τi and τj, one ECB of τj may only evict one UCB/PCB of τi 

and vice versa. This makes the CRPD/CPRO calculation for direct-mapped caches relatively simpler and 

more precise in comparison to a set-associative cache. In a set-associative cache any cache set may 

hold more than one memory block(s) depending on the number of cache ways or the cache 

associativity (i.e., the number of memory blocks that can be mapped to a single cache set). Therefore, 

under a set-associative cache a single cache conflict between two tasks τi and τj, e.g., one ECB of τj 

being mapped to the same cache set S used by τi, may lead to multiple cache misses depending on the 

cache replacement policy. 

Few approaches that have been presented in literature considering set-associative caches only focus 

on CRPD computations. However, it has been shown in recent works (Rashid et al. 2016, Rashid et al. 

2017) that only considering CRPDs for tasks scheduled under fixed-priority preemptive scheduling may 

result in pessimistic WCRT bounds. Moreover, it is also shown that the WCRT analysis that considers 

both CRPD and CPRO (Rashid et al. 2016, Rashid et al. 2017) dominate the WCRT analysis that only 

consider CRPD (Altmeyer et al. 2011, Altmeyer et al. 2012). Considering that the existing approaches 

for CPRO calculation only consider direct-mapped caches, in this paper we present different 

approaches to bound the CPRO for set-associative caches. First, we present the PCB-ECB approach that 

only considers PCBs of the task under analysis and ECBs of all other tasks in the system to calculate 

CPRO for set-associative caches. We then introduce the resilienceP analysis that determines how much 

disturbance a PCB of task τi may endure before being evicted from the cache due to other task 

executions. ResilienceP analysis removes some of the pessimism in the PCB-ECB approach. Finally, we 

present a multi-set alike extension to the resilienceP analysis that considers variation in the resilience 

of PCBs over different job executions of a task in order to have a tighter CPRO bound in a time interval 

of length t. 

Author Keywords. Preemptive Scheduling, Cache Related Preemption Delays, Cache Persistence Reload 

Overhead, 
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