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#### Abstract

In this thesis we primarily consider the stability of traveling wave solutions to a modified Kuramoto-Sivashinsky Equation equation modeling nanoscale pattern formation and the St. Venant equations modeling shallow water flow down an inclined plane. Numerical evidence suggests that these equations have no unstable spectrum other than $\lambda=0$, however they both have unstable essential spectrum. This unstable essential spectrum manifests as a convecting, oscillating perturbation which grows to a certain size independent on the initial perturbation - precluding stability in the regular $L^{2}(\mathbb{R})$ space. Exponentially weighted spaces are typically used to handle such instabilities, and in Theorem 5.7 we prove asymptotic orbital linear stability in such an exponentially weighted space. We also discuss difficulties with extending this to a nonlinear stability result. In Section 5.5 we discuss another way of obtaining stability, through ad-hoc periodic wave trains.

Chapter 6 concerns the general problem of creating a spectral projection to project away unstable essential spectrum. We consider this problem in the context of spatially periodic-coefficient PDE by proposing a candidate spectral projection defined via the Bloch transform and showing that initial perturbations which activate a sufficiently unstable part of the essential spectrum lead to solutions which are not Lyapunov stable. We also extend these results to dissipative systems of conservation laws.

Additional chapters of interest are Chapter 3 where we address finding the spectrum and Chapter 4 where we discuss the numerics which lead to many of the figures in this thesis.
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## Chapter 1

## Introduction

Before starting with stability of traveling waves for PDE, we first start by recalling stability theory for ODEs. Stability theory of ODEs serves as an "elementary example" with its main theorem providing the idealized template for translating spectral information to stability. We consider the following time evolution ODE system

$$
\begin{equation*}
x^{\prime}(t)=\mathscr{F}(x(t)), \quad x \in \mathbb{R}^{n}, t \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

We begin by searching for stationary points $x_{0}$ with $\mathscr{F}\left(x_{0}\right)=0$ : this also means that the solution with initial condition $x_{0}$ is constant in time. This leads to the definition of Lyapunov stability,

## Definition 1.1. Lyapunov Stability, Asymptotic Stability, Instability

[10, Definition 1.20 , p. 18, Definition 1.22 , p. 19] A stationary point $x_{0}$ of the differential equation (1.1) is (Lyapunov) stable if for each $\varepsilon>0$ there is a number $\delta>0$ such that requiring $\left|x(0)-x_{0}\right|<\delta$ ensures that $\left|x(t)-x_{0}\right|<\varepsilon$ for all $t \geq 0$.

If in addition $\lim _{t \rightarrow \infty}\left|x(t)-x_{0}\right|=0$, then $x_{0}$ is said to be asymptotically stable.
If $x_{0}$ is not stable, then it is unstable.

When attempting to characterize stability/instability, a useful technical trick is to define a "perturbation to the solution" $v$ via

$$
\begin{equation*}
x(t)=x_{0}+v(t) \tag{1.2}
\end{equation*}
$$

where characterizing stability is equivalent to showing that $v$ remains small for all time. Before discussing any results characterizing when stability occurs, we use Taylor's theorem and linearize (1.1) about $x_{0}$ : that is, by rewriting it as

$$
x^{\prime}(t)=\mathscr{F}^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)+\mathscr{N}(x), \quad x \in \mathbb{R}^{n}, t \in \mathbb{R}
$$

Note that we used the fact that $\mathscr{F}\left(x_{0}\right)=0$, and also that $\mathscr{F}^{\prime}\left(x_{0}\right)$ is a linear operator in $\mathbb{R}^{n}$ and hence a matrix. Substituting in the perturbation $v$ as in 1.2 , we have an evolution equation for the perturbation $v$,

$$
\begin{equation*}
v^{\prime}(t)=\mathscr{F}^{\prime}\left(x_{0}\right) v+\tilde{\mathscr{N}}(v) \tag{1.3}
\end{equation*}
$$

Both terms $\mathscr{N}(x)$ and $\tilde{N}(v)$ are nonlinear and $\tilde{N}(0)=0$ : hence when the solution $x(t)$ is close in value to $x_{0}$, then the evolution is expected to be primarily governed by the linear operator $\mathscr{F}^{\prime}(x)$. Following this line of reasoning we define "linear stability" to be showing that a perturbation satisfying the linearized equation $v^{\prime}(t)=\mathscr{F}^{\prime}\left(x_{0}\right) v$ becomes small, rather than a perturbation satisfying the full nonlinear equation (1.3); to distinguish the two, showing that a perturbation satisfying (1.3) becomes small will be referred to as "nonlinear stability." We then expect that linear stability is a necessary but not sufficient condition for nonlinear stability. We can then state the following well-known stability theorem which uses the operator $\mathscr{F}^{\prime}(x)$ to characterize stability.

## Theorem 1.2. Stability of ODEs

[10, Theorem 1.25, p. 21] If $x_{0}$ is a stationary point for (1.1) and all the eigenvalues of the matrix $\mathscr{F}^{\prime}\left(x_{0}\right)$ have negative real part, then $x_{0}$ is asymptotically stable.

In Theorem 1.2 we used the term "eigenvalue": recall that the eigenvalues $\lambda \in \mathbb{C}$ of a linear operator $L$ with domain $\mathscr{D}(L)$ are those values of $\lambda \in \mathbb{C}$ for which there exists some nontrivial $\phi \in \mathscr{D}(L)$ with

$$
\begin{equation*}
L \phi=\lambda \phi . \tag{1.4}
\end{equation*}
$$

In this context - where $L$ is a matrix - the $\phi$ are called eigenvectors, and the collection of all the eigenvalues is called the spectrum of $L$, denoted by $\sigma(L)$. The proof of Theorem 1.2 hinges on the observation that, for $\phi$ an eigenvector of $\mathscr{F}^{\prime}\left(x_{0}\right)$, choosing $x(0)=\phi$ reduces the linear evolution to $x^{\prime}(t)=\lambda x(t)$ with a solution of

$$
\begin{equation*}
x(t)=e^{\lambda t} \phi \tag{1.5}
\end{equation*}
$$

Consider the special case when $\mathscr{F}^{\prime}\left(x_{0}\right)$ has a basis of eigenvectors, with their eigenpairs denoted by $\left(\lambda_{i}, \phi_{i}\right)$. Then any initial condition $x(0)$ can be written as a linear combination of eigenvectors $\sum_{j=1}^{n} a_{j} \phi_{j}$, and the linear evolution is

$$
x(t)=e^{\lambda_{1}} \phi_{1}+e^{\lambda_{2}} \phi_{2}+\cdots+e^{\lambda_{n}} \phi_{n} .
$$

Note that this leads to the simple characterization of the linear behavior given in Theorem 1.2: if for all the eigenvalues $\operatorname{Re} \lambda_{j}<0$, then the linear solution decays exponentially to zero. Although note that while we have just discussed the linear behavior, Theorem 1.2 concludes full nonlinear stability.

This is a recurring theme, that the linearization's spectral information determines nonlinear stability. Specifically, that spectrum with negative real part leads to stability and spectrum with positive real part leads to instability. With this intuition in mind, we define a linearization $L$ to be spectrally stable if $\sigma(L)$ is entirely in the right half-plane.

The reason why the stability of ODEs is so simple is because everything can be decomposed in terms of eigenvalues
and eigenvectors, whose time evolution is completely understood. In contrast, the stability theory of traveling waves of PDEs is complicated by the fact that eigenvalues no longer describe everything about the linear dynamics: one has to account for an additional component to the spectrum in the form of the essential spectrum (defined in Section 3.1), where it is defined non-explicitly as a "dimension mismatch" rather than an explicit equation such as in (1.4), in turn losing the explicit time evolution equation (1.5).

We now give the setup for the stability theory for traveling waves of PDEs. In analogue to (1.1), we consider the following time evolution initial value problem,

$$
\left\{\begin{array}{lr}
u_{t}(x, t)=\mathscr{F}(u(x, t)) & x \in \mathbb{R}^{n}, t>0  \tag{1.6}\\
u(x, 0)=u_{0}(x) & u \in \mathbb{R}^{d}
\end{array}\right.
$$

posed on $X=H^{m}\left(\mathbb{R}^{n}\right)$, an appropriate Sobolev subspace of $L^{2}\left(\mathbb{R}^{n}\right)$. While initially (1.6) might resemble (1.1), this $\mathscr{F}$ is allowed to include terms involving the $x$-partial derivatives of $u$ such as $u_{x},-u_{x x}$, or $\left(u_{x}\right)^{2}$.

Choosing an analogue of the stationary solution $x_{0}$ of (1.1) is less straightforward. In [26] it was conjectured that for any solution of the Korteweg-de Vries equation which vanishes at infinity the long time behavior can be described in terms of traveling wave solutions - sometimes referred to as solitons - with solutions of the form $u(x, t)=q(x-c t)$. From this there has emerged a general sense that all longtime dynamics can be described somehow in terms of solitons, and hence one typically focuses on the stability or instability of the solitons.

One may search for a traveling wave solution $u(x, t)=q(x-c t)$ by setting its time evolution to zero, leading to the ODE

$$
\begin{equation*}
\mathscr{F}(q(x-c t))=0 \tag{1.7}
\end{equation*}
$$

To simplify this analysis one usually changes to the traveling wave coordinate $\tilde{x}=x-c t$, where $q$ can be viewed as an equilibrium solution in the vein of the stationary solution $x_{0}$ of (1.1). From the chain rule applied to $u_{t}$, the one noticeable effect this has is introducing a $c u_{x}$ term. Hence in the following we will add in this $c u_{x}$ term and otherwise ignore this change of coordinates, writing $\tilde{x}$ as $x$.

Following the intuition behind (1.2), for a solution $u$ to be stable we expect that in its decomposition

$$
\begin{equation*}
u(x, t)=q(x)+v(x, t) \tag{1.8}
\end{equation*}
$$

the perturbation term $v(x, t)$ remains small for all time. (Technically, due to the the translation invariance of the problem - discussed prior to Definition 5.11 - we must allow for translation in our ansatz, so we actually expect the decomposition $u(x, t)=q(x+\gamma(t))+v(x, t)$ and to prove asymptotic orbital stability — discussed following Theorem
5.8 - rather than the usual Lyapunov stability of Definition 1.1. This need to account for translation can be seen in Figure 1.1, where as the perturbation travels through the traveling front solution it pushes the traveling front solution to the left. We save this technicality for Section 5.4.1, where we prove a general nonlinear stability argument.)

Substituting (1.8) into (1.6) allows one to obtain an evolution equation for the perturbation itself, which may be written as

$$
\begin{equation*}
v_{t}(x, t)=L v(x, t)+\mathscr{N}(v(x, t)) \tag{1.9}
\end{equation*}
$$

where $L$ is the linearized differential operator about $q$ and $\mathscr{N}(v)$ is some sort of nonlinear term. The time evolution is given by Duhamel's equation,

$$
v(x, t)=e^{L t} v_{0}(x)+\int_{0}^{t} e^{L(t-s)} \mathscr{N}(v(x, s)) d s
$$

which decomposes the time evolution of $v$ into a linear part $e^{L t} v_{0}$ (the notation $e^{L t}$ is defined following Definition 5.4) and a nonlinear part. In the same way that in Theorem 1.2 allowed us to translate spectral stability to (at least) linear stability, the Gearhart Pruss theorem (Theorem 5.6) will allow us to translate spectral stability of $L$ from (1.9) to linear stability, i.e. for the linear term $e^{L t} v_{0}$.

One of the earliest works in this framework was [34] where it was shown that a family of solitons of the Kortewegde Vries equation were asymptotically stable in an exponentially weighted space (introduced in Section 5.1): in this work the essential spectrum is confined to the imaginary axis. More recently much work has been done for general "reaction diffusion" equations $[16,6,15]$ where the essential spectrum slightly enters the right half plane - where the word "slightly" has been used as how far the essential spectrum enters can be controlled with a parameter.

We briefly introduce the equations of interest. (They are fully introduced in Chapter 2). Firstly we have an equation modeling arising in the context of nanoscale pattern formation (for the details, see Section 2.1), the modified Kuramoto-Sivashinsky equation

$$
u_{t}=-u_{x x}-u_{x x x x}+\left(u^{3}\right)_{x}
$$

The negative fourth-order term is spectrally stabilizing in the context of the essential spectrum (See Lemma 3.17) and beneficial for containing the point spectrum as in Lemma 3.20, while the negative second order term is spectrally destabilizing for the essential spectrum. The nonlinear term is also differentiated, which in a nonlinear argument can be handled with a nonlinear damping estimate such as in Lemma 6.9. This system (numerically) admits traveling front and back solutions: traveling wave solutions which can be viewed as heteroclinic orbits connecting two different asymptotic values.


Figure 1.1: (Reproduction of Figure 5.1) Time evolution of a perturbation to a solitary wave for the modified KuramotoSivashinsky equation (2.2). In (a) we show the initial condition, in (b) we show the result after a small amount of time, and in (c) we change the scale to show the result after a long amount of time.

The second are the St. Venant equations, modeling viscous shallow water flow down an inclined plane,

$$
\begin{aligned}
\tau_{t} & =u_{x}+c \tau_{x} \\
u_{t} & =c u_{x}-\left(\frac{1}{2 F \tau}\right)_{x}+1-\tau u^{2}+v\left(\frac{u_{x}}{\tau^{2}}\right)_{x} .
\end{aligned}
$$

While this is a system of equations, which introduces its own share of complications, we have a similar situation where the highest even order term - now a positive second-order term — is spectrally stabilizing for the essential spectrum (See Lemma 3.18) and beneficial for containing the point spectrum as in Lemma 3.23. This system admits traveling pulse solutions: traveling wave solutions which can be viewed as homoclinic orbits for a set of asymptotic values.

The primary difference between these two equations and those considered in $[16,6,15]$ is that for these two equations the essential spectrum will be firmly in the right half-plane. In particular, there is no parameter to be manipulated that varies the degree to which the essential spectrum enters the right half-plane.

One commonality between these two equations is that seemingly in exchange for the unstable essential spectrum the only point spectrum with $\operatorname{Re} \lambda \geq 0$ is a simple eigenvalue at $\lambda=0$ arising from translation invariance (for the reason why $\lambda=0$ is the only one see Section 3.5, for why $\lambda=0$ is point spectrum see Definition 5.11 and the following discussion). Unstable essential spectrum typically leads to oscillatory instabilities. In Figure 1.1 we show the time evolution of a perturbation to a traveling wave solution of the modified Kuramoto-Sivashinsky equation (2.2). In Figure 1.1 (a) we show the initial condition. In Figure 1.1 (b) the perturbation has moved leftward, and continues to move leftward. In Figure 1.1 (c) the perturbation has saturated, become highly oscillatory, and continues to convect leftward.

As a result of the difference from $[16,6,15]$, the oscillatory perturbation in Figure 1.1 (c) saturates to the same size regardless of initial perturbation $v_{0}$. In $[16,6,15]$ one could control the size of the resulting essential instability by keeping the initial perturbation arbitrary small. This difference raises immediate and obvious complications for a nonlinear instability argument.

In this thesis we attempt to handle this essential instability and obtain stability of the traveling waves. In Section 5.3 we obtain our main linear stability result. In Section 5.4 we discuss the main obstacles to extending this to a nonlinear instability result. In Section 5.5 we discuss an alternative to showing that individual traveling wave solutions of (2.2) and (2.5) are stable, by considering the stability ad-hoc periodic wave trains created by repeating the traveling waves.

In Chapter 2 we introduce the main equations of interest. In Chapter 3 we define and show how to find the spectrum - the latter being vital because our mail tool for linear stability requires the spectrum to be in the left half-plane. In Chapter 4 we discuss some supplementary numerical methods, in particular those used to obtain the time evolution shown in Figure 1.1. In Chapter 5 we introduce exponential weights in Section 5.1 and in later sections give the main results of this thesis.

Chapter 6 is a secondary project inspired by the results of the previous chapters. Namely that if the unstable essential spectrum is causing so much trouble, can one create a spectral projection to eliminate it? In the chapter we consider this problem in the simplifying case of periodic PDE (as one obtains a characterization of the essential spectrum in terms of eigenvalues, recovering (1.5)), create a candidate projection, and in Theorem 6.7 use this projection to show that initial perturbations that activate a sufficiently unstable part of the essential spectrum are unstable. We also extend these results to dissipative systems of conservation laws.

## Chapter 2

## The Equations

In chapter we introduce the primary equations studied in this thesis and discuss their respective traveling wave equilibrium solutions.

### 2.1 The modified Kuramoto-Sivashinsky Equation

In introducing the modified Kuramoto-Sivashinsky equation we follow the presentation as in [33, Section 2]. The physical setting starts with the surprising observation that when an initially flat elemental surface is bombarded with ion beams the surface erodes down in a seemingly periodic pattern. When viewed along the direction of the beam, the surface appears to switch between two linear rates $m_{ \pm}$, one positive and one negative. See Figure 2.1 for a physical schematic of these patterns. The main mathematical problem is to somehow justify the existence of this pattern by showing it is stable.

The following equation was derived in [33] for the equation of motion,

$$
\begin{equation*}
h_{t}=-v_{0}-h_{x x}-h_{x x x x}+\frac{1}{2}\left(h_{x}\right)^{2}+\frac{\gamma}{6}\left(h_{x}\right)^{3} \tag{2.1}
\end{equation*}
$$

where $h$ is the surface height, $\gamma>0$ is the constant that depends on the angle of incidence of the ion beam, and $v_{0}$ is the downward drift speed. To simplify this equation, first the downward drift was removed by decomposing the height


Figure 2.1: A physical schematic for the modified Kuramoto-Sivashinsky height equation (2.1). Note that the pattern chooses the characteristic slopes $m_{ \pm}$. From [22].
as $h(x, t)=-v_{0} t+p(x, t)$. This then gives the equation

$$
p_{t}=-p_{x x}-p_{x x x x}-\frac{1}{2}\left(p_{x}\right)^{2}+\frac{\gamma}{6}\left(p_{x}\right)^{3} .
$$

The quadratic nonlinearity can be removed by making the linear transformation $P(x, t)=\sqrt{\frac{\gamma}{6}}\left[p(x, t)-\frac{x}{\gamma}+\frac{t}{3 \gamma^{2}}\right]$,

$$
P_{t}=-P_{x x}-P_{x x x x}+\left(P_{x}\right)^{3}-\frac{1}{2 \gamma} P_{x} .
$$

Finally by changing to the moving frame $\tilde{x}=x-\frac{1}{2 \gamma} t$ and using the differentiated variable $u(x, t)=P_{x}(x, t)$, we find that the transformed slope $u$ satisfies a modified Kuramoto-Sivashinsky equation

$$
\begin{equation*}
u_{t}=-u_{x x}-u_{x x x x}+\left(u^{3}\right)_{x} . \tag{2.2}
\end{equation*}
$$

Due to the differentiated variable, the characteristic slopes $m_{ \pm}$of (2.1) are now two constant values of (2.2). They also no longer have the specific values $m_{ \pm}$due to the other transformations: the relationship is given by

$$
u(x, t)=\sqrt{\frac{\gamma}{6}}\left(h_{x}(x, t)-\frac{1}{\gamma}\right) .
$$

The main physical problem would then be to show that equation (2.2) admits structures such as in Figure 2.1 in its longtime dynamics. From a mathematical perspective we are interested in the stability of traveling waves. One could then interpret the structure in Figure 2.1 as a succession of traveling waves, where each individual traveling wave models the transition from the slope $m_{+}$to the slope $m_{-}$and vice versa. Hence one possible solution to resolving the physical problem would be the mathematical problem of showing that these traveling waves obtained from the slope transitions are stable.

We then model the transitions as traveling waves: the $\operatorname{ODE}$ (1.7) then becomes the explicit equation

$$
q_{x x x x}=-q_{x x}+\left(q^{3}\right)_{x}+s q_{x}
$$

where $s$ is the speed of the traveling wave. Since each term is differentiated, then we may integrate this equation. Introducing the integration constant $\mu$, this equation becomes

$$
\begin{equation*}
q_{x x x}=-q_{x}+q^{3}+s q+\mu \tag{2.3}
\end{equation*}
$$

We can view this as a system of ODEs: defining the variables $u_{1}=q, u_{2}=q_{x}, u_{3}=q_{x x}$,

$$
\begin{align*}
\partial_{x} u_{1} & =u_{2} \\
\partial_{x} u_{2} & =u_{3} \\
\partial_{x} u_{3} & =-u_{2}+u_{1}^{3}+s u_{1}+\mu . \tag{2.4}
\end{align*}
$$

This system of ODEs allows for certain fixed points by setting $u_{2}=0, u_{3}=0, u_{1}^{3}+s u_{1}+\mu=0$. Interpreting the latter equation, if $r$ is a root of $r^{3}+s r+\mu$ then it is a candidate for an asymptotic value of the traveling wave $q$. When $\mu=0$, there is a positive root, a negative root, and $r=0$ : we can then view the positive root $r_{+}(\mu)$ and the negative root $r_{-}(\mu)$ as functions of $\mu$. Then to match the physical scenario where we wanted to transition from a positive slope $m_{+}$to a negative slope $m_{-}$, we focus on traveling waves obtained as heteroclinic orbits from the positive root to the negative root.

With this setup, we now consider the eigenspaces of the roots $r_{+}(\mu)$ and $r_{-}(\mu)$ to see if such a heteroclinic connection is possible. Returning to (2.4), we can calculate the linearization about a root $r$. Note that a general root $r$ depends on $s$ in addition to $\mu$.

$$
\nabla \mathscr{F}(u)=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
\left(3 r^{2}+s\right), & -1, & 0,
\end{array}\right)
$$

with a characteristic polynomial of

$$
\lambda^{3}+\lambda-\left(3 r^{2}+s\right)
$$

Since this real-coefficient cubic polynomial in $\lambda$ has a strictly positive derivative, then it is monotone increasing and there is one and only one real root $\lambda=a$. The remaining roots form a complex conjugate pair, $\lambda=b$ and $\lambda=\bar{b}$. We may then decompose the above polynomial as

$$
(\lambda-a)(\lambda-b)(\lambda-\bar{b})=\lambda^{3}-(a+2 \operatorname{Re} b) \lambda^{2}+\left(a b+a \bar{b}+|b|^{2}\right) \lambda-a|b|
$$

Comparing coefficients, we see that

$$
a+2 \operatorname{Re} b=0, \quad a|b|=3 r^{2}+s
$$

In particular, the real root and the complex pair of roots will always have opposite signed real parts, and that the sign of the real root is given by the sign of $3 r^{2}+s$, which is positive when $\mu=0$ (where the value of $s$ was numerically determined). Thus generically we would expect a one-dimensional unstable unstable subspace and a two-dimensional stable subspace for the fixed points $r_{ \pm}$, and it may be possible to construct a heteroclinic connection by leaving through


Figure 2.2: A physical schematic for the St. Venant equations.
the unstable subspace of either $r_{+}$or $r_{-}$and entering the stable subspace of the other root.
We reiterate that our goal is to consider the stability of this traveling wave solution - formed as a heteroclinic connection corresponding to the transition from one positive slope to a negative slope, or vice versa. Unfortunately in Section 3.3 we show that its essential spectrum (defined in Section 3.1) enters the right half plane and consequently $q$ is spectrally unstable in the standard space $L^{2}(\mathbb{R})$. Numerical time evolution in Section 5.1 confirms that this spectral instability translates to regular instability. We attempt instead to show that $q$ is stable in an exponentially weighted space $L_{a}^{2}(\mathbb{R})$ (defined in Section 5.1). We are able to do this at the linear level, as concluded in Section 5.3, however we are unable to do so at the nonlinear level, with the associated technical issues described in Section 5.4.2. In Section 5.5 we also discuss repeating $q$ periodically in an ad-hoc manner which results in a structure that is stable and perhaps more in line with the structure seen in Figure 2.1.

### 2.2 The St. Venant Equations

In introducing the Roll Waves equation we follow the same presentation as in $[5, \text { Section } 2.1]^{1}$. The one-dimensional viscous St. Venant equations approximating shallow water flow down an inclined ramp are

$$
\begin{aligned}
h_{t}+(h u)_{x} & =0 \\
(h t)_{t}+\left(\frac{h^{2}}{2 F}+h u^{2}\right)_{x} & =h-u|u|+v\left(h u_{x}\right)_{x}
\end{aligned}
$$

where $h$ represents the height of the fluid, $u$ is the velocity average with respect to height, $F$ is the Froude number and $v$ is the inverse of the Reynolds number, both of which are non-dimensional quantities characterizing the flow inertia and the turbulence respectively. See Figure 2.2 for a physical schematic. If one restricts to positive velocities $u>0$

[^0]and changes to Lagrangian coordinates, then has the system
\[

$$
\begin{aligned}
\tau_{t}-u_{x} & =0 \\
u_{t}+\left(\frac{1}{2 F \tau^{2}}\right)_{x} & =1-\tau u^{2}+v\left(\frac{u_{x}}{\tau^{2}}\right)_{x}
\end{aligned}
$$
\]

where $\tau=h^{-1}$ and $x$ is now a Lagrangian marker rather than a spatial position.
We consider traveling waves of the form $U(x-c t)$. Switching to the traveling wave coordinate, our equations become

$$
\begin{align*}
\tau_{t} & =u_{x}+c \tau_{x} \\
u_{t} & =c u_{x}-\left(\frac{1}{2 F \tau}\right)_{x}+1-\tau u^{2}+v\left(\frac{u_{x}}{\tau^{2}}\right)_{x} \tag{2.5}
\end{align*}
$$

Numerical experiments of [32,3] indicate that when $F>4$ there is a smooth family of periodic waves parametrized by period, and that such families appear to approach a homoclinic orbit as the period goes to infinity. Our goal is to treat this homoclinic orbit as a traveling wave $q=(\bar{\tau}, \bar{u})^{T}$ — here a pulse - and consider its stability. Using the methods of Section 4.1 we are able to numerically approximate this pulse solution. Much of dynamics will resemble that of the modified Kuramoto-Sivashinsky equation: in Section 3.3 we show that its essential spectrum is in the right half-plane, numerical time evolution in Section 5.1 confirms this instability, we are able to show all the prerequisites for a linear stability result in an exponentially weighted space, and finally in Section 5.5 we discuss the dynamics of ad-hoc periodic solutions created by repeating the pulse.

## Chapter 3

## Finding the Spectrum

In this chapter we consider the several aspects of finding the spectrum of the linearization $L$ about a traveling wave.

- In Section 3.1 we define the spectrum of the linearized operator $L$, in particular dividing it into the essential spectrum and the point spectrum.
- Briefly in Section 3.2 we discuss how to find the linear differential operator $L$ - the linearization about a traveling wave $q$ - itself.
- In Section 3.3 we handle finding the essential spectrum (for both scalar equations and systems of equations), which will be given as the graph of a complex polynomial.
- Sections 3.4 and 3.5 discuss finding the point spectrum. In Section 3.4 we prove bounds that show that eigenvalues $\lambda$ can only occur in a cone in the complex plane. In Section 3.5 the main tool for finding point spectrum is the Evan's function, an analytic function whose zeros correspond to eigenvalues. One can then search for zeros using contour integrals and the argument principle, with the bound from Section 3.4 restricting the area of search. These Evan's function calculations can be implemented numerically (which requires a numerical approximation of the equilibrium solution as obtained in Section 4.1) which requires quantitative version of the bounds from Section 3.4. In particular the calculations for a quantitative version of Lemma 3.23 are particularly lengthy and are relegated to Section 3.6.

The spectral information found in this chapter will be directly applied to the Gearhart-Pruss Theorem (Theorem 5.6) — the PDE equivalent of the ODE stability result Theorem 1.2 - which forms the basis of the Linear Stability result Theorem 5.7. As Gearhart-Pruss requires the spectrum to be in the left half-plane, one should also note Section 5.1 which uses exponential weights to move the essential spectrum to the left half-plane.

### 3.1 The Spectrum

In the ODE case we could define the spectrum solely as the eigenvalues through (1.4), but in the PDE case we need a broader definition. To see why this is the case, start from the eigenvalue equation (1.4) and introduce a new technical object, the resolvent

$$
R(L, \lambda)=(\lambda I-L)^{-1}
$$

where $I$ is the identity operator. In this formalism $\lambda$ is an eigenvalue if $\lambda I-L$ has nontrivial kernel, hence causing the resolvent to not be well defined. In the ODE case $\lambda I-L$ is an operator over the finite dimensional space $\mathbb{R}^{n}$, so the rank-nullity theorem applies and as a result the resolvent fails to be defined if and only if $\lambda$ is an eigenvalue. When $\lambda I-L$ is an operator over an infinite dimensional vectorspace then the rank-nullity theorem notable does not apply for an example, see Example 3.3.

## Definition 3.1. Spectrum, Resolvent, Essential Spectrum, Point Spectrum

[24, Section 2.2.4] [25, Subsection 4.5.1, p. 230] The resolvent set of $L$, denoted by $\rho(L)$, is the set of complex numbers $\lambda \in \mathbb{C}$ such that

1. $\lambda I-L$ is invertible, and
2. $(\lambda I-L)^{-1}$ is a bounded linear operator.

The spectrum, denoted by $\sigma(L)$, is the complement of the resolvent set.
For an operator $L$ whose range is closed, we define the Fredholm index to be

$$
\begin{aligned}
\operatorname{ind}(L) & =\operatorname{dim}[\operatorname{ker} L]-\operatorname{codim}[\operatorname{range}(L)] \\
& =\operatorname{dim}[\operatorname{ker} L]-\operatorname{dim}\left[\operatorname{range}(L)^{\perp}\right]
\end{aligned}
$$

The operator $L$ is Fredholm if this index is finite.
The point spectrum of a an operator $L$ is the set of values $\lambda \in \sigma(L)$ for which $\operatorname{ker}(\lambda I-L) \neq\{0\}$. If $L$ is a Fredholm operator, then this can be characterized as

1. $\lambda I-L$ is not injective, and
2. $\lambda I-L$ is Fredholm with index 0 .

Note that ind $(L)=0$ and range $(L)$ closed are sufficient conditions for the rank-nullity theorem to apply.
The essential spectrum of an operator $L$ are the values of $\lambda \in \sigma(L)$ when either

1. $\lambda I-L$ is not Fredholm, or
2. $\lambda I-L$ is Fredholm with non-zero index.

## Example 3.2. Fredholm Index of Over/Under-determined Systems

The most intuitive way of thinking about the Fredholm index is in terms of over/under-determined systems. Consider
the following three matrices $A: \mathbb{R}^{2} \rightarrow \mathbb{R}^{3}, B: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}, C: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$, and their corresponding linear systems $A \vec{x}=\vec{y}$, $B \vec{x}=\vec{y}, C \vec{x}=\vec{y}$. Since the range of $A, B, C$ is each a subspace, then it is closed.

$$
\begin{aligned}
& {\left[\begin{array}{cc}
a_{11} & a_{12} \\
a_{21} & a_{22} \\
a_{31} & a_{32}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right], \quad\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right], \quad\left[\begin{array}{lll}
c_{11} & c_{12} & c_{13} \\
c_{21} & c_{22} & c_{23}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]} \\
& \text { Overdetermined, } \operatorname{ind}(A)=-1 \\
& \text { Just right, } \operatorname{ind}(A)=0 \\
& \text { Underdetermined, ind }(C)>0
\end{aligned}
$$

The matrix $A$ results in three equations for two unknowns, and is overdetermined (so long as we assume that no equations are equivalent). One of the $y_{i}$ depends on the other two, so it has codimension 1 and Fredholm index -1 .

The matrix $B$ results in two equations for two unknowns, so assuming that $B$ is of full rank, then it has Fredholm index 0 . This assumption results in a simplified scenario however as both $\operatorname{dim}[\operatorname{ker} B]$ and the codimension of $B$ were 0 : one would also have a Fredholm operator of index 0 if they were both non-zero and equal.

The matrix $C$ results in two equations for three unknowns, and is under-determined. For simplicity we assume that no equations are equivalent (although it would still be under-determined). There are multiple choices of $\vec{x}$ to obtain a particular $\vec{y}$, hence the dimension of the kernel is 1 and it has Fredholm index 1.

## Example 3.3. Fredholm Index and Left/Right Shift Operators

Consider the left shift operator acting on $\ell^{\infty}$, i.e. the operator taking $\left(a_{1}, a_{2}, a_{3}, \ldots\right) \mapsto\left(a_{2}, a_{3}, \ldots\right)$. The left shift operator takes all elements of the form $\left(a_{1}, 0, \ldots\right)$ to zero, and hence has a kernel of dimension 1 . In contrast, the range is still $\ell^{\infty}$ as any element $\left(a_{1}, a_{2}, \ldots\right)$ is the left shift of $\left(0, a_{1}, a_{2}, \ldots\right)$. Thus the left shift operator has a Fredholm index of 1 .

The right shift operator on $\ell^{\infty}$, i.e. the operator taking $\left(a_{1}, a_{2}, \ldots\right) \mapsto\left(0, a_{1}, a_{2}, \ldots\right)$ has nothing in the kernel and codimension 1 as elements of the form $\left(a_{1}, \ldots\right)$ for $a_{1} \neq 0$ cannot be formed. Thus the right shift operator has a Fredholm index of -1 .

Now consider applying the left shift then the right shift, i.e. $\left(a_{1}, a_{2}, a_{3}, \ldots\right) \mapsto\left(0, a_{2}, a_{3}, \ldots\right)$. This has both a kernel of dimension 1 and codimension 1, hence has Fredholm index 0.

In a Hilbert space we have the Fredholm alternative, which gives an alternate characterization for the range of $L$ that is sometimes easier to calculate.

## Theorem 3.4. Fredholm Alternative

[24, Theorem 2.2.1, p. 28] Suppose that $X$ is a Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and $L: D(L) \subset X \rightarrow X$ is a closed Fredholm operator with domain $D(L) \subset X$ dense in $X$. Then

$$
\text { Range }(L)=\operatorname{ker}\left(L^{*}\right)^{\perp}
$$

where $L^{*}$ is the adjoint operator.

When $L=\sum_{j=0}^{\ell} a_{j} \partial_{x}^{j}$ is an $\ell$-th order constant coefficient differential operator, finding elements in $\operatorname{ker}(L)$ is equivalent to solving the ODE $L v=0$. From elementary ODE theory, such as [8, Section 4.2], this is at most an $\ell$-dimensional subspace.

Note that the adjoint operator $L^{*}$ is, through integration by parts, $L^{*}=\sum_{j=0}^{\ell}(-1)^{j} a_{j} \partial_{x}^{j}$ and that similarly $\operatorname{ker}\left(L^{*}\right)$ is also at most an $\ell$-dimensional subspace. Let $f \in \operatorname{Range}(L)^{\perp}$. Then for all $v$ in the domain of $L$ we have

$$
\langle f, L v\rangle=0
$$

Using the adjoint,

$$
\left\langle L^{*} f, v\right\rangle=0 .
$$

As the domain is dense, then $L^{*} f=0$ and so $f \in \operatorname{ker}\left(L^{*}\right)$. Then

$$
\operatorname{dim}\left(\operatorname{ker}\left(L^{*}\right)\right) \leq \ell
$$

Then if Range $L$ is closed, $L$ would be Fredholm. Thus the intuition is for differential operators it's whether or not the range of $L$ is closed that's the main concern, not if the Fredholm index is finite. We also mention Lemmas 3.1.7 and 3.1.8 from [24] — which arise in the context of characterizing the essential spectrum - which gives an if and only if condition for the range of a particular operator to be closed, thereby classifying the essential spectrum.

### 3.2 Linearizing the PDE

Before mentioning how to find the spectrum of the linearized operator $L$ in (1.9), we should mention how to actually find the operator $L$. As implied via analogue to (1.3), $L$ is "the derivative of $\mathscr{F}$," although such terminology is a bit ambiguous in the Banach space setting.

## Definition 3.5. Linearized Operator

For the evolution equation $u_{t}=\mathscr{F}(u)$ posed on $L^{2}\left(\mathbb{R}^{n}\right)$, the linearized operator is defined to be the Gateaux derivative of $\mathscr{F}$ at the equilibrium solution $q$ in the $u$-direction;

$$
\begin{equation*}
L u=\lim _{\varepsilon \rightarrow 0} \frac{\mathscr{F}(q+\varepsilon u)-\mathscr{F}(q)}{\varepsilon} . \tag{3.1}
\end{equation*}
$$

Equivalently,

$$
L u=\left.\frac{d}{d \varepsilon} \mathscr{F}(q+\varepsilon u)\right|_{\varepsilon=0}
$$

In the context of this dissertation $L$ will be a differential operator, so the domain of $L$ is taken to be an appropriate Sobolev subspace $H^{m}\left(\mathbb{R}^{n}\right)$ so that the limit in (3.1) makes sense.

Example 3.6. The linearization of $u^{p}$ about the equilibrium solution $q$ is $L u=p q^{p-1} u$.
To verify this, one can compute that

$$
\frac{d}{d \varepsilon} \mathscr{F}(q+\varepsilon u)=p u(q+\varepsilon u)^{p-1}
$$

and substitute in $\varepsilon=0$.

Example 3.7. The linearization of $\left(u^{p}\right)_{x}$ about the equilibrium solution $q$ is $L u=p q^{p-2}\left((p-1) q^{\prime} u+q u_{x}\right)$.
To verify this, note that $\left(u^{p}\right)_{x}=p u^{p-1} u_{x}$, then proceed as in the previous example computing the $\varepsilon$-derivative using the product rule.

## Lemma 3.8. Linearization of the modified Kuramoto-Sivashinsky Equation

The linearization of the modified Kuramoto-Sivashinsky equation (2.2) about the traveling wave $q$ is

$$
\begin{equation*}
L u=-u_{x x}-u_{x x x x}+s u_{x}+3\left(q^{2} u\right)_{x} . \tag{3.2}
\end{equation*}
$$

## Lemma 3.9. Linearization of the St. Venant Equations

The linearization of the St. Venant equations (2.5) about the traveling wave $q=(\bar{\tau}, \bar{u})^{T}$ is

$$
\begin{equation*}
L\binom{\tau}{u}=\binom{c \tau_{x}+u_{x}}{c u_{x}-\frac{\tau}{F \bar{\tau}^{3}}+\frac{v u_{x}}{\bar{\tau}^{2}}-2 \bar{\tau} \bar{u} u-\bar{u}^{2} \tau} \tag{3.3}
\end{equation*}
$$

### 3.3 Finding the Essential Spectrum

To find the essential spectrum of $L$, we first start with a special case.

## Theorem 3.10. Essential Spectrum of a Constant Coefficient Differential Operator

Let $p(x)=\sum_{j=0}^{\ell} a_{j} x^{j}$ be a real-coefficient $\ell$-th degree non-constant polynomial. Then the essential spectrum of the operator

$$
L=p\left(\partial_{x}\right): H^{\ell}\left(\mathbb{R}^{n}\right) \subset L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right)
$$

is $p(i \mathbb{R})$ : i.e., the graph of the polynomial $p(i k)$ as $k$ varies over $\mathbb{R}$.

Proof. To find the spectrum, it is equivalent to consider the resolvent equation and where it fails to be defined. Starting with $(L-\lambda I)$ applied to the resolvent equation,

$$
\begin{equation*}
(L-\lambda I) v=f \quad \text { or } \quad \sum_{j=0}^{\ell} a_{j} \partial_{x}^{j} v-\lambda v=f \tag{3.4}
\end{equation*}
$$

Taking the Fourier transform and recalling that the Fourier transform converts derivatives (in space $x$ ) to polynomials (in frequency $\boldsymbol{\xi}$ ), this is equivalent to

$$
\begin{equation*}
\sum_{j=0}^{\ell} a_{j}(i \xi)^{j} \hat{v}(\xi)-\lambda \hat{v}(\xi)=\hat{f}(\xi) \quad \text { or } \quad(p(i \xi)-\lambda) \hat{v}(\xi)=\hat{f}(\xi) \tag{3.5}
\end{equation*}
$$

Finding the resolvent is equivalent to solving the latter equation for $v$ (continuously in $f$ ). First solving for $\hat{v}$, if $\lambda \notin p(i \mathbb{R})$ then

$$
\begin{equation*}
\hat{v}(\xi)=\frac{\hat{f}(\xi)}{p(i \xi)-\lambda} \tag{3.6}
\end{equation*}
$$

where $v$ may be obtained via Fourier Inversion [43, Chapter 3]. By differentiating both sides of (3.4) $l$-times, for $l \leq \ell$, and using the Plancharel theorem,

$$
\left\|\partial_{x}^{l} v\right\|_{L^{2}\left(\mathbb{R}_{x}\right)}=\left\|\left(\partial_{x}^{l} v\right)^{\wedge}\right\|_{L^{2}\left(\mathbb{R}_{\xi}\right)}=\left\|\frac{(i \xi)^{l}}{p(i \xi)-\lambda} \hat{f}\right\|_{L^{2}\left(\mathbb{R}_{\xi}\right)} \leq\left\|\frac{(i \xi)^{l}}{p(i \xi)-\lambda}\right\|_{L^{\infty}\left(\mathbb{R}_{\xi}\right)}\|\hat{f}\|_{L^{2}\left(\mathbb{R}_{\xi}\right)}
$$

For $l \leq \ell$, the term $\frac{(i \xi)^{l}}{p(i \xi)-\lambda}$ goes to a constant as $|\xi| \rightarrow \infty$, and is uniformly bounded for $|\xi|>R$ for some radius $R$. The magnitude of the denominator $|p(i \xi)-\lambda|$ is uniformly bounded from below away from zero for $|\xi| \leq R$, and hence the $\left\|\frac{(i \xi)^{\ell}}{p(i \xi)-\lambda}\right\|_{L^{\infty}(\xi)}$ term is finite. Thus $v \in H^{\ell}\left(\mathbb{R}^{n}\right)$. In particular, as $v \in L^{2}\left(\mathbb{R}^{m}\right)$, then we may invert its Fourier transform to solve for $v$ and thus $\rho(L) \subset \mathbb{C} \backslash p(i \mathbb{R})$.

If $\lambda$ is on the graph $p(i \mathbb{R})$, i.e. if $\lambda=p\left(i \xi_{0}\right)$, then (3.5) tells us that $\hat{f}\left(\xi_{0}\right)=0$. As $p$ is non-constant by hypothesis, then there exists some open set $U$ containing $\xi_{0}$ so that for all $\xi \in E \backslash\left\{\xi_{0}\right\}, \lambda \neq p(i \xi)$. Choose compact set $E \subset U$ with $\xi_{0} \in E$, and choose $\chi_{n}$ to be a smooth function that is 1 on $E \backslash\left(\xi_{0}-\frac{1}{n}, \xi_{0}+\frac{1}{n}\right)$ and 0 on $\left[\xi_{0}-\frac{1}{n+1}, \xi_{0}+\frac{1}{n+1}\right]$. Choosing $\hat{f}_{n}=\chi_{n}$, we may use (3.6) and Fourier inversion to solve for some $v_{n}$ that attains this $f_{n}$, and hence $f_{n}$ is in the range of $L-\lambda I$. However, the $\chi_{n}$ converge to a function that is 1 on the entirety of $E$, which cannot correspond to the Fourier transform of some $f$ in the range of $L-\lambda I$ as $\hat{f}\left(\xi_{0}\right)=0$. By Plancharel, the $f_{n}$ converge but their limit function is not in the range of $L-\lambda I$. Thus the range of $L-\lambda I$ is not closed, and so the operator fails to be Fredholm and $\lambda \in \sigma_{\text {ess }}(L)$. As this was true for all $\lambda \in p(i \mathbb{R})$, then $p(i \mathbb{R}) \subset \sigma_{\text {ess }}(L)$. As the resolvent and the spectrum form a partition of $\mathbb{C}$, then $\sigma_{\text {ess }}(L)=p(i \mathbb{R})$.

## Example 3.11. Essential Spectrum of the Laplacian

Consider the Laplacian

$$
L=-\partial_{x}^{2}: H^{2}(\mathbb{R}) \subset L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})
$$

As a result from Theorem 3.14, $L$ has only essential spectrum which is the graph of

$$
p(i \xi)=-(i \xi)^{2}=-\left(-\xi^{2}\right)=\xi^{2}, \quad \xi \in \mathbb{R}
$$

Thus the essential spectrum is $[0, \infty)$.
This "special case" of constant coefficients isn't actually that special: since the coefficients of $L$ for our equations of interest - (3.2) and (3.3) - converge exponentially to a constant, then we can view $L$ as a perturbation of its asymptotic constant coefficient counterpart. That is, we can define the asymptotic operators

$$
\begin{equation*}
L_{ \pm \infty}=\lim _{x \rightarrow \pm \infty} L \tag{3.7}
\end{equation*}
$$

and expect that the spectrum of $L$ would be related to the spectrum of the operators $L_{ \pm \infty}$.
There is a rich assortment of results in the theory of spectral perturbations: that is, given an operator $A$ and another operator $T$, how is the spectrum of the "perturbed" operator $A+T$ related to the original operator $A$ ? One of the more classical results is Weyl's essential spectrum theorem, which states that so long as the perturbation $T$ is "sufficiently small" then the essential spectrum of $A$ and $A+T$ are the same.

## Theorem 3.12. Weyl's Essential Spectrum Theorem

[24, Theorem 2.2.6, p. 29] Let $A$ and $A+T$ be closed linear operators on a Banach space $X$. If $A+T$ is a relatively compact perturbation of $A$, then the following properties hold:

1. The operator $\lambda I-A$ is Fredholm if and only if $\lambda I-(A+T)$ is Fredholm. Furthermore ind $(\lambda I-A)=$ ind $(\lambda I-(A+T))$.
2. The operators $A$ and $A+T$ have the same essential spectrum.

For a more general treatment, the above results (and more) are laboriously derived in [25, Chapter IV, Theorem 5.35, p. 244].

Theorem 3.13. [24, Theorem 3.1.11, p. 48] Suppose that the differential operator

$$
L=\partial_{x}^{\ell}+a_{n-1}(x) \partial_{x}^{\ell-1}+\cdots+a_{1}(x) \partial_{x}+a_{0}(x)
$$

has $H^{1}(\mathbb{R})$ coefficients and converges exponentially to the asymptotic operators 3.7. Then $L$ is a relatively compact perturbation of $L_{-\infty} \chi_{(-\infty, 0)}+L_{\infty} \xi_{[0, \infty)}$.

We also mention [24, Lemma 3.1.10, p. 47], which attempts to characterize eigenfunctions as connections from the unstable subspace of $L_{-\infty}-\lambda I$ to the stable subspace of $L_{\infty}-\lambda I$ : there the essential spectrum is characterized as the values of $\lambda$ for which the dimensions of these subspaces change (and hence connecting them is ill-posed). We take this view later when using the Evan's function to find the point spectrum: in that context the essential spectrum are the values of $\lambda \in \mathbb{C}$ where the dimensions of the unstable and stable subspaces of $A(\lambda, x)(3.20)$ change dimension. Put another way, the boundaries of the essential spectrum form the regions where numerical Evan's function calculations (as in Section 3.5) are appropriate. Also note that a similar setup - that of connecting unstable subspaces to stable subspaces - is used in Section 4.1 to numerically generate traveling wave solutions for the modified KuramotoSivashinsky equation.

Another useful consequence of this result is that it gives a way to find the essential spectrum of systems of PDEs. The result characterizes the essential spectrum in terms of the dispersion relation (3.8). This determinant originates from considering plane wave solutions $u=e^{i \xi x-\lambda t}$ and solving for values of $\xi$ that satisfy $u_{t}+L u=0$.

Theorem 3.14. Essential Spectrum of a System of Constant Coefficient Differential Operators
[24, Remark 3.1.14, p. 50] Let $\left\{A_{j}\right\}$ be a collection of $\ell$ total $d \times d$ constant matrices. Then the essential spectrum of the operator

$$
L=\sum_{j=0}^{\ell} A_{j} \partial_{x}^{j}: H^{m}\left(\mathbb{R}^{n}\right) \subset L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right)
$$

are the values of $\lambda$ that satisfy the equation, for any value of $\xi \in \mathbb{R}$,

$$
\begin{equation*}
\operatorname{det}\left(\lambda I-\sum_{j=0}^{\ell} A_{j}(i \xi)^{j}\right)=0 \tag{3.8}
\end{equation*}
$$

## Example 3.15. Essential Spectrum of the a System of Constant Coefficient Differential Operators

Consider finding the essential spectrum of the system

$$
\begin{aligned}
\tau_{t} & =\tau_{x}+u_{x} \\
u_{t} & =u_{x x}
\end{aligned}
$$

Using $U=(\tau, u)^{T}$, then we can write this as

$$
U_{t}=\left(\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right) U_{x}+\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) U_{x x}=A_{1} U_{x}+A_{2} U_{x x}
$$



Figure 3.1: The essential spectrum $\sigma_{\text {ess }}(L)$ for the modified Kuramoto-Sivashinsky equation in the case when, for $m_{ \pm}=\lim _{x \rightarrow \pm \infty} q(x)$, (a) $m_{+}^{2}=m_{-}^{2}$ and (b) $m_{+}^{2} \neq m_{-}^{2}$. Figure from [22].

Then the dispersion relation is

$$
\operatorname{det}\left(\lambda I-A_{1}(i \xi)-A_{2}(i \xi)^{2}\right)=-i \xi^{3}+\lambda \xi^{2}+\lambda^{2}-i \lambda \xi=0
$$

Solving the above for $\lambda$,

$$
\lambda=i \xi, \quad \lambda=-\xi^{2}
$$

Allowing $\xi$ to take on values in $\mathbb{R}$, the essential spectrum is the negative real axis (including zero) and the imaginary axis.

This line of reasoning eventually culminates in the following characterization of the essential spectrum.

## Theorem 3.16. Essential Spectrum of Linearized Operator $L$

[24, Theorem 3.1.13, p. 50] Let L be a linearization obtained as in Definition 3.5 and set $\sigma_{F}(L)^{1}$ as $\sigma_{e s s}\left(L_{-\infty}\right) \cup$ $\sigma_{\text {ess }}\left(L_{\infty}\right)$. Then $\sigma_{F}(L)$ divides $\mathbb{C}$ into a finite collection of open disconnected sets $S_{j}$. Each set $S_{j}$ is either (1) entirely essential spectrum or (2) contains no essential spectrum: i.e. consists of point spectrum and/or resolvent. If $L_{-\infty}=L_{\infty}$, then $\sigma_{\text {ess }}(L)=\sigma_{F}(L)$.

With this result we may finally find the essential spectrum for the linearized operators (3.2) and (3.3) for the modified Kuramoto-Sivashinsky equation and St. Venant respectively.

## Lemma 3.17. Essential Spectrum for modified Kuramoto-Sivashinsky

The essential spectrum of the operator L in (3.2), the linearization of the modified Kuramoto-Sivashinsky equation

[^1]

Figure 3.2: The most unstable boundary of the essential spectrum for the St. Venant equations using (a) the [5] Figure 1 parameter values ( $r=2, s=4, u_{0}=0.96, \bar{u}=u_{0}+c / u_{0}^{2}-c \bar{\tau}, v=0.1, F=6, c=0.57052639$ ) and (b) the [5] Figure 7 parameter values $(c \approx 0.7849, \bar{u}=1+c-c \bar{\tau}, F=9, v=0.1)$.
(2.2), is given as the region between the two curves

$$
p_{ \pm}(i k)=-(i k)^{2}-(i k)^{4}+\left(s+3 m_{ \pm}^{2}\right)(i k), \quad k \in \mathbb{R}
$$

where $m_{ \pm}=\lim _{x \rightarrow \pm \infty} q(x)$.

The essential spectrum is given in Figure 3.1. Of particular note is that as the essential spectrum firmly enters the right half plane, then we expect some degree of instability.

## Lemma 3.18. Essential Spectrum for St. Venant

The boundary of the essential spectrum of the operator L in (3.3), the linearization of the St. Venant equation (2.5), is given by implicitly solving the equation

$$
\begin{equation*}
-c^{2} k^{2}-\frac{i c k^{3} v}{\tau_{0}^{2}}+k^{2} c_{s}^{2}-2 i c \lambda k-\frac{i c k r}{u_{0}}+\frac{\lambda k^{2} v}{\tau_{0}^{2}}+\lambda^{2}+\frac{i k s}{\tau_{0}}+\frac{i k}{\tau_{0}}+\frac{\lambda r}{u_{0}}=0 \tag{3.9}
\end{equation*}
$$

for $\lambda$, where $\left(\tau_{0}, u_{0}\right)=\lim _{x \rightarrow \pm \infty}(\bar{\tau}(x), \bar{u}(x))$ and $k \in \mathbb{R}$.

The most unstable boundaries of the essential spectrum are given in Figure 3.2. Both choices of parameters result in essential spectrum that firmly enters the right half plane.

### 3.4 Eigenvalue Bounds

Before approaching the point spectrum as a whole, we prove some bounds on the region where eigenvalues can occur. In particular, we show that there is a bounded region of the complex plane where unstable eigenvalues can occur. Later
in Section 3.5 we will define the Evan's function (3.21): this will be an analytic function whose zeros correspond to point spectrum. This reduces the problem of finding unstable point spectrum to that of finding zeros via the argument principle.

In Lemma 3.20 we first show these results for the modified Kuramoto-Sivashinsky equation (2.2), as the fact that it is a scalar equation greatly simplifies things. Later in Lemma 3.23 prove a similar result for the St. Venant equation, but we must contend with the fact that it is a system. The method is based on energy estimates and the key ingredients are (1) the eigenvalue equation $L u=\lambda u$, (2) the observation that the highest order derivative terms of (2.2) have a negative coefficient, and (3) using the following Sobolev inequality in Lemma 3.19 to reduce the $\left\|\partial_{x} u\right\|_{L^{2}(\mathbb{R})}$ and $\left\|\partial_{x}^{2} u\right\|_{L^{2}(\mathbb{R})}$ terms to $\|u\|_{L^{2}(\mathbb{R})}$ terms. In all of the following let $\langle f, g\rangle=\int_{\mathbb{R}} f \bar{g}$ be the $L^{2}(\mathbb{R})$ inner product, where $\bar{g}$ is the complex conjugate of $g$.

## Lemma 3.19. A Sobolev Inequality

For $j \geq 1$ and $a_{j}$ arbitrary constants, we have

$$
\begin{equation*}
\left\|\partial_{x}^{j} u\right\|_{L^{2}(\mathbb{R})}^{2} \leq \frac{1}{4 a_{j}}\left\|\partial_{x}^{j-1} u\right\|_{L^{2}(\mathbb{R})}^{2}+a_{j}\left\|\partial_{x}^{j+1} u\right\|_{L^{2}(\mathbb{R})}^{2} \tag{3.10}
\end{equation*}
$$

Proof. First, start by recalling how the $L^{2}(\mathbb{R})$-norm is given by the inner product,

$$
\left\|\partial_{x}^{j} u\right\|_{L^{2}(\mathbb{R})}^{2}=\left\langle\partial_{x}^{j} u, \partial_{x}^{j} u\right\rangle
$$

Then apply integration by parts,

$$
\left\|\partial_{\dot{x}}^{j} u\right\|_{L^{2}(\mathbb{R})}^{2}=-\left\langle\partial_{x}^{j-1} u, \partial_{x}^{j+1} u\right\rangle
$$

Finally apply Cauchy-Schwartz, multiply by $\frac{\sqrt{2} a_{j}}{\sqrt{2} a_{j}}$, and use Young's inequality to obtain (3.10).
This lemma is used to convert terms involving $\partial_{x}^{j} u$ to terms involving the previous and next derivatives. In particular the $\left\|u_{x}\right\|_{L^{2}(\mathbb{R})}$-terms are converted to $\|u\|_{L^{2}(\mathbb{R})}$ and $\left\|u_{x x}\right\|_{L^{2}(\mathbb{R})}$ terms. As the leading coefficient of (2.2) is negative, this can somehow be used to cancel out the $\left\|u_{x x}\right\|_{L^{2}(\mathbb{R})}$-term. The remaining $\|u\|_{L^{2}(\mathbb{R})}$ is handled when both sides of the equation are divided by $\|u\|_{L^{2}(\mathbb{R})}$.

As a technical note we will be performing the calculations for the weighted operator $L_{a}$ as defined in (5.3) with $a$ chosen to satisfy Theorem 5.2 rather than the expected $L$ from (3.2); we explain why in a paragraph following (3.21). The operator $L_{a}$ is the same as the operator $L$ but with different coefficients (that depend on $a$ ) for all but the highest order $-\partial_{x}^{4}$ term.

## Lemma 3.20. Eigenvalue Bound for modified Kuramoto-Sivashinsky

Suppose $\lambda \in \mathbb{C}$ is an $L^{2}(\mathbb{R})$ eigenvalue of $L_{a}$ (5.3) for the modified Kuramoto-Sivashinsky equation (2.2). Then $\lambda$ must satisfy the following estimates:

$$
\begin{equation*}
\operatorname{Re} \lambda \leq \frac{1}{2}\left\|\partial_{x}\left(q^{2}\right)\right\|_{L^{\infty}(\mathbb{R})}+\frac{\alpha_{2}^{2}}{4}-\alpha_{0}-a s \tag{3.11}
\end{equation*}
$$

and

$$
\begin{align*}
& \operatorname{Re} \lambda+|\operatorname{Im} \lambda| \leq \frac{\left\|\alpha_{1}+q^{2}+s\right\|_{L^{\infty}(\mathbb{R})}^{2}}{4-6 \alpha_{3}}+\left\|\partial_{x}\left(q^{2}\right)-\alpha_{0}-2 a q^{2}-a s\right\|_{L^{\infty}(\mathbb{R})} \\
&+\frac{1-\alpha_{3}}{2}+\frac{1}{2}\left\|\partial_{x}\left(q^{2}\right)-a s+\frac{\alpha_{2}}{2}\right\|_{L^{\infty}(\mathbb{R})} \tag{3.12}
\end{align*}
$$

where here

$$
\alpha_{0}=a^{2}+a^{4}, \quad \alpha_{1}=2 a+4 a^{3}, \quad \alpha_{2}=6 a^{2}+1, \quad \alpha_{3}=4 a
$$

Proof. This lemma follows the general framework of [4, Lemma 2.2]. As the signs of terms will be important, note that $\alpha_{j} \geq 0$. The eigenvalue equation $L_{a} w=\lambda w$ for $\lambda$ may be written as the following ODE,

$$
\begin{equation*}
\lambda w=-\partial_{x}^{4} w+\alpha_{3} \partial_{x}^{3} w-\alpha_{2} \partial_{x}^{2} w+\left[\alpha_{1}+q^{2}+s\right] \partial_{x} w+\left[\partial_{x}\left(q^{2}\right)-\alpha_{0}-2 a q^{2}-a s\right] w \tag{3.13}
\end{equation*}
$$

Multiplying this by $\bar{w}$, the complex conjugate of $w$, applying integration by parts, and taking the real part gives

$$
\begin{equation*}
\operatorname{Re} \lambda\|w\|_{L^{2}(\mathbb{R})}^{2}=-\left\|\partial_{x}^{2} w\right\|_{L^{2}(\mathbb{R})}^{2}+\alpha_{2}\left\|\partial_{x} w\right\|_{L^{2}(\mathbb{R})}^{2}-\left(\alpha_{0}+a s\right)\|w\|_{L^{2}(\mathbb{R})}^{2}+\frac{1}{2} \int_{\mathbb{R}} \partial_{x}\left(q^{2}\right)|w|^{2}-\int_{\mathbb{R}} 2 a q^{2}|w|^{2} \tag{3.14}
\end{equation*}
$$

In the previous line a fair amount of work isn't shown: that is, each individual term in (3.13) leads to an inner product that must be resolved. Before moving on, we'll show how to find the following three archetypes of terms: terms that result in an $L^{2}(\mathbb{R})$-norm, terms that disappear because they are perfect derivatives, and terms that cannot be resolved and remain integrals.

First we start with the first term of (3.13). Applying integration by parts twice,

$$
\begin{aligned}
-\left\langle\partial_{x}^{4} w, w\right\rangle & =\left\langle\partial_{x}^{3} w, \partial_{x} w\right\rangle \\
& =-\left\langle\partial_{x}^{2} w, \partial_{x}^{2} w\right\rangle \\
& =-\left\|\partial_{x}^{2} w\right\|_{L^{2}(\mathbb{R})}^{2}
\end{aligned}
$$

This term then ends with an $L^{2}(\mathbb{R})$-norm. It is also useful to notice that this is a negative $L^{2}(\mathbb{R})$-term because (2.2) is of even order, and its highest order term has a negative coefficient.

Next we focus on the second term of (3.13). Applying integration by parts,

$$
\begin{aligned}
\left\langle\alpha_{3} \partial_{x}^{3} w, w\right\rangle & =-\left\langle\alpha_{3} \partial_{x}^{2} w, \partial_{x} w\right\rangle \\
& =-\int_{\mathbb{R}} \alpha_{3} \partial_{x}^{2} w \overline{\partial_{x} w}
\end{aligned}
$$

Taking the real part,

$$
\begin{aligned}
\operatorname{Re}\left\langle\alpha_{3} \partial_{x}^{3} w, w\right\rangle & =-\frac{\alpha_{3}}{2} \int_{\mathbb{R}} \partial_{x}^{2} w \overline{\partial_{x} w}+\overline{\partial_{x}^{2} w} \partial_{x} w \\
& =-\frac{\alpha_{3}}{2} \int_{\mathbb{R}} \partial_{x}\left|\partial_{x} w\right|^{2} \\
& =0
\end{aligned}
$$

where we have recognized a perfect derivative. Typically the odd order terms of (3.13) will disappear because they are perfect derivatives.

Finally we focus on the first bracketed term of (3.13). The constant terms $\alpha_{1}$ and $s$ will lead to a perfect derivative and will disappear. However $q^{2}$ depends on $x$, so the following integration by parts won't result in a perfect derivative.

$$
\begin{aligned}
\operatorname{Re}\left\langle q^{2} \partial_{x} w, w\right\rangle & =\frac{1}{2} \int_{\mathbb{R}} q^{2}\left[\bar{w} \partial_{x} w+w \overline{\partial_{x} w}\right] \\
& =\frac{1}{2} \int_{\mathbb{R}} q^{2} \partial_{x}|w|^{2} \\
& =-\frac{1}{2} \int_{\mathbb{R}} \partial_{x}\left(q^{2}\right)|w|^{2}
\end{aligned}
$$

There's no way to simplify this term so it will remain in an integral form. This will lead to the $L^{\infty}(\mathbb{R})$ terms in (3.11) and (3.12).

Using Lemma 3.19 with $j=1$ and $a_{1}=\alpha_{2}$ on (3.14), we have

$$
\operatorname{Re} \lambda\|w\|_{L^{2}(\mathbb{R})^{2}}^{2} \leq-\left(\alpha_{0}+a s-\frac{\alpha_{2}^{2}}{4}\right)\|w\|_{L^{2}(\mathbb{R})}^{2}+\frac{1}{2} \int_{\mathbb{R}} \partial_{x}\left(q^{2}\right)|w|^{2}-\int_{\mathbb{R}} 2 a q^{2}|w|^{2}
$$

Note that $2 a q^{2}|w|^{2} \geq 0$, so we neglect this negative term in an upper bound. Using an $L^{\infty}(\mathbb{R})$ estimate on the other integral term results in

$$
\operatorname{Re} \lambda\|w\|_{L^{2}(\mathbb{R})}^{2} \leq\left(\frac{1}{2}\left\|\partial_{x}\left(q^{2}\right)\right\|_{L^{\infty}(\mathbb{R})}+\frac{\alpha_{2}^{2}}{4}-\alpha_{0}-a s\right)\|w\|_{L^{2}(\mathbb{R})}^{2}
$$

Dividing both sides by $\|w\|_{L^{2}(\mathbb{R})}^{2}$ results in (3.11).

Starting with (3.13), multiplying by $\bar{w}$, integrating, and taking the imaginary part results in

$$
\operatorname{Im} \lambda\|w\|_{L^{2}(\mathbb{R})}^{2}=\operatorname{Im}\left[\left\langle-\alpha_{3} \partial_{x}^{2} w, \partial_{x} w\right\rangle+\left\langle\left(\alpha_{1}+q^{2}+s\right) \partial_{x} w, w\right\rangle+\left\langle\left(\left(\partial_{x}\left(q^{2}\right)\right)-\alpha_{0}-2 a q^{2}-a s\right) w, w\right\rangle\right] .
$$

Taking the absolute value of both sides and using Cauchy-Schwartz,

$$
\begin{aligned}
|\operatorname{Im} \lambda|\|w\|_{L^{2}(\mathbb{R})}^{2} \leq \alpha_{3}\left\|\partial_{x}^{2} w\right\|_{L^{2}(\mathbb{R})}\left\|\partial_{x} w\right\|_{L^{2}(\mathbb{R})}+\mid \alpha_{1}+q^{2} & +s \mid\left\|\partial_{x} w\right\|_{L^{2}(\mathbb{R})}\|w\|_{L^{2}(\mathbb{R})} \\
& +\left|\left\|\partial_{x}\left(q^{2}\right)\right\|_{L^{\infty}(\mathbb{R})}-\alpha_{0}+2 a\left\|q^{2}\right\|_{L^{\infty}(\mathbb{R})}-a s\right|\|w\|_{L^{2}(\mathbb{R})}^{2}
\end{aligned}
$$

From Young's inequality we have

$$
\left\|\partial_{x} w\right\|_{L^{2}(\mathbb{R})}\|w\|_{L^{2}(\mathbb{R})} \leq \frac{D}{2}\left\|\partial_{x} w\right\|_{L^{2}(\mathbb{R})}^{2}+\frac{1}{2 D}\|w\|_{L^{2}(\mathbb{R})}^{2}
$$

valid for any $D>0$. Taking $D=\frac{-\alpha_{3}-2 \alpha_{3} c+2 c}{\left\|\alpha_{1}+q^{2}+s\right\|_{L^{\infty}(\mathbb{R})}}$ and combining this with Lemma 3.19 with $j=1$ and $a_{j}=\frac{1}{2}$, we have
$|\operatorname{Im} \lambda|\|w\|_{L^{2}(\mathbb{R})}^{2} \leq \frac{1}{2}\left\|\partial_{x}^{2} w\right\|_{L^{2}(\mathbb{R})}^{2}+\left[\left(\frac{\left\|\alpha_{1}+q^{2}+s\right\|_{L^{\infty}(\mathbb{R})}^{2}}{4-6 \alpha_{3}}+\left\|\partial_{x}\left(q^{2}\right)-\alpha_{0}-2 a q^{2}-a s\right\|_{L^{\infty}(\mathbb{R})}\right)+\frac{1-\alpha_{3}}{2}\right]\|w\|_{L^{2}(\mathbb{R})}^{2}$

Note that because we obtained this bound by Cauchy-Schwartz rather than direct calculation, the coefficient on the $\left\|\partial_{x}^{2} w\right\|_{L^{2}(\mathbb{R})}$-term is positive. While we might not be able to use the same trick as the real part, we are able to use the same equation: returning to (3.14) and using Lemma 3.19 with $j=1$ and $a_{j}=\frac{1}{2}$ gives

$$
\operatorname{Re} \lambda\|w\|_{L^{2}(\mathbb{R})}^{2} \leq-\frac{1}{2}\left\|\partial_{x}^{2} w\right\|_{L^{2}(\mathbb{R})}^{2}+\left[\frac{1}{2}\left\|\partial_{x}\left(q^{2}\right)\right\|_{L^{\infty}(\mathbb{R})}-a s+\frac{\alpha_{2}}{2}\right]\|w\|_{L^{2}(\mathbb{R})}^{2}
$$

Adding these two bounds together and dividing by $\|w\|_{L^{2}(\mathbb{R})}$ gives (3.12).

If one has a numerical approximation to the front solution $q$, such as the one obtained in Section 4.1, then the eigenvalue bound in Lemma 3.20 can be approximated numerically as well. Figure 3.3 shows the trapezoidal region predicted by Corollary 3.21: eigenvalues $\lambda$ with $\operatorname{Re} \lambda>-\omega$, for some small $\omega>0$, are restricted to a bounded set.

## Corollary 3.21. Explicit Eigenvalue Bound for modified Kuramoto-Sivashinsky

Suppose $\lambda \in \mathbb{C}$ is an eigenvalue of $L_{a}$ with $a=0.3$ from (5.3) acting on $L^{2}(\mathbb{R})$. Then $\lambda$ must satisfy the following estimates:


Figure 3.3: The region where eigenvalues may occur as predicted by Corollary 3.21.

$$
\begin{aligned}
\operatorname{Re} \lambda & \leq 2 \\
\operatorname{Re} \lambda+|\operatorname{Im} \lambda| & \leq 7.7
\end{aligned}
$$

We now prove Lemma 3.23, which is the version of Lemma 3.20 for the St . Venant equation (2.5). The proof is similar in form but with an immediate technical difference: as the St. Venant equations are a system, then the eigenvalue equation $L u=\lambda u$ is now a vector equation and we cannot simply take the $L^{2}(\mathbb{R})$-norm of each side. Instead, we proceed as in [38, Section 4.1] by defining the following energy function

$$
\mathscr{E}_{a}(U)=\frac{1}{2} \int\left(|u|^{2}+|\tau|^{2}+\phi_{1}(x)\left(\tau_{y}\right)^{2}+\phi_{2}(x)\left(u_{y}\right)^{2}+\operatorname{Re}\left(\phi_{3}(x) \tau u_{y}\right)\right)
$$

where the $\phi_{i}(x)$ are three currently undetermined real-valued weight functions, and the subscript $y$ indicates differentiation using $\partial_{y}=\partial_{x}-a$. This energy function will take the place of $\langle w, w\rangle=\|w\|_{L^{2}(\mathbb{R})}^{2}$ in the left hand side of (3.14). We first show that working with $\partial_{y}$ is not that different than working with $\partial_{x}$.

Lemma 3.22. The $H^{1}(\mathbb{R})$-norm defined using the derivative $\partial_{x}$ is equivalent to the $H^{1}(\mathbb{R})$-norm defined using the derivative $\partial_{y}$.

Proof. In the following we denote the $H^{1}(\mathbb{R})$-norm using $\partial_{x}$ by $H_{x}^{1}$ and the $H^{1}(\mathbb{R})$-norm using $\partial_{y}$ by $H_{y}^{1}$. By definition,

$$
\begin{aligned}
\|u\|_{H_{y}^{1}}^{2} & =\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}+\left\|u_{y}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \\
& =\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}+\left\|\left(\partial_{x}-a\right) u\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \\
& \leq\left(1+a^{2}\right)\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}+\left\|u_{x}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \\
& \leq\left(1+a^{2}\right)\|u\|_{H_{x}^{1}}^{2}
\end{aligned}
$$

For the other direction, let $\langle\cdot, \cdot\rangle$ denote the inner product of $L^{2}\left(\mathbb{R}^{n}\right)$ and note that

$$
\begin{aligned}
\left\|\left(\partial_{x}-a\right) u\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} & =\left\langle u_{x}-a u, u_{x}-a u\right\rangle \\
& =\left\|u_{x}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}-\left\langle a u, u_{x}\right\rangle-\left\langle u_{x}, a u\right\rangle+a^{2}\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \\
& =\left\|u_{x}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}-\int_{\mathbb{R}^{n}} \partial_{x}\left(|u|^{2}\right)+a^{2}\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \\
& =\left\|u_{x}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}+a^{2}\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}
\end{aligned}
$$

and hence $\|u\|_{H_{x}^{1}}^{2} \leq\|u\|_{H_{y}^{1}}^{2}$. Therefore the two norms are equivalent.

## Lemma 3.23. Eigenvalue Bound for St. Venant Equation

Suppose $\lambda \in \mathbb{C}$ is an $L^{2}(\mathbb{R})$ eigenvalue of the weighted operator $L_{a} 5.4$ for the St. Venant equations (2.5). Then there exist constants $C_{1}, C_{2}>0$ so that $\operatorname{Re} \lambda \leq C_{1}$ and $\operatorname{Re} \lambda+C_{2}|\operatorname{Im} \lambda| \leq C_{1}$.

Proof. Let $\langle\cdot, \cdot\rangle$ denote the $L^{2}(\mathbb{R})$ inner product. We start with the eigenvalue equations $L_{a} U=\lambda U$ for $\lambda u$ and $\lambda \tau$, which allow us to calculate that

$$
\begin{equation*}
2 \operatorname{Re} \lambda \mathscr{E}_{a}(U)=\operatorname{Re}\left[\left\langle\phi_{1} \tau_{y}, \partial_{y}(\lambda \tau)\right\rangle+\left\langle\phi_{2} u_{y}, \partial_{y}(\lambda u)\right\rangle+\left\langle\phi_{3} \tau, \partial_{y}(\lambda u)\right\rangle+\left\langle\phi_{3} u_{y}, \lambda \tau\right\rangle\right] \tag{3.15}
\end{equation*}
$$

We can use the eigenvalue equations to calculate $\partial_{y}(\lambda \tau)$ and $\partial_{y}(\lambda u)$. For detailed results of these calculations, see Section 3.6. Focusing on the higher order terms, we have the following inequality.

$$
\begin{aligned}
2 \operatorname{Re} \lambda \mathscr{E}_{a}(U) \leq & -\int_{\mathbb{R}}\left(\frac{c}{2}\left(\phi_{1}\right)_{y}+\frac{3 c a}{2} \phi_{1}+\alpha \phi_{3}\right)\left|\tau_{y}\right|^{2}-\int_{\mathbb{R}}\left(\frac{v}{\bar{\tau}^{2}} \phi_{2}\right)\left|u_{y y}\right|^{2} \\
& +\frac{1}{2} \int_{\mathbb{R}}\left(\phi_{1}-\alpha \phi_{2}-\frac{v}{\bar{\tau}^{2}} \phi_{3}\right)\left(\tau_{y} \overline{u_{y y}}+\overline{\tau_{y}} u_{y y}\right) \\
& +C\left(\left\|u_{y y}\right\|_{L^{2}(\mathbb{R})}+\left\|u_{y}\right\|_{L^{2}(\mathbb{R})}+\|u\|_{L^{2}(\mathbb{R})}+\left\|\tau_{y}\right\|_{L^{2}(\mathbb{R})}+\|\tau\|_{L^{2}(\mathbb{R})}\right)\left(\left\|u_{y}\right\|_{L^{2}(\mathbb{R})}+\|u\|_{L^{2}(\mathbb{R})}+\|\tau\|_{L^{2}(\mathbb{R})}\right)
\end{aligned}
$$

As the negative sign on the $\left|u_{y y}\right|$-term is beneficial, then we choose $\phi_{2}$ to preserve it. This leads to our first requirement on the weight functions,

$$
0<\phi_{2} \equiv \text { const } \ll 1
$$

We can't control the sign of the $\tau_{y} \overline{u_{y y}}+\overline{\tau_{y}} u_{y y}$ term, so we'll use the weights $\phi_{1}$ and $\phi_{3}$ to make its coefficient zero. This leads to the second requirement that

$$
\phi_{1}-\alpha \phi_{2}-\frac{v}{\bar{\tau}^{2}} \phi_{3}=0
$$

We can use this equation to determine $\phi_{3}$, so

$$
\begin{equation*}
\phi_{3}=\frac{\bar{\tau}^{2}}{v}\left(\phi_{1}-\alpha \phi_{2}\right) . \tag{3.16}
\end{equation*}
$$

The negative sign on the $\left|\tau_{y}\right|$-term is also beneficial, and so we should choose the remaining $\phi_{1}$ to preserve it. Then the condition on its coefficient, after substituting in (3.16), is

$$
\begin{equation*}
\frac{c}{2}\left(\phi_{1}\right)_{y}+\left(\frac{3 c a}{2}+\frac{\alpha \bar{\tau}^{2}}{v}\right) \phi_{1}-\frac{\alpha^{2} \bar{\tau}^{2}}{v} \phi_{2}>0 . \tag{3.17}
\end{equation*}
$$

The term $-\frac{\alpha^{2} \bar{\tau}^{2}}{v} \phi_{2}$ is always negative, so we temporarily ignore it. We can handle the remainder by having it satisfy the differential equation

$$
\begin{equation*}
\frac{c}{2}\left(\phi_{1}\right)_{y}+\left(\frac{3 c a}{2}+\frac{\alpha^{2} \bar{\tau}^{2}}{v}-\lim _{x \rightarrow \pm \infty}\left[\frac{3 c a}{2}+\frac{\alpha^{2} \bar{\tau}^{2}}{v}\right]\right) \phi_{1}=0 . \tag{3.18}
\end{equation*}
$$

This choice was motivated by the fact that in the limit as $x \rightarrow \pm \infty$ this tells us that $\left(\phi_{1}\right)_{y} \rightarrow 0$. We can then explicit solve for $\phi_{1}$,

$$
\phi_{1}=\exp \left[-\int_{\mathbb{R}}\left(\frac{3 c a}{2}+\frac{\alpha \bar{\tau}^{2}}{v}-\lim _{x \rightarrow \pm \infty}\left[\frac{3 c a}{2}+\frac{\alpha^{2} \bar{\tau}^{2}}{v}\right]\right)\right]
$$

As $\bar{\tau}$ converges to its asymptotic end states exponentially quickly, then the above integral is bounded. As a consequence, $\phi_{1}$ is uniformly bounded from below by a positive number. Substituting (3.18) into (3.17), we can choose the constant value of $\phi_{2}$ sufficiently small so that (3.17) is satisfied.

We have presently chosen the $\phi_{i}$ in such a way that there is some positive number $\eta>0$ so that

$$
\begin{align*}
2 \operatorname{Re} \lambda \mathscr{E}_{a}(U) \leq & -\eta\left(\left\|\tau_{y}\right\|_{L^{2}(\mathbb{R})}^{2}+\left\|u_{y y}\right\|_{L^{2}(\mathbb{R})}^{2}\right)  \tag{3.19}\\
& +C\left(\left\|u_{y y}\right\|_{L^{2}(\mathbb{R})}+\left\|u_{y}\right\|_{L^{2}(\mathbb{R})}+\|u\|_{L^{2}(\mathbb{R})}+\left\|\tau_{y}\right\|_{L^{2}(\mathbb{R})}+\|\tau\|_{L^{2}(\mathbb{R})}\right)\left(\left\|u_{y}\right\|_{L^{2}(\mathbb{R})}+\|u\|_{L^{2}(\mathbb{R})}+\|\tau\|_{L^{2}(\mathbb{R})}\right)
\end{align*}
$$

Using Young's inequality we may cancel the $\left\|u_{y y}\right\|_{L^{2}(\mathbb{R})}$ and $\left\|\tau_{y}\right\|_{L^{2}(\mathbb{R})}$ terms at the expense of more $\mathscr{E}_{a}$-term. We then end up with an equation of the form

$$
2 \operatorname{Re} \lambda \mathscr{E}_{a}(U) \leq \tilde{C} \mathscr{E}_{a}(U)
$$

from which the real part bound for $\lambda$ follows by dividing both sides by $\mathscr{E}_{a}$.
Repeating the process of (3.15) for the imaginary part yields

$$
2|\operatorname{Im} \lambda| \mathscr{E}_{a} \lesssim\left\|\tau_{y}\right\|_{L^{2}(\mathbb{R})}^{2}+\left\|u_{y y}\right\|_{L^{2}(\mathbb{R})}^{2}+\mathscr{E}_{a}
$$

Adding some multiple of this to (3.19) and dividing both sides by $\mathscr{E}_{a}$ yields the $\operatorname{Re} \lambda+|\operatorname{Im} \lambda|$-type bound.

### 3.5 Finding the Point Spectrum: The Evan's Function

We start by noting the simplest result regarding the point spectrum: that a system invariant to spatial translations, $\lambda=0$ is an eigenvalue. By translationally invariant we mean that if $u(x, t)$ is a solution to (1.6), then for any $\gamma \in \mathbb{R}^{n}$ fixed $u(x+\gamma, t)$ is also a solution. Given a traveling wave solution $q$, one can explicitly calculate that $q^{\prime}$ is an eigenfunction of $\lambda=0$. This is a special case in the theory of an $N$-parameter symmetry operator, defined later in Definition 5.11. Note however that $q^{\prime}$ is not necessarily the only eigenfunction of $\lambda=0$.

Finding the essential spectrum can be handled wholesale through Theorem 3.14, but unfortunately finding the point spectrum can be a far trickier business. We also remark that the characterization of the essential spectrum in Theorem 3.14 is purely analytical (as opposed to numerical), while explicit characterization of the point spectrum are often only analytical for relatively simple systems. The most classical of which is Sturm-Liouville Theory, which concerns differential operators of the form

$$
L u=u_{x x}+a_{1}(x) u_{x}+a_{0}(x) u ., \quad x \in[-1,1]
$$

subject to the separated boundary conditions

$$
b_{1}^{-} p(-1)+b_{2}^{-} \partial_{x} p(-1)=0, \quad b_{1}^{+} p(1)+b_{2}^{+} \partial_{x} p(1)=0
$$

where the coefficients $b_{k}^{ \pm}$satisfy $\left(b_{1}^{ \pm}\right)^{2}+\left(b_{2}^{ \pm}\right)^{2}>0$. See [24, Section 2.3] for a brief overview of the topic. The main result is there are countably many strictly descending real-valued eigenvalues $\lambda_{j}$, which can be ordered in such a way, with $\lambda_{j} \rightarrow-\infty$, that the $j$-th eigenvalue has an eigenfunction with $j$ simple zeros. This is a powerful result as it gives a criterion for finding the most unstable eigenvalue of $L$ and ensures that only finitely many eigenvalues will have positive real-part.

Unfortunately the systems (2.5) and (2.2) are far from being of Sturm-Liouville type, and fundamentally different techniques must be used. Our main technique is that of the numerical Evan's function. The titular Evan's function is formed as the wronskian of the stable and unstable manifolds, and thus is an analytic function whose zeros correspond to eigenvalues [24, Section 10.2]. The "numerical" part of the numeric Evan's function comes into play as the Evan's function is numerically approximated, and a contour integral and the Argument principle are used to find zeros in a bounded region.

We start by rigorously defining the Evan's function [2, Chapter 3.4]. Note that for $\ell$-th order linear differential
operators $L$ the eigenvalue equation $L \phi=\lambda \phi$ is an ODE, and can be written as the first order system

$$
\begin{equation*}
W^{\prime}=A(x, \lambda) W, \quad W \in \mathbb{R}^{\ell} \tag{3.20}
\end{equation*}
$$

Furthermore, if the operator $L$ is the linearization about an exponentially asymptotic traveling wave, then we can also define the asymptotic matrices

$$
A_{ \pm \infty}(\lambda)=\lim _{x \rightarrow \pm \infty} A(x, \lambda)
$$

and consider the case when the dimension of the unstable subspace $U_{-}$of $A_{-\infty}$ and the dimension of the stable subspace $S_{+}$of $A_{\infty}$ add up to the full dimension $\ell$ (where $W \in \mathbb{R}^{\ell}$ ). Viewing (3.20) as an initial value problem posed at $x=-\infty$ and $x=\infty$, separately, both evolving towards $x=0$ allows one to find a basis $W_{1}^{-}(x), \ldots, W_{k}^{-}(x)$ and $W_{k+1}^{+}(x), \ldots, W_{\ell}^{+}(x)$ for $U_{-}$and $S_{+}$respectively with the property that $\lim _{x \rightarrow-\infty} W_{i}^{-}(x)=0$ and $\lim _{x \rightarrow \infty} W_{i}^{+}(x)=0$. Then the Evan's function is defined to be

$$
\begin{equation*}
D(\lambda)=\left.\operatorname{det}\left(W_{1}^{-} \cdots W_{k}^{-} W_{k+1}^{+} \cdots W_{\ell}^{+}\right)\right|_{x=0} \tag{3.21}
\end{equation*}
$$

hence zeros correspond to values of $\lambda$ where the unstable subspace $U_{-}$meets the stable subspace $S_{+}$creating an eigenfunction.

Note that we are assuming that the dimension of $U_{-}$and $S_{+}$remain constant as $\lambda$ changes: this is sometimes referred to as "consistent splitting." In [24, Lemma 3.1.10, p. 47] it was shown that the boundary of the essential spectrum corresponds to the curves where the dimensions of $U_{-}$and $S_{+}$change. Thus so long as one restricts to $\lambda$ within a region that does not cross the boundary of the essential spectrum the Evan's function is well-defined.

We now present the numeric Evan's function calculations for the modified Kuramoto-Sivashinsky equation. All calculations were performed with the Matlab package STABLAB [2]. As a technical note we will be performing the calculations for the weighted operator $L_{a}$ as defined in (5.3) with $a$ chosen to satisfy Theorem 5.2 rather than the usual $L$. This is because in Section 5.2 we will show that the operator $L$ has unstable essential spectrum. In particular, we would not be able to check the entire region of Corollary 3.21 for eigenvalues with positive real part with a contour that does not cross the essential spectrum. Through the use of "exponential weights" - introduced in Section 5.15.1 — for appropriate values of $a$ the weighted operator $L_{a}$ has no unstable essential spectrum (Theorem 5.2). Furthermore the operator $L_{a}$ possesses the property that (formally) if $\phi$ is an eigenfunction of $L$, then $e^{a x} \phi$ is an eigenfunction of $L_{a}$, so the search for unstable point spectrum of $L_{a}$ is equivalent to finding unstable point spectrum of $L$.

We can then identify the matrix $A(x, \lambda)$ in (3.20) as

$$
A_{a}(x, \lambda)=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
6 \bar{q} \bar{q}^{\prime}-a^{2}-a^{4}-4 a \bar{q}^{2}-a s-\lambda, & 2 a+4 a^{3}, & -6 a^{2}-1, & 4 a
\end{array}\right)
$$

The asymptotic matrices are

$$
A_{a, \pm \infty}=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-a^{2}-a^{4}-3 a m_{ \pm}^{2}-a s-\lambda, & 2 a+4 a^{3}+3 m_{ \pm}^{2}+s, & -6 a^{2}-a, & 4 a
\end{array}\right)
$$

On the region to the right of the essential spectrum the dimensions of $U_{-}$and $S_{+}$are fixed, so it suffices to find their dimensions for just one value of $\lambda$. When $a=0.3, s=-2.388$, and $\lambda=0$ we can calculate that it has eigenvalues of $\mu \approx 1.97862,-0.533251 \pm 1.55025 i, 0.287884$. Hence for all $\lambda$ to the right then both $U_{-}$and $S_{+}$have dimension 2. Further, there exist $W_{1}^{-}(x), W_{2}^{-}(x)$ a basis of $U_{-}$with $W_{i}^{-}(x) \rightarrow 0$ as $x \rightarrow-\infty$, and $W_{3}^{+}(x), W_{4}^{+}(x)$ a basis of $S_{+}$ with $W_{i}^{+}(x) \rightarrow 0$ as $x \rightarrow \infty$. Then our Evan's function is

$$
D_{a}(\lambda)=\left.\operatorname{det}\left(W_{1}^{-} W_{2}^{-} W_{3}^{+} W_{4}^{+}\right)\right|_{x=0} .
$$

Before proceeding to the numerics, we discuss a few details of the numerical implementation. Our present objective is to find the $W_{i}^{ \pm}$using the ODE (3.20), but note that $W_{i}^{ \pm} \sim e^{\mu_{i}}$ where $\mu_{i}$ is given by the eigenvalues of $A_{a, \pm \infty}$. Thus calculations in the regime when $x \rightarrow \infty$ (resp. $x \rightarrow-\infty$ ) will be dominated by the $W_{i}^{ \pm}$whose eigenvalue has the largest (resp. most negative) real part, making it difficult to find the other $W_{i}^{ \pm}$. The solution given in [2, Chapter 4, Section 2] and [9, Section 3.3] is the compound matrix method, whose answer is to "lift" the working space $\mathbb{C}^{4}$ to $\wedge^{2}\left(\mathbb{C}^{4}\right)$, the wedge product space. The operator $A_{a}(x, \lambda)$ is then "lifted" to the operator $A^{(2)}$ defined by $A^{(2)}\left(e_{i} \wedge e_{j}\right)=$ $\left(A e_{i}\right) \wedge e_{j}+e_{i} \wedge\left(A e_{j}\right)$. Explicitly, if

$$
A=\left(\begin{array}{llll}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{array}\right),
$$

then

$$
A^{(2)}=\left(\begin{array}{cccccc}
a_{11}+a_{22} & a_{23} & a_{24} & -a_{13} & -a_{14} & 0 \\
a_{32} & a_{11}+a_{33} & a_{34} & a_{12} & 0 & -a_{14} \\
a_{42} & a_{43} & a_{11}+a_{44} & 0 & a_{12} & a_{13} \\
-a_{31} & a_{21} & 0 & a_{22}+a_{33} & a_{34} & -a_{24} \\
-a_{41} & 0 & a_{21} & a_{43} & a_{22}+a_{44} & a_{23} \\
0 & -a_{41} & a_{31} & -a_{42} & a_{32} & a_{33}+a_{44}
\end{array}\right) .
$$

As the wedge product of vectors is zero if and only if they are linearly dependent, then the Evan's function can also be written as

$$
D_{a}(\lambda)=\left.\left(W_{1}^{-} \wedge W_{2}^{-}\right) \wedge\left(W_{3}^{+} \wedge W_{4}^{+}\right)\right|_{x=0}
$$

The eigenvalues of $A^{(2)}$ are sums of eigenvalues of $A$ and the eigenvectors of $A^{(2)}$ are formed from wedge products of eigenvectors of $A$. That is, as $W_{i}^{ \pm}$are the eigenfunctions of $A$ with eigenvalues $\mu_{i}$, then the eigenfunctions of $A^{(2)}$ are $W_{i}^{\circ} \wedge W_{j}^{\circ}$ (where $\circ$ is used as the + or - depend on index $i$ and $j$ ) with corresponding eigenvalue $\mu_{i}+\mu_{j}$. As a corollary of this, $W_{1}^{-} \wedge W_{2}^{-}$will have the eigenvalue with largest real part, and hence will be the dominant term as $x \rightarrow \infty$. Similarly, $W_{3}^{+} \wedge W_{4}^{+}$will have the eigenvalue with most negative real part and will be the dominant term as $x \rightarrow-\infty$. Since these are the desired terms in their respective regimes, this numerical method is well behaved.

We remark that while the dimensions of this "lifted" space are reasonable, in the general case things may quickly get out of hand. An alternative method is the polar coordinates method, also known as analytic orthogonalization [2, Chapter 4, Section 3].

The last remaining piece of the initial value problem (3.20), albeit using $A^{(2)}$ instead of $A$, is an initial condition. One uses the method of Kato [2, Chapter 4, Section 4] and [44, Section 6.1] to generate initial conditions that ensure the Evan's function is analytic in $\lambda$. Let $P_{-}$be the spectral projection into $U_{-}$and $P_{+}$be the spectral projection into $S_{+}$. Then one solves the two ODEs

$$
r_{j}^{\prime}(\lambda)=P_{ \pm}^{\prime}(\lambda) r_{j}(\lambda), \quad r_{j}\left(\lambda_{0}\right)=r_{j}^{0}
$$

where the matrices of initial conditions $\left[r_{1}^{0}, \ldots, r_{\ell}^{0}\right]$ must be of full rank. From [25] one knows that the spectral projections $P_{ \pm}$are analytic in $\lambda$, and one can then show that the solutions $r_{j}(\lambda)$ vary analytically and are in either $U_{-}$ or $S_{+}$.

In performing the Evan's function calculations we have two goals: (1) verify that there are is no unstable point spectrum, and (2) characterize the eigenvalue $\lambda=0$. Regarding the latter, recall that $\lambda=0$ has the eigenfunction $q^{\prime}$ arising from the translation invariance of the problem. If this is the only eigenfunction, then one can easily create an


Figure 3.4: Evan's function calculations of $L_{a}$ from (5.3) with $a=0.3$ around the origin. (a) The contour used: a small circle around the origin. (b) The numerical Evan's function output, which has a winding number of one.


Figure 3.5: Evan's function calculations of $L_{a}$ from (5.3) with $a=0.3$ around the region where Corollary 3.21 predicts unstable eigenvalues can occur. (a) The contour used: a semicircle moved slightly to the left (but still entirely to the right of the essential spectrum). (b) The Evan's function output, with an insert showing the what's happening around the origin, and a winding number of one.
explicit spectral projection to remove this eigenvalue and one can continue with the stability argument unperturbed. However, if there was another eigenfunction then we would need to address it. So our first use of the Evan's function is to check the dimension of the eigenspace of $\lambda=0$. For this we use a very small circular contour about the origin, as seen in Figure 3.4 (a). The output, as seen in Figure 3.4 (b), also resembles a circle and has a winding number of one. This means that $q^{\prime}$ is also the only eigenfunction of $\lambda=0$.

To verify there are no unstable point spectrum we perform another Evan's function calculation over the contour in Figure 3.5 (a), which is a contour that contains the region where unstable point spectrum can occur as predicted by Corollary 3.21. This contour is to the right of the essential spectrum: Figure 5.6 (b) shows that when $a=0.3$ the rightmost part of the essential spectrum occurs when $\operatorname{Re} \lambda \approx-0.2$ and the leftmost part of the contour is $\operatorname{Re} \lambda \approx-0.1$. The Evan's function output is shown in Figure 3.5 (b) with a winding number of one (which is expected, as $\lambda=0$ is contained in the contour). Then other than $\lambda=0$, there is no point spectrum contained in the contour. Note that the contour also contains the areas where point spectrum with small negative real part occur: this produces the spectral gap needed for the Gearhart-Pruss theorem (Theorem 5.6).

### 3.6 Appendix A: Explicit Calculations of Lemma 3.23

The calculations to rewrite (3.15) are rather lengthy and highly computational, so they were omitted from the proof. However such calculations are vital when implementing numerical Evan's function calculations - in particular consider Corollary 3.21 - so the quantitative results are collected here. We start with three lemmas that aid in the calculations in this section.

Lemma 3.24. Product Rule for $\partial_{y}$
For $f, g \in H^{1}(\mathbb{R})$,

$$
(f g)_{y}=f_{y} g+f g_{x}
$$

Proof. This follows from direct calculation.

$$
\begin{aligned}
(f g)_{y} & =(f g)_{x}-a f g \\
& =f_{x} g+f g_{x}-a f g \\
& =f_{y} g+f g_{x}
\end{aligned}
$$

## Lemma 3.25. Integration by Parts for $\partial_{y}$

For $f, g \in H^{1}(\mathbb{R})$, we have

$$
\int_{\mathbb{R}} f_{y} g d x=-\int_{\mathbb{R}} f\left(g_{y}+2 a g\right) d x
$$

Proof. We start by using integration by parts.

$$
\begin{aligned}
\int f_{y} g & =\int\left(f_{x}-a f\right) g \\
& =-\int f\left(g_{x}+a g\right)
\end{aligned}
$$

Note that the differential operator $\partial_{x}+a$ is equivalent to $\partial_{y}+2 a$ : then the lemma follows.

It is occasionally useful to "collect" derivatives by applying the chain rule in reverse, such as writing $u_{x} u_{x x}$ as $\partial_{x} \frac{1}{2}\left(u_{x}\right)^{2}$, whereby integration by parts can be applied to move the derivatives to other terms. Here we given an equivalent result for $\partial_{y}$.

## Lemma 3.26. Collecting $y$-Derivatives

For $u \in H^{1}(\mathbb{R})$,

$$
u u_{y}=\partial_{y}\left(u^{2}\right)-\frac{1}{2} \partial_{x}\left(u^{2}\right)
$$

Proof. We start with $u u_{y}$,

$$
u u_{y}=u u_{x}-a u^{2}
$$

We may collect the $x$-derivative of the first term.

$$
\begin{aligned}
u u_{y} & =\partial_{x}\left(\frac{1}{2} u^{2}\right)-a u^{2} \\
& =\left(\frac{1}{2} \partial_{x}-a\right) u^{2}
\end{aligned}
$$

Note that $\frac{1}{2} \partial_{x}-a$ is $\partial_{y}-\frac{1}{2} \partial_{x}$. Thus

$$
u u_{y}=\left(\partial_{y}-\frac{1}{2} \partial_{x}\right) u^{2}
$$

From this the lemma follows.

In the following we give the bounds associated to each term in (3.15) and give the final bound, omitting the calculations. To save space we use the shorthand " $L^{2 \text { " }}$ for $L^{2}(\mathbb{R})$, and " $L^{\infty}$ " for $L^{\infty}(\mathbb{R})$, and each integral is over $\mathbb{R}$.

First the terms involving $\phi_{1}$.

$$
\begin{aligned}
\left\langle\phi_{1} \tau_{y}, c \tau_{y y}\right\rangle & =-\int_{\mathbb{R}}\left(\frac{c}{2}\left(\phi_{1}\right)_{y}+\frac{3 c}{2} a \phi_{1}\right)\left|\tau_{y}\right|^{2} d x \\
\left\langle\phi_{1} \tau_{y}, u_{y y}\right\rangle & =\frac{1}{2} \int_{\mathbb{R}} \phi_{1}\left(\tau_{y} \bar{u}_{y y}+\bar{\tau}_{y} u_{y y}\right) d x
\end{aligned}
$$

Next the terms involving $\phi_{2}$.

$$
\begin{aligned}
\left\langle\phi_{2} u_{y}, c u_{y y}\right\rangle \leq & \left\|c \phi_{2}\right\|_{L^{\infty}}\left\|u_{y}\right\|_{L^{2}}\left\|u_{y y}\right\|_{L^{2}}, \\
\left\langle\phi_{2} u_{y},(\alpha \tau)_{y y}\right\rangle \leq & -\frac{1}{2} \int_{\mathbb{R}} \alpha \phi_{2}\left(\tau_{y} \overline{u_{y y}}+\overline{\tau_{y}} u_{y y}\right) d x \\
& +\left(\left\|\left(\phi_{2}\right)_{x} \bar{\alpha}\right\|_{L^{\infty}}+\left\|\phi_{2} \overline{\alpha_{x}}\right\|_{L^{\infty}}+\left\|2 \phi_{1} \bar{\alpha}\right\|_{L^{\infty}}\right)\left\|u_{y}\right\|_{L^{2}}\left\|\tau_{y}\right\|_{L^{2}} \\
& +\left\|\phi_{2}\left(\overline{\alpha_{x x}-2 \alpha_{x} a}\right)\right\|_{L^{\infty}}\left\|u_{y}\right\|_{L^{2}}\|\tau\|_{L^{2}}+\left\|2 \phi_{2} \overline{\alpha_{x}}\right\|_{L^{\infty}}\left\|u_{y}\right\|_{L^{2}}\left\|\tau_{x}\right\|_{L^{2}}, \\
\left\langle\phi_{2} u_{y}, v\left(\frac{u_{x}}{\bar{\tau}^{2}}\right)_{y y}\right\rangle \leq & -\int_{\mathbb{R}} v \frac{\phi_{2}}{\bar{\tau}^{2}}\left|u_{y y}\right|^{2} d x \\
& +\left\|\left(\phi_{2}\right)_{x}+2 a \phi_{2}\right\|_{L^{\infty}}\left(\left\|\frac{v}{\bar{\tau}^{2}}\right\|_{L^{\infty}}\left\|u_{y}\right\|_{L^{2}}\left\|u_{y y}\right\|_{L^{2}}+\left\|v \frac{\left(\bar{\tau}^{2}\right)_{x}-a \bar{\tau}^{2}}{\left(\bar{\tau}^{2}\right)^{2}}\right\|_{L^{\infty}}\left\|u_{y}\right\|_{L^{2}}^{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\left\|\left(\phi_{2}\right)_{x}+2 a \phi_{2}\right\|_{L^{\infty}}\left\|v \frac{a\left(\bar{\tau}^{2}\right)_{x}+a^{2} \bar{\tau}^{2}-\bar{\tau}^{2} a^{2}}{\bar{\tau}^{4}}\right\|_{L^{\infty}}\|u\|_{L^{2}}\left\|u_{y}\right\|_{L^{2}} \\
& +\left\|\phi_{2}\right\|_{L^{\infty}}\left(\left\|v \frac{\left(\bar{\tau}^{2}\right)_{x}-a \bar{\tau}^{2}}{\left(\bar{\tau}^{2}\right)^{2}}\right\|_{L^{\infty}}\left\|u_{y}\right\|_{L^{2}}\left\|u_{y y}\right\|_{L^{2}}+\left\|v \frac{a\left(\bar{\tau}^{2}\right)_{x}+a^{2} \bar{\tau}^{2}-\bar{\tau}^{2} a^{2}}{\bar{\tau}^{4}}\right\|_{L^{\infty}}\|u\|_{L^{2}}\left\|u_{y y}\right\|_{L^{2}}\right), \\
\left\langle\phi_{2} u_{y},-\left(\bar{u}^{2} \tau\right)_{y}\right\rangle \leq & \left\|2 \phi_{2} \bar{u}_{x}\right\|_{L^{\infty}}\left\|u_{y}\right\|_{L^{2}}\|\tau\|_{L^{2}}+\left\|\phi_{2} \bar{u}^{2}\right\|_{L^{\infty}}\left\|u_{y}\right\|_{L^{2}}\left\|\tau_{y}\right\|_{L^{2}}, \\
\left\langle\phi_{2} u_{y},-(2 \bar{u} \bar{\tau} u)_{y}\right\rangle \leq & \left\|2 \phi_{2}\left(\bar{u}_{x} \bar{\tau}+\bar{u} \bar{\tau}_{x}\right)\right\|_{L^{\infty}}\left\|u_{y}\right\|_{L^{2}}\|u\|_{L^{2}}+\left\|2 \phi_{2} \bar{u} \bar{\tau}\right\|_{L^{\infty}}\left\|u_{y}\right\|_{L^{2}}^{2} .
\end{aligned}
$$

Finally the terms involving $\phi_{3}$.

$$
\begin{aligned}
\left\langle\phi_{3} \tau, c u_{y y}\right\rangle \leq & \left\|c \phi_{3}\right\|_{L^{\infty}}\|\tau\|_{L^{2}}\left\|u_{y y}\right\|_{L^{2}}, \\
\left\langle\phi_{3} \tau,(\alpha \tau)_{y y}\right\rangle \leq & \left\|\alpha \phi_{3}\right\|_{L^{\infty}}\left\|\tau_{y}\right\|_{L^{2}}^{2}+\left\|\alpha_{x}\left(\left(\phi_{3}\right)_{x}+2 a \phi_{3}\right)\right\|_{L^{\infty}}\|\tau\|_{L^{2}}^{2} \\
& +\left\|\alpha_{x} \phi_{3}+\alpha\left(\left(\phi_{3}\right)_{x}+2 a \phi_{3}\right)\right\|_{L^{\infty}}\left\|\tau_{y}\right\|_{L^{2}}\|\tau\|_{L^{2}}, \\
\left\langle\phi_{3} \tau, v\left(\frac{u_{x}}{\bar{\tau}^{2}}\right)_{y y}\right\rangle \leq & -\frac{1}{2} \int_{\mathbb{R}} v \frac{\phi_{3}}{\bar{\tau}^{2}}\left(\tau_{y} \bar{u}_{y y}+\bar{\tau}_{y} u_{y y}\right) d x \\
& +\left\|\left(\phi_{3}\right)_{y}+2 a \phi_{3}\right\|_{L^{\infty}}\left(\left\|\frac{v}{\bar{\tau}^{2}}\right\|_{L^{\infty}}\|\tau\|_{L^{2}}\left\|u_{y y}\right\|_{L^{2}}+\left\|\left(\frac{v}{\bar{\tau}^{2}}\right)_{x}+\frac{v a}{\bar{\tau}^{2}}\right\|_{L^{\infty}}\|\tau\|_{L^{2}}\left\|u_{y}\right\|_{L^{2}}\right) \\
& +\left\|\left(\phi_{3}\right)_{y}+2 a \phi_{3}\right\|_{L^{\infty}}\left\|\left(\frac{v a}{\bar{\tau}^{2}}\right)_{x}\right\|_{L^{\infty}}\|\tau\|_{L^{2}}\|u\|_{L^{2}} \\
& +\left\|\phi_{3}\right\|_{L^{\infty}}\left(\left\|\left(\frac{v}{\bar{\tau}^{2}}\right)_{x}+\frac{v a}{\bar{\tau}^{2}}\right\|_{L^{\infty}}\left\|\tau_{y}\right\|_{L^{2}}\left\|u_{y}\right\|_{L^{2}}+\left\|\left(\frac{v a}{\bar{\tau}^{2}}\right)_{x}\right\|_{L^{\infty}}\left\|\tau_{y}\right\|_{L^{2}}\|u\|_{L^{2}}\right), \\
\left\langle\phi_{3} \tau,-\left(\bar{u}^{2} \tau\right)_{y}\right\rangle \leq & \left\|\phi_{3}\left(\bar{u}^{2}\right)_{x}\right\|_{L^{\infty}}\|\tau\|_{L^{2}}^{2}+\left\|\phi_{3} \bar{u}^{2}\right\|_{L^{\infty}}\|\tau\|_{L^{2}}\left\|\tau_{y}\right\|_{L^{2}}, \\
\left\langle\phi_{3} \tau,-(2 \bar{u} \bar{\tau} u)_{y}\right\rangle \leq & \left\|2 \phi_{3}(\bar{u} \bar{\tau})_{x}\right\|_{L^{\infty}}\|\tau\|_{L^{2}}\|u\|_{L^{2}}+\left\|2 \phi_{3} \bar{u} \bar{\tau}\right\|_{L^{\infty}}\|\tau\|_{L^{2}}\left\|u_{y}\right\|_{L^{2}} .
\end{aligned}
$$

## Chapter 4

## Supplementary Numerics

In this chapter we handle a few miscellaneous numerical calculations that play supporting roles elsewhere. Note that while in presenting these methods we primarily focus on the modified Kuramoto-Sivashinsky equation (2.2), such techniques naturally generalize to the St. Venant equations (2.5) as well.

In Section 4.1 we numerically generate the equilibrium solution $q$ as a heteroclinic connection of anstable eigenspace to a stable eigenspace. This numerical approximation is necessary for the numerical Evan's function calculations in Section 3.5, numerical time evolution in Section 4.2, and when considering ad-hoc periodic solutions formed by concatenating copies of $q$ in Section 5.5.

In Section 4.2 we use the Crank-Nicolson method to numerically calculate the time evolution of a perturbed equilibrium solution $q$. The results of this are discussed in Section 5.1 and motivates our main stability result Theorem 5.7.

In Section 4.3 we use Hill's method to numerically calculate the spectrum of periodic solutions. This is used when we consider the stability of ad-hoc periodic wave trains formed by concatenating copies of $q$ in Section 5.5.

### 4.1 Numerically Generating Fronts/Pulses

In this section we focus on numerically generating the traveling wave solution $q$ for the modified Kuramoto-Sivashinsky equation (2.2) - where $q$ satisfies the ODE in (2.3) - with the intention of using it for numerical time evolution in Section 4.2. For simplicity in this section we take $\mu=0$, but in Section 5.5 we address the case when choosing $\mu \neq 0$. The defining equation (2.3) is a boundary value problem with boundary conditions as $|x| \rightarrow \infty$. Thus our main work will be in solving a numerical boundary value problem, although we will need to use projective boundary conditions to reduce this to a boundary value problem on a finite interval. Additionally an initial guess must be provided to the boundary value solver, which will be provided by using the shooting method.

To begin the shooting method we start by rewriting (2.3) as a first order system: by setting $q_{j}=\partial_{x}^{j} q$, we have

$$
\begin{array}{cc}
\partial_{x} q_{1}= & q_{2} \\
\partial_{x} q_{2}= & q_{3}  \tag{4.1}\\
\partial_{x} q_{3}= & -q_{2}+q_{1}^{3}+s q_{1} .
\end{array}
$$

This system has the stationary points $( \pm \sqrt{-s}, 0,0)$ which we would like to connect via a heteroclinic connection. We may consider arbitrary $s$, but we require that $s<0$. Linearizing this system around the stationary points gives the linearization

$$
L \vec{q}=\left(\begin{array}{ccc}
0 & 1 & 0  \tag{4.2}\\
0 & 0 & 1 \\
-2 s & -1 & 0
\end{array}\right)\left(\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3}
\end{array}\right)
$$

We ultimately want a heteroclinic orbit that connects the stationary points $( \pm \sqrt{-s}, 0,0)$. For ease of presentation in the following, we will be constructing "front" solutions with the orbit going from $(-\sqrt{-s}, 0,0)$ to $(\sqrt{-s}, 0,0)$. We may also consider "back" solutions going from $(\sqrt{-s}, 0,0)$ to $(-\sqrt{-s}, 0,0)$ : we will do later in Section 5.5.

Numerical calculations from [33] suggest that when $\mu=0$ then $s \approx-2.388$. We can use Matlab's built in function eig to find the eigenvalues and eigenvectors of (4.2). There are three eigenvalues,

$$
\lambda \approx 1.48713, \quad \lambda \approx-0.743565 \pm 1.63054 i
$$

which means there is a one-dimensional unstable manifold, spanned by $e_{u}^{-}$, and a two-dimensional stable manifold, spanned by $e_{s, 2}^{+}$and $e_{s, 2}^{+}$. One can imagine our desired hetereoclinic orbit as leaving $(-\sqrt{-s}, 0,0)$ along the unstable manifold and advancing towards $(\sqrt{-s}, 0,0)$ along the stable manifold. For our shooting method we will leave $(-\sqrt{-s}, 0,0)$ in the direction of $e_{u}^{-}$. That is, we have the initial condition of $(-\sqrt{-s}, 0,0)+\varepsilon e_{u}^{-}$, where $\varepsilon$ is a free parameter. We can then use this initial value along with the equation (4.2) with Matlab's built in ODE solver ode45, which implements a paired 4th and 5th order Runge-Kutta method, to solve for the value of $\vec{q}$ after some time (in our numerics we used the interval $[-7,10]$ ).

We are then faced with the optimization problem of choosing the value of $\varepsilon$ that results in a solution as close to $(\sqrt{-s}, 0,0)$ as possible. One can use Matlab's built in function fminsearch to perform this optimization, the results of which are given in Figure 4.1. Unfortunately the produced front is a little "lopsided," which we fixed by adding an artificial point to the right using the front's asymptotic value.

With an initial guess in hand, we now advance to the boundary value problem using projective boundary conditions. One can imagine our desired hetereoclinic orbit as leaving $(-\sqrt{-s}, 0,0)$ along the unstable manifold and advancing


Figure 4.1: The front produced by the shooting method after optimizing over choice of $\varepsilon$.


Figure 4.2: The front produced by using projective boundary conditions.
towards $(\sqrt{-s}, 0,0)$ along the stable manifold. Along the interval $[-L, L]$ projective boundary conditions may then be obtained by requiring the solution to be orthogonal to the stable manifold at $x=-L$ and orthogonal to the unstable manifold at $x=L$. Explicitly,

$$
q(-L) \cdot e_{s, 1}^{-}=0, \quad q(-L) \cdot e_{s, 2}^{-}=0, \quad q(L) \cdot e_{u}^{+}=0
$$

The vectors $e_{s, 1}^{-}, e_{s, 2}^{-}$and $e_{u}^{+}$were obtained by using Gram-Schmidt to find orthogonal bases to $e_{u}^{-}$and $e_{s, 1}^{+}, e_{s, 2}^{-}$ respectively. In practice it seemed as though the first two boundary conditions were redundant in some way, so we replaced one with the arbitrary condition that $q_{1}(-L)=-\sqrt{-s}+0.001$, intended to counteract the translationally invariant nature of the problem.

One can then use Matlab's built in function bvp4c, which implements a collocation method, to solve this boundary value problem, the result of which is given in Figure 4.2.

The following trick from [14] may be used to vastly increase performance of the boundary value solver. Specifically, that if (4.1) when written as a system is $\partial_{x} q=\mathscr{F}(q)$, then we introduce the variable $\tilde{q}$ with $\partial_{x} \tilde{q}=-\mathscr{F}(\tilde{q})$ so rather than working on the region $[-L, L], q$ is the solution on $[0, L]$ and $\tilde{q}$ is the solution running backwards on $[-L, 0]$.


Figure 4.3: (a) A plot showing how choosing $\mu$ affects the speed $s$, for both fronts and backs. (b) A plot contrasting the asymptotic values of the $\mu=1$ front and the $\mu=-1$ back.

We then have the additional three-dimensional matching condition that $q(0)=\tilde{q}(0)$ within which we can specify that the front takes on the (arbitrarily chosen) value $\frac{1}{2}$ at $x=0$.

Finally we now address a lingering mystery: what effect choosing the integration constant $\mu \neq 0$ in (2.3) have? It doesn't affect numerically calculating the front $q$ in Section 4.1 as one can let $\mu \neq 0$ and use this to determine the speed $s$. One can also calculate backs, which start from the positive asymptotic value and travel towards the positive one.

Later in Section 5.5 we would like to form ad-hoc periodic solutions by concatenating the fronts and backs together, and our choice of $\mu$ will affect this. Figure 4.3 (a) summarizes the (numerically calculated) relationship between $\mu$ and $s$. It seems as though the front with $\mu=\alpha$ travels the same speed as the $\mu=-\alpha$ back: this is necessary if we want to concatenate fronts and backs otherwise they would travel at different speeds and the ad-hoc periodic solution would fall apart even without a perturbation. In Figure 4.3 (b) we show how choosing $\mu \neq 0$ changes the asymptotic values: as $\mu$ changes the asymptotic values asymmetrically, then fronts and backs only have the same asymptotic values when $\mu=0$.

### 4.2 Numerical Time Evolution

We start by reviewing the Crank-Nicolson method [27, Chapter 9.1, p. 182], an implicit method commonly used to solve time evolution problems of the form (1.6). This method is about as efficient as the explicit method but is more amenable to "stiff" equations.

Consider solving the time-evolution problem $u_{t}=\mathscr{F}(u)$. Discretizing the problem on an $(\Delta x, \Delta t)$ grid so that $u_{j}^{k}=$ $u(j \Delta x, k \Delta t)$, or the $j$-th spatial position and the $k$-th temporal position. Set $\mathscr{F}_{j}^{k}=\mathscr{F}\left(u_{j}^{k}\right)$. We consider discretizing
the $t$-derivative, recalling that the forward and backward Euler methods are respectively

$$
\frac{u_{j}^{k+1}-u_{j}^{k}}{\Delta t}=\mathscr{F}_{j}^{k}, \quad \frac{u_{j}^{k+1}-u_{j}^{k}}{\Delta t}=\mathscr{F}_{j}^{k+1}
$$

The former is an explicit method as one can solve directly for $u_{j}^{k+1}$, the future value of $u$. Conversely the latter is an implicit method as $\mathscr{F}_{j}^{k+1}$ also depends on the future value of $u$. The Crank-Nicolson method is the average of these forward and backward Euler methods, explicitly

$$
\begin{equation*}
\frac{u_{j}^{k+1}-u_{j}^{k}}{\Delta t}=\frac{1}{2}\left(\mathscr{F}_{j}^{k}+\mathscr{F}_{j}^{k+1}\right) \tag{4.3}
\end{equation*}
$$

We show how the Crank-Nicolson method can be implemented to numerically calculate the time evolution, focusing on (2.2) first as this is a scalar equation which will simplify things. A similar methodology applies to (2.5), but we do not address it explicitly here. Our first goal is to discretize $\mathscr{F}$ : with (2.2) in mind, we will need to discretize the terms $u_{x}, u_{x x}, u_{x x x x}$, and $\left(u^{3}\right)_{x}$.

For both $u_{x}$ and $u_{x x}$ we use the standard second order difference discretizations [27, Chapter 1],

$$
\begin{equation*}
u_{x} \sim \frac{u_{j+1}^{k}-u_{j-1}^{k}}{2 \Delta x}, \quad u_{x x} \sim \frac{u_{j-1}^{k}-2 u_{j}^{k}+u_{j+1}^{n}}{(\Delta x)^{2}} \tag{4.4}
\end{equation*}
$$

Note that the $u_{x x x x}$ term will require a five point stencil (compared to the previous two discretization's three point stencils). We use the standard fourth order discretization,

$$
u_{x x x x} \sim \frac{u_{j-2}^{k}-4 u_{j-1}^{k}+6 u_{j}^{k}-4 u_{j+1}^{k}+u_{j+2}^{k}}{(\Delta x)^{4}}
$$

The non-standard term $\left(u^{3}\right)_{x}$ can provide some challenge. The naive approach would be the use the discretization for $u_{x}$ as in (4.4) but using the function $u^{3}$ instead, however this caused the overall time evolution to fail. A far better approach is to instead approximate the (equivalent) term $3 u^{2} u_{x}$, which did work in the eventual time evolution. A plausible explanation is that when $u$ is small, then $u^{3}$ is even smaller, so calculating the finite difference for $\left(u^{3}\right)_{x}$ is far more ill-posed than calculating it for $u_{x}$. We then use the previous discretization for $u_{x}$ as in (4.4), leading to the discretization

$$
3 u^{2} u_{x} \sim 3\left(u_{j}^{k}\right)^{2} \frac{u_{j+1}^{k}-u_{j-1}^{k}}{2 \Delta x}
$$

These discretizations may be combined to calculate $\mathscr{F}_{j}^{k}$, with

$$
\mathscr{F}_{j}^{k}=-\left[\frac{u_{j-1}^{k}-2 u_{j}^{k}+u_{j+1}^{k}}{(\Delta x)^{2}}\right]-\left[\frac{u_{j-2}^{k}-4 u_{j-1}^{k}+6 u_{j}^{k}-4 u_{j+1}^{k}+u_{j+2}^{k}}{(\Delta x)^{4}}\right]
$$

$$
+\left[3\left(u_{j}^{k}\right)^{2} \frac{u_{j+1}^{k}-u_{j-1}^{k}}{2 \Delta x}\right]+\left[s \frac{u_{j+1}^{k}-u_{j-1}^{k}}{2 \Delta x}\right]
$$

This may then be substituted into (4.3) to obtain a system of equations. To emphasize that the $u_{j}^{k+1}$ are unknown, we rewrite $u_{j}^{k+1}$ as $z_{j}$. This leads to the equation

$$
\begin{aligned}
0= & {[-2 \Delta t] z_{j-2}+\left[8 \Delta t-2(\Delta x)^{2} \Delta t-s(\Delta x)^{3} \Delta t\right] z_{j-1}+\left[4\left(\Delta x^{2}\right) \Delta t-12 \Delta t-4(\Delta x)^{4}\right] z_{j} } \\
& +\left[8 \Delta t-2(\Delta x)^{2} \Delta t+s(\Delta x)^{3} \Delta t\right] z_{j+1}+[-2 \Delta t] z_{j+2}+\left[-3(\Delta x)^{3} \Delta t\right] z_{j-1} z_{j}^{2}+\left[3(\Delta x)^{3} \Delta t\right] z_{j+1} z_{j}^{2} \\
& +2(\Delta x)^{4} \Delta t \mathscr{F}_{j}^{k}+4(\Delta x)^{4} u_{j}^{k}
\end{aligned}
$$

We condense the right hand side into the compact notation $f_{j}(\vec{z})=0$. We have such a system of equations for each $j$, so we condense that entire system into the notation $\vec{f}(\vec{z})=0$. Note that due to the $\left(u^{3}\right)_{x}$ term this is a nonlinear system in $z$, so we use Newton's method to solve it. Recall that Newton's method is

$$
J_{\vec{f}}\left(z_{j}^{(n)}\right)\left(z_{j}^{(n+1)}-z_{j}^{(n)}\right)=-\vec{f}\left(z_{j}^{(n)}\right)
$$

where $J_{\vec{f}}$ is the Jacobian of $\vec{f}$ with respect to $\vec{z}$, and the $(n)$ in the superscript indicates which iteration of Newton's method this is. As each $f_{j}$ only depends on $z_{j-2}, z_{j-1}, z_{j}, z_{j+1}, z_{j+2}$ then the Jacobian will be sparse with values centered around the diagonal. Schematically it will look like

$$
J_{\vec{f}}=\left[\begin{array}{ccccccc}
\ddots & \ddots & \ddots & \ddots & \ddots & 0 & 0 \\
0 & \frac{\partial f_{j}}{\partial z_{j-2}} & \frac{\partial f_{j}}{\partial z_{j-1}} & \frac{\partial f_{j}}{\partial z_{j}} & \frac{\partial f_{j}}{\partial z_{j+1}} & \frac{\partial f_{j}}{\partial z_{j+2}} & 0 \\
0 & 0 & \ddots & \ddots & \ddots & \ddots & \ddots
\end{array}\right]
$$

In order these terms will be

$$
\begin{aligned}
\frac{\partial f_{j}}{\partial z_{j-2}} & =-2 \Delta t \\
\frac{\partial f_{j}}{\partial z_{j-1}} & =8 \Delta t-2(\Delta x)^{2} \Delta t-s(\Delta x)^{3} \Delta t-3(\Delta x)^{3} \Delta t z_{j}^{2} \\
\frac{\partial f_{j}}{\partial z_{j}} & =-12 \Delta t+4(\Delta x)^{2} \Delta t-4(\Delta x)^{4}-6(\Delta x)^{3} \Delta t z_{j}\left(z_{j+1}-z_{j-1}\right) \\
\frac{\partial f_{j}}{\partial z_{j+1}} & =8 \Delta t-2(\Delta x)^{2} \Delta t+s(\Delta x)^{3} \Delta t+3(\Delta x)^{3} \Delta t z_{j}^{2} \\
\frac{\partial f_{j}}{\partial z_{j+2}} & =-2 \Delta t
\end{aligned}
$$

Note that we have a slight problem at the boundary as the first two and last two $f_{j}$ depend on $z_{j}$ that are not
included in the system. For example, $f_{1}$ and $f_{2}$ depend on $z_{-1}$ and $z_{-2}$. Since we are only interested in perturbations of an equilibrium solution which reaches its asymptotic values exponentially quickly, we replace any extraneous $z_{j}$ with said asymptotic values. For example, we would replace the erroneous references to $z_{-1}$ and $z_{-2}$ with the left asymptotic value.

The bulk of the actual numerical method lies in defining the Jacobian and computing the Newton's method to get the next time step. In this context Newton's method converges quite rapidly, so we only run it approximately 5 times for each time step. As the crux of Newton's method is solving a linear system, it is very important to encode the Jacobian as a sparse matrix to take advantage of Matlab's efficient calculation of sparse linear systems.

One useful implementation detail is to use a progress bar over the time steps: this may be implemented with Matlab's built in command waitbar. One can also use tic and toc to calculate the average amount of time to calculate a time step, and thus calculate the time remaining until completion.

The main output is a giant matrix of $z$-values whose entries are $\left(z_{j}^{k}\right)_{j, k}$. While using small time steps, and thus creating a large matrix, is necessary in computing the time evolution, once completed the time axis of the matrix may be truncated to save a significant amount of storage.

To create a visual output of the time evolution, one can use Matlab's built in command print to save the output of each time step as an image, and the program ffmpeg to combine all the images into a video file.

### 4.3 Computing the Essential Spectrum for Periodic PDE using Hill's Method

In this section we discuss using Hill's method to numerically calculate the spectrum of a linear differential operator with spatially periodic coefficients. There once existed a program SpectrUW [11] to perform these calculations, however it appears to be no longer available. Here we follow the SpectrUW documentation to implement this method into Matlab.

Firstly, we start with a differential operator $L$ with spatially periodic (on $\left[-\frac{L}{2}, \frac{L}{2}\right]$ ) coefficients $f_{k}(x)$ :

$$
L=\sum_{k=0}^{\ell} f_{k}(x) \partial_{x}^{k}
$$

As the coefficient functions are periodic, then one may use Fourier series to write them:

$$
\begin{gather*}
\qquad f_{k}(x)=\sum_{j=-\infty}^{\infty} \hat{f}_{k, j} e^{2 \pi i j x / L}, \quad k=0, \ldots, \ell  \tag{4.5}\\
\text { where } \hat{f}_{k, j}=\frac{1}{L} \int_{-\frac{L}{2}}^{\frac{L}{2}} f_{k}(x) e^{-2 \pi i j x / L} d x, \quad k=0, \ldots \ell, \quad j \in \mathbb{Z}
\end{gather*}
$$

From standard results in Floquet Theory [10, Section 2.4] the eigenfunctions $\psi$ may be written as

$$
\begin{equation*}
\psi(x)=\sum_{j=-\infty}^{\infty} \hat{\psi}_{j} e^{i x(\xi+\pi j / L)}, \quad \xi \in\left(-\frac{\pi}{2 L}, \frac{\pi}{2 L}\right) \tag{4.6}
\end{equation*}
$$

These eigenfunctions satisfy $L \psi=\lambda \psi$, so substituting the eigenfunctions into the eigenvalue equation,

$$
\left[\sum_{k=1}^{\ell}\left(\sum_{s=-\infty}^{\infty} \hat{f}_{k, s} e^{2 \pi i s x / L}\right) \partial_{x}^{k}\right] \sum_{j=-\infty}^{\infty} \hat{\psi}_{j} e^{i x(\xi+\pi j / L)}=\lambda \sum_{j=-\infty}^{\infty} \hat{\psi}_{j} e^{i x(\xi+\pi j / L)} .
$$

Calculating all of these derivatives, we then have

$$
\sum_{k=1}^{\ell} \sum_{j=-\infty}^{\infty} \sum_{s=-\infty}^{\infty} \hat{\psi}_{j}\left(\hat{f}_{k, s} e^{2 \pi i s x / L}\right)(i \xi+\pi i j / L)^{k} e^{i x(\xi+\pi j / L)}=\lambda \sum_{j=-\infty}^{\infty} \hat{\psi}_{j} e^{i x(\xi+\pi j / L)}
$$

This equation can be viewed as a linear operator acting on the basis $e^{i x(\xi+\pi j / L)}$ with $j \in \mathbb{Z}$ : an infinite dimensional matrix. Note that the exponential coming from (4.5) is twice as large as the exponential coming from (4.6), so every other entry in this matrix will be zero. Explicitly, using $\hat{\wedge}$ to denote terms being written in the basis $e^{i x(\xi+\pi j / L)}$, we have $\hat{\psi}=\left(\ldots, \hat{\psi}_{-1}, \hat{\psi}_{0}, \hat{\psi}_{1}, \ldots\right)$ and our eigenvalue equation is $\hat{L} \hat{\psi}=\lambda \hat{\psi}$. Then the entries of the bi-infinite matrix $\hat{L}$ are

$$
\hat{L}_{n, m}= \begin{cases}0 & \text { if } n-m \text { is odd } \\ \sum_{k=0}^{\ell} \hat{f}_{k, \frac{n-m}{2}}\left(i \xi+i \frac{\pi m}{L}\right)^{k} & \text { if } n-m \text { is even }\end{cases}
$$

Up to this point everything has been exact. In order to compute this numerically, we truncate the basis $e^{i x(\xi+\pi j / L)}$ with $j \in \mathbb{Z}$ to basis $e^{i x(\xi+\pi j / L)}$ with $j=-N, \ldots, N$. This leads to the truncated equation $\hat{L}_{N} \hat{\psi}_{N}=\lambda \hat{\psi}_{N}$, where now $\hat{L}_{N}$ is a finite matrix. In particular, this is a standard matrix eigenvalue problem and Matlab's built-in function eig can be used to compute the eigenvalues.

The only remaining wrinkle is $\xi$ : we discretize $\xi$ and for each fixed $\xi$ we find all the eigenvalues of $\hat{L}_{N}$, then at the end we combine them to find an approximation of the spectrum of $L$.

Implementing this in Matlab consists of three main steps, (1) computing the Fourier coefficients, (2) setting up the matrix $\hat{L}_{N}$ (and solving the eigenvalue problem with eig), and (3) a for-loop of the previous two steps over a discretization of $\xi$. To compute the Fourier coefficients we use Matlab's built-in function trapz to use the trapezoidal method to calculate the required integrals.

## Chapter 5

## Dynamics

In this chapter we discuss the dynamics - both analytical and numerical - of small perturbations to traveling waves of our equations. In particular this contains our main linear stability result for modified Kuramoto-Sivashinsky, Theorem 5.7.

Section 5.1 begins by discussing the result of the numerical time evolution from Section 4.2 for both the modified Kuramoto-Sivashinsky and St. Venant equations and uses this to motivate the idea of exponential weights. These exponential weights will be useful in stabilizing the essential spectrum (originally found in Section 3.3) which will be a necessary ingredient for the Gearhart-Pruss Theorem (Theorem 5.6).

In Section 5.2 we briefly discuss the semigroup formalism, with the goal of developing the Gearhart-Pruss Theorem.

In Section 5.3 we obtain our main linear stability result Theorem 5.7.
In Section 5.4 we discuss nonlinear stability, of which we unfortunately were unable to obtain. In Subsection 5.4.1 we prove a general nonlinear stability argument (that does not apply in our case), and in Subsection 5.4.2 we use this argument to highlight where the particular difficulties in proving nonlinear stability lie.

Finally in Section 5.5 we discuss another method of obtaining stability via ad-hoc periodic wave trains formed by concatenating copies of essentially unstable solutions related to the traveling waves $q$.

### 5.1 Time Evolution, Instability, and an Introduction to Exponential Weights

Recall that in Lemmas 3.17 and 3.18 we showed that the essential spectrum of the modified Kuramoto-Sivashinsky and St. Venant equations were unstable. Naively one would assume this leads to some dynamical instability, but of what kind?

Figure 5.1 shows the time evolution for the modified Kuramoto-Sivashinsky equation. We start with the front numerically generated in Section 4.1 that has been perturbed. Figure 5.1 (b) shows the result after a short amount of time: we remark that the perturbation appears to travel leftward through the transition of the front, is damped, then grows again upon leaving the transition. The perturbation also shifts the underlying front to the left a little, which is natural as the system is translation invariant; at best we would be able to show orbital stability, that the result converges


Figure 5.1: Time evolution of a perturbation to a solitary wave for the modified Kuramoto-Sivashinsky equation (2.2) with $\mu=0$ and $s=-2.388$. In (a) we show the initial condition, in (b) we show the result after a small amount of time, and in (c) we change the scale to show the result after a long amount of time.
(a)


(b)


Figure 5.2: Time evolution of a perturbation to a solitary wave for the St. Venant equation with $c=0.7849, q=1+c$, $F=9$, and $v=0.1$. In (a) we show the initial condition, in (b) we show the result after a small amount of time, and in (c) we show the result after a long amount of time.
asymptotically to a translate of the original front. Figure 5.1 (c) also shows that the amount the front is moved leftward is finite, and is roughly the amount shown in Figure 5.1 (b). Figure 5.1 (c) also shows that the perturbation doesn't ever damp and instead persists, convecting leftward: this is the instability we would expect given the unstable essential spectrum.

One important detail not shown in Figure 5.1 is that the instability that arises appears, from our numerical investigation, to be independent of the size of the initial perturbation. In particular, it seems one cannot control the $L^{\infty}(\mathbb{R})$-norm of the instability by making the initial perturbation arbitrarily small.

Figure 5.2 shows the time evolution for the St. Venant equation. We start with the pulse and perturbation shown in Figure 5.2 (a). Figure 5.2 (b) shows the result after the perturbation has traveled through the pulse: just like with the modified Kuramoto-Sivashinsky, the perturbation is damped and translates the pulse. In Figure 5.2 (c) we see that the perturbation grows to some size independent of the initial perturbation. In summary, most of the qualitative behavior of the modified Kuramoto-Sivashinsky equation time evolutions are also repeated for the St. Venant equation.

There is one large difference between the two time evolutions presented above though. In Figure 5.3 we show the St. Venant time evolution after a very large amount of time. Most concerning, the perturbation seems to leave copies of the original pulse in its wake, with these copies persisting in time. The modified Kuramoto-Sivashinsky time evolutions do not show this behavior, no matter how long they're run for - the perturbation continues to convects


Figure 5.3: Time evolution of the St. Venant equation after a very long time. The variable $u$ is plotted in blue and $\tau$ in orange. The perturbation has grown wider and appears to leave copies of the initial pulse in its wake.


Figure 5.4: A sample perturbation with an exponential function overlaid on it.
leftward while widening. Thus while the modified Kuramoto-Sivashinsky and St. Venant equations have similar behavior near the initial traveling wave, once again the St. Venant equation has unexpected complications.

To summarize, both equations have leftward traveling perturbations that do not decay in time. If we cannot obtain stability in the original $L^{2}(\mathbb{R})$-space, then how can we obtain stability? Figure 5.4 gives one possible answer: multiply both perturbations by a function that decays as one moves to the left, so as the perturbation travels leftward it damps itself. One of the most robust ways of doing this are the so called exponentially weighted spaces, which use the following $L^{2}$-based norm, for $a>0$,

$$
\|f\|_{L_{a}^{2}(\mathbb{R})}=\left\|e^{a x} f\right\|_{L^{2}(\mathbb{R})}
$$

and we define $L_{a}^{2}(\mathbb{R})$ to be the set of functions with finite $L_{a}^{2}(\mathbb{R})$-norm. One useful technical trick is to define the weighted perturbation

$$
w=e^{a x} v, \quad w \in L^{2}(\mathbb{R}), \quad v \in L_{a}^{2}(\mathbb{R})
$$

where the weighted perturbation $w$ can then be studied in the usual space $L^{2}(\mathbb{R})$. The usual perturbation equations


Figure 5.5: The essential spectrum of the weighted Laplacian $L_{a}$ for different values of $a$.
(1.9) $v_{t}=L v+\mathscr{N}(v)$ can be rephrased in terms of $w$,

$$
\begin{equation*}
w_{t}=L_{a}+e^{a x} \mathscr{N}(v), \tag{5.1}
\end{equation*}
$$

where $L_{a}$ is the conjugated linear operator

$$
\begin{equation*}
L_{a}=e^{a x} L e^{-a x} \tag{5.2}
\end{equation*}
$$

Also note that the nonlinearity is still a function of both the original unweighted perturbation $v$ and the weighted perturbation $w$ : eg. with $\mathscr{N}(v)=v^{2}$, then the weighted nonlinearity is $w v$. This will cause problems later - which we discuss in Subsection 5.4.2 - as one will still need control over the unweighted perturbation $v$.

Conjugating the linear operator $L$ in this way has the effect of changing its coefficients in the straightforward manner. That is, the product rule tells us that $\partial_{x}\left(e^{-a x} v\right)=\left(\partial_{x}-a\right) v$, hence transforming from $L$ to $L_{a}$ can be accomplished by replacing each $\partial_{x}$ with $\partial_{x}-a$. As we show now, this has the further effect of changing its essential spectrum.

## Example 5.1. Spectrum of the Exponentially Weighted Laplacian

Recall that in Example 3.11 we showed that the essential spectrum of the Laplacian $L=-\partial_{x}^{2}$ has an essential spectrum of $[0, \infty)$.

We can now calculate that the exponentially weighted Laplacian is

$$
L_{a}=-\left(\partial_{x}-a\right)^{2}: H^{2}(\mathbb{R}) \subset L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})
$$

whose essential spectrum is given by the graph of the polynomial

$$
p(i \xi)=-(i \xi-a)^{2}=\xi^{2}+2 i a \xi-a^{2}, \quad \xi \in \mathbb{R}
$$

The way in which the exponential weight $a$ changes the essential spectrum of $L_{a}$ is shown in Figure 5.5. In particular, the essential spectrum moves to the left as the point on this graph with smallest real part is $\lambda=-a^{2}$.


Figure 5.6: (a) The set of exponential weights $a$ and speeds $c$ for which the essential spectrum is stabilized. (b) The essential spectrum when $s=-1.2$ for different values of $a$.

This leads to the hope that by changing the exponential weight $a$, then somehow the essential spectrum will stabilize (by moving entirely into the left half-plane). We will see that for both systems there exist parameter values where the essential spectrum will stabilize.

The weighted linear operator $L_{a}$ about the traveling wave $q$ — as in (5.2) — for the modified Kuramoto-Sivashinsky equation (2.2) is

$$
\begin{equation*}
L_{a} u=-\partial_{x}^{4} u+4 a \partial_{x}^{3}-\left(6 a^{2}+1\right) \partial_{x}^{2} u+\left(2 a+4 a^{3}+3 \bar{q}^{2}+s\right) \partial_{x} u+\left(6 \bar{q} \bar{q}^{\prime}-a^{2}-a^{4}-3 a \bar{q}^{2}-a s\right) u \tag{5.3}
\end{equation*}
$$

## Theorem 5.2. Stabilization of the modified Kuramoto-Sivashinsky Essential Spectrum through Exponential <br> Weights

The essential spectrum for the exponentially weighted operator $L_{a}$ (5.3), for the modified Kuramoto-Sivashinsky equation (2.2), is entirely in the left half-plane provided

$$
2 s<\frac{-32 a^{4}-8 a^{2}-1}{4 a} .
$$

The values of a and s that satisfy this inequality are shown in Figure 5.6 (a).

Proof. The essential spectrum of $L_{a}$ is given by the graph of the polynomial

$$
p(i \xi-a)=-2 s(i \xi-a)-(i \xi-a)^{4}-(i \xi-a)^{2}, \quad \xi \in \mathbb{R}
$$

Our next goal is to find where the real part of the essential spectrum is maximized. The real part of this is

$$
\operatorname{Re} p(i \xi-a)=-a^{4}+a^{2}\left(6 \xi^{2}-1\right)+2 a s-\xi^{4}+\xi^{2} .
$$

Through elementary calculus we find that this is maximized when $\xi=\sqrt{\frac{6 a^{2}+1}{2}}$, with a value of

$$
\operatorname{Re} p\left(i \sqrt{\frac{6 a^{2}+1}{2}}\right)=-a^{4}+\left(3\left(6 a^{2}+1\right)-1\right) a^{2}-\frac{1}{4}\left(6 a^{2}+1\right)^{2}+\frac{1}{2}\left(6 a^{2}+1\right)+2 a s .
$$

Requiring this to be negative gives the inequality.
Figure 5.6 (b) shows how the essential spectrum changes as $a$ increases. The value of $a=0.32$ shown appears to be the exponential weight that moves the essential spectrum the furthest to the left. An interesting effect happens when $a$ is increased past this value, that the essential spectrum moves back to the right. Furthermore, it seems that the essential spectrum becomes unstable at a value of $a$ that matches the exponential decay rates of $q$. This is also a pragmatic upper limit for the value of $a$ as we need $e^{a x} q^{\prime}$ to be an eigenfunction of $L_{a}$ for our result in Theorem 5.7 on the linear dynamics.

The weighted linear operator $L_{a}$ about the traveling wave $(\bar{\tau}, \bar{u})^{T}$ — as in (5.2) — for the St. Venant equation (2.5) is

$$
L_{a}\binom{\tau}{u}=\begin{align*}
& c \tau_{x}-a \tau+u_{x}-a u  \tag{5.4}\\
& c u_{x}-a u+(\alpha \tau)_{x}-a \alpha \tau+v\left(\frac{u_{x}}{\bar{\tau}^{2}}\right)-v a \frac{u_{x}}{\bar{\tau}^{2}}-\bar{u}^{2} \tau-2 \bar{u} \bar{\tau} u
\end{align*}
$$

where $\alpha=\bar{\tau}^{-3}\left(F^{-1}+2 c v \bar{\tau}_{x}\right)$.
Showing Theorem 5.2 for modified Kuramoto-Sivashinsky is essentially a calculus problem. However for St. Venant the dispersion relation (3.9) used to find the essential spectrum has complex coefficients, so producing a similar inequality would be difficult. One possibility would be to use the following theorem regarding when roots of a complex coefficient polynomial have positive real part, which can be thought of as a souped up version of Descartes' rule of signs.

## Theorem 5.3. Number of Roots of a Complex Polynomial with Positive Real Part

[36, Theorem 11.3.3] Let $f$ be a monic polynomial with possible complex coefficients of degree $n$, and let $F(z)=$ $-f(i z)$. For $x \in \mathbb{R}$, write

$$
\begin{aligned}
& \operatorname{Re} F(x)=x^{n}+a_{1} x^{n-1}+\cdots+a_{n} \\
& \operatorname{Im} F(x)=0+b_{1} x^{n-1}+\cdots+b_{n}
\end{aligned}
$$

and let $\Delta_{2 \ell}$ be the Hurwitz determinant

$$
\Delta_{2 \ell}=\operatorname{det}\left(\begin{array}{ccccc}
a_{0} & a_{1} & a_{2} & \cdots & a_{2 \ell-1} \\
b_{0} & b_{1} & b_{2} & \cdots & b_{2 \ell-1} \\
0 & a_{0} & a_{1} & \cdots & a_{2 \ell-2} \\
0 & b_{0} & b_{1} & \cdots & b_{2 \ell-2} \\
\vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \cdots & a_{\ell} \\
0 & 0 & 0 & \cdots & b_{\ell}
\end{array}\right) .
$$

Let $m$ be the largest integer in $\{1, \ldots, n\}$ such that $\Delta_{2 m} \neq 0$. If $f$ has no real zero, then the number $p$ of zeroes of $f$ in the right half-plane is given by

$$
p=\frac{n-m}{2}+V^{*}\left(1, \Delta_{2}, \ldots, \Delta_{2 m}\right)
$$

where if $c_{0}, \ldots, c_{n}$ is a sequence of real numbers such that $c_{0} c_{n} \neq 0$, defining the quantities $c_{v}^{*}$ for $v=0, \ldots, n$ to be

$$
c_{v}^{*}= \begin{cases}a_{v} & \text { if } a_{v} \neq 0 \\ (-1)^{j(j-1) / 2} & \text { if } a_{v}=\cdots=a_{v-j+1}=0, a_{v-j} \neq 0, j \in \mathbb{N}\end{cases}
$$

then $V^{*}$ is the number of variations of sign in the sequence of non-vanishing numbers $c_{0}^{*}, \ldots, c_{n}^{*}$.

The vastly more cumbersome form of this theorem does not lend itself to a simple inequality as seen in Theorem 5.2. In Figure 5.7 we show how the essential spectrum changes for two parameter values of St. Venant. In (a) the essential spectrum cannot be stabilized as it moves to the right as $a$ increases, and in (b) the essential spectrum is easily stabilized by increasing $a$. The above theorem, along with continuous dependence of the PDE on the parameters and $a$, may be used to conclude that for some open set around the parameter values in (b) the essential spectrum may be stabilized for some value of $a$.

### 5.2 The Gearhart-Pruss Theorem

In Section 5.1 we found that exponential weights can stabilize the essential spectrum. Couple this with Section 3.5 where we find there are no unstable eigenvalues other than $\lambda=0$, and we should expect some sort of stability result in the vein of Theorem 1.2.

Recall that Theorem 1.2 largely rested on the behavior of the linear operator $\mathscr{F}^{\prime}\left(x_{0}\right)$ in (1.3). In this particular


Figure 5.7: How the most unstable boundary of the essential spectrum for the St. Venant equations changes as $a$ changes using (a) the [5] Figure 1 parameter values $\left(r=2, s=4, u_{0}=0.96, \bar{u}=u_{0}+c / u_{0}^{2}-c \bar{\tau}, v=0.1, F=6\right.$, $c=0.57052639$ ), which cannot be stabilized for any value of $a$, and (b) the [5] Figure 7 parameter values ( $c \approx 0.7849$, $\bar{u}=1+c-c \bar{\tau}, F=9, v=0.1$ ), which is easily stabilized.
case $\mathscr{F}^{\prime}\left(x_{0}\right)$ is a $d \times d$ matrix $A$. The solution to the linear equation $v_{t}=A v$ is given by the matrix exponential

$$
\begin{equation*}
e^{A t}=\sum_{j=0}^{\infty} \frac{(A t)^{j}}{j!} \tag{5.5}
\end{equation*}
$$

where if $v(0)$ is the initial condition, then $v(t)=e^{A t} v(0)$ is the solution. One can think of the operator $e^{A t}$ as "advancing $t$ units of time," which is a powerful interpretation of the solution that dovetails nicely with the idea of a flow. Matching this view one has the property that $e^{A(t+s)} v(0)=e^{A t} e^{A s} v(0)$.

To characterize the behavior of the linear solution, first suppose that the matrix $A$ is a diagonalizable: i.e. there exist unitary matrices $Q_{1}, Q_{2}$ and a diagonal matrix $D$ of eigenvalues so that

$$
A=Q_{1}\left(\begin{array}{cccc}
\lambda_{1} & & & \\
& \lambda_{2} & & \\
& & \ddots & \\
& & & \lambda_{d}
\end{array}\right) Q_{2}
$$

Using (5.5) one can calculate the matrix exponential as

$$
e^{A t}=Q_{1}\left(\begin{array}{llll}
e^{\lambda_{1} t} & & & \\
& e^{\lambda_{2} t} & & \\
& & \ddots & \\
& & & e^{\lambda_{d} t}
\end{array}\right) Q_{2}
$$

hence the entries of $e^{A t}$ are linear combinations of the $e^{\lambda_{i} t}$ and the behavior of $e^{A t}$ is given by the eigenvalues of $A$. This gives rise to the condition in Theorem 1.2, as specifically in this case if all the eigenvalues of $A$ have negative real
part then $e^{A t} v(0)$ will always decay to zero. In the general case one may use the Jordan normal form to show that all the entries of $e^{A t}$ are linear combinations of $t^{j} e^{\lambda_{i} t}$, and so the same result holds. Thus the matrix exponential offers a clean and tidy solution to the linear evolution.

In the same way that one can view (1.9) as the PDE analogue of (1.3), one can then wonder if there is a PDE analogue of the matrix exponential. The answer lies in the theory of semigroups.

## Definition 5.4. Strongly Continuous or $\mathscr{C}_{0}$-Semigroup

[18, p. 10] A map $S(\cdot): \mathbb{R}_{+} \rightarrow \mathscr{B}(X)$ on a complex Banach space $X$, where $\mathscr{B}(X)$ are all the bounded linear operators on $X$, is called a strongly continuous operator semigroup or just $\mathscr{C}_{0}$-semigroup if the following conditions are fulfilled:

1. $S(0)=I$ and we have $S(t+s)=S(t) S(s)$ for all $t, s \geq 0$
2. For each $x \in X$ the orbit, defined as the map

$$
S(\cdot) x: \mathbb{R}_{+} \rightarrow X, t \mapsto e^{L t} x
$$

is continuous

The generator $L$ of $S(t)$ is given by setting

$$
\mathscr{D}(L)=\left\{x \in X \mid \text { the limit } \lim _{t \rightarrow 0^{+}} \frac{S(t) x-x}{t} \text { exists in } X\right\}
$$

and defining

$$
L x=\lim _{t \rightarrow 0^{+}} \frac{S(t) x-x}{t}
$$

for $x \in \mathscr{D}(L)$. We also say that $L$ generates $S(t)$.
Because semigroups are the generalization of the matrix exponential (5.5), typically one writes $e^{L t}$ for the semigroup instead of $S(t)$. The following theorem guarantees that all of the differential operators we consider generate $\mathscr{C}^{0}$-semigroups.

Theorem 5.5. [24, Lemma 4.1.2, p. 80] Let $L$ be an exponentially asymptotic $\ell$-th order differential operator with $H^{r}(\mathbb{R})$ coefficients, for $1 \leq r<\infty$. If $L$ is well-posed in the sense that there exists $\omega>0$ such that the operator $L-\lambda$ acting on $H^{\ell}(\mathbb{R}) \subset L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})$ has a Fredholm index of 0 for $R e \lambda \geq \omega$, then $L$ generates a $\mathscr{C}^{0}$-semigroup on $H^{k}(\mathbb{R})$ for all $k \leq r$.

In particular the weighted operators $L_{a}(5.2)$ generate $\mathscr{C}^{0}$-semigroups.

We now state the main result that shows the semigroup has exponential decay under appropriate conditions. Contrast this result, where the resolvent just needs to be uniformly bounded, with Hille-Yoshida or Lumer-Philips theorems where the resolvent needs to have some decay in $\lambda$.

## Theorem 5.6. Gearhart-Pruss

[24, Theorem 4.1.5, p. 83] Let $X$ be a Hilbert space and assume that $L: \mathscr{D}(L) \subset X \rightarrow X$ generates a $\mathscr{C}^{0}$-semigroup. Let P be a finite codimension spectral projection associated with L. If for some $M, \omega>0$ the resolvent satisfies

$$
\|R(\lambda, L) P\| \leq M
$$

for all Re $\lambda \geq-\omega$, then there exists a $C>0$ such that the semigroup associated with PL satisfies the decay estimate

$$
\left\|e^{L t} P f\right\|_{X} \leq C e^{-\omega t}\|f\|_{X}
$$

We now show that the resolvent, after projecting off $\lambda=0$, for the modified Kuramoto-Sivashinsky equation (2.2) is bounded. Recall that in proving Lemma 3.20 the penultimate step was to add the bounds for $\operatorname{Re} \lambda$ and $|\operatorname{Im} \lambda|$ together to get the bound

$$
(\operatorname{Re} \lambda+|\operatorname{Im} \lambda|)\|u\|_{L^{2}(\mathbb{R})}^{2} \leq \tilde{C}\|u\|_{L^{2}(\mathbb{R})}^{2}
$$

This was obtained by starting with the eigenvalue problem $L_{a} u=\lambda u$. If instead one starts from the equation $\lambda u=L_{a} u+f$, then $u=\left(\lambda-L_{a}\right)^{-1} f$ and we can use this to obtain a resolvent bound. The first step was to consider the inner product with $u$ to form $\langle\lambda u, u\rangle$, so the only new term is $\langle f, u\rangle$. Using Cauchy-Schwartz and Young's inequality,

$$
(\operatorname{Re} \lambda+|\operatorname{Im} \lambda|)\|u\|_{L^{2}(\mathbb{R})}^{2} \leq C^{\prime}\|u\|_{L^{2}(\mathbb{R})}^{2}+\|f\|_{L^{2}(\mathbb{R})}^{2}
$$

Then after re-arranging,

$$
\|u\|_{L^{2}(\mathbb{R})}^{2} \leq \frac{1}{\operatorname{Re} \lambda+|\operatorname{Im} \lambda|-C^{\prime}}\|f\|_{L^{2}(\mathbb{R})}^{2}
$$

This more or less establishes the resolvent bound we need. Note that technically we need a bound for $\|u\|_{H^{2}(\mathbb{R})}$, not $\|u\|_{L^{2}(\mathbb{R})}$. We can repeat the process starting from the equations $\lambda u_{x}=L_{a} u_{x}+f_{x}$ and $\lambda u_{x x}=L_{a} u_{x x}+f_{x x}$ to obtain the following bounds,

$$
\begin{gathered}
(\operatorname{Re} \lambda+|\operatorname{Im} \lambda|)\left\|u_{x}\right\|_{L^{2}(\mathbb{R})}^{2} \lesssim\|u\|_{L^{2}(\mathbb{R})}^{2}+\left\|u_{x}\right\|_{L^{2}(\mathbb{R})}^{2}+\left\|f_{x}\right\|_{L^{2}(\mathbb{R})}^{2} \\
(\operatorname{Re} \lambda+|\operatorname{Im} \lambda|)\left\|u_{x x}\right\|_{L^{2}(\mathbb{R})}^{2} \lesssim\left\|u_{x x}\right\|_{L^{2}(\mathbb{R})}^{2}+\left\|u_{x}\right\|_{L^{2}(\mathbb{R})}^{2}+\|u\|_{L^{2}(\mathbb{R})}^{2}+\left\|f_{x x}\right\|_{L^{2}(\mathbb{R})}^{2}
\end{gathered}
$$

Also note that in the above there are terms like $u_{x x x x}$, for which $u \in H^{2}(\mathbb{R})$ is technically not defined. So we prove
the bounds for $u \in \mathscr{C}_{0}^{\infty}$, then extend the final bounds to $u \in H^{2}(\mathbb{R})$ by density. Finally once everything is combined, we have the bound

$$
\|u\|_{H^{2}(\mathbb{R})}^{2} \leq \frac{1}{\operatorname{Re} \lambda+|\operatorname{Im} \lambda|-C^{\prime}}\|f\|_{H^{2}(\mathbb{R})}^{2}
$$

From this bound we see that for $|\lambda|$ sufficiently large (such as $|\lambda|>\beta$ ) the resolvent is bounded. Combining the results of Theorem 5.2 and Section 3.5, and projecting away the eigenvalue $\lambda=0$ with a projection $P$ (discussed in the next section, 5.3), gives us a spectral gap: there exists some $\omega>0$ so that for all $\operatorname{Re} \lambda \geq-\omega$, the resolvent $P R(\lambda, L)$ is defined. As the resolvent is analytic, then we may obtain a uniform bound for $|\lambda|$ sufficiently small (such as $|\lambda|<\beta$ ) and $\operatorname{Re} \lambda \geq-\omega$, and we may apply Gearhart-Pruss.

Recall that the eigenvalue bound Lemma 3.23 for St. Venant fundamentally works the same as Lemma 3.20, and hence we may repeat the same calculations to apply Gearhart-Pruss to St. Venant as well.

### 5.3 Linear Dynamics

In this section we leverage the Gearhart-Pruss theorem (Theorem 5.6) to obtain the following stability result for the linear initial value problem

$$
\left\{\begin{array}{l}
w_{t}=L_{a} w  \tag{5.6}\\
w(0)=w_{0}
\end{array}\right.
$$

## Theorem 5.7. Asymptotic Linear Orbital Stability for the modified Kuramoto-Sivashinsky Equation

Let q be a traveling front solution of (2.2) and suppose that there exists an $a>0$ such that the following hold:

1. $\lambda=0$ is a simple eigenvalue of $L_{a}$ acting on $L^{2}(\mathbb{R})$ with eigenfunction $e^{a x} q^{\prime}$,
2. there exists a $\omega>0$ such that

$$
\sigma\left(L_{a}\right) \backslash\{0\} \subset\{\lambda \in \mathbb{C} \mid \operatorname{Re} \lambda<-\omega\}
$$

Then given any $w_{0} \in H^{2}(\mathbb{R})$ there exists a constant $\gamma_{\infty} \in \mathbb{R}$ and a solution $w(x, t)$ of (5.6) that is global in time and satisfies

$$
\begin{equation*}
\left\|w(\cdot, t)-\gamma_{\infty} e^{a \cdot} q^{\prime}\right\|_{H^{2}(\mathbb{R})} \lesssim e^{-\omega t}\left\|w_{0}\right\|_{H^{2}(\mathbb{R})} \tag{5.7}
\end{equation*}
$$

for all $t>0$.

We remark that the numerical Evan's function calculations in Section 3.5 suggest that these hypotheses on the spectrum are satisfied.

As Gearhart-Pruss requires a spectral gap, the first order of business is to construct a spectral projection to remove the $\lambda=0$ eigenvalue. While one can generically create a spectral projection with a contour integral using the resolvent,
in this case we can "explicitly" write the projection. Through the Fredholm alternative we know the dimension of $\operatorname{ker} L_{a}^{*}$ is 1: i.e. it is the span of some function $\psi^{a}$. As $e^{a x} q^{\prime} \in \operatorname{ker} L_{a}$ and $\lambda=0$ is a simple eigenvalue, then there are no generalized eigenvalues and $e^{a x} q^{\prime} \notin \operatorname{Range}\left(L_{a}\right)$, which by the Fredholm alternative tells us that $e^{a x} q^{\prime} \notin \operatorname{ker}\left(L_{a}^{*}\right)^{\perp}$ as well, and so $\left\langle\psi^{a}, e^{a x} q^{\prime}\right\rangle \neq 0$ (where $\langle\cdot, \cdot\rangle$ denotes the $L^{2}(\mathbb{R})$-inner product). Then we may write the spectral projection explicitly as

$$
P f=\frac{\left\langle\psi^{a}, f\right\rangle}{\left\langle\psi^{a}, e^{a x} q^{\prime}\right\rangle} e^{a x} q^{\prime}, \quad P: L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})
$$

Given a solution $w$ of (5.6), we can decompose it as

$$
w(x, t)=P w(x, t)+(I-P) w(x, t) .
$$

Note that $L_{a} P f=0$, so $e^{L_{a} t} P f=P f$. Then defining

$$
\gamma_{\infty}=\frac{\left\langle\psi^{a}, w(x, 0)\right\rangle}{\left\langle\psi^{a}, e^{a x} q^{\prime}\right\rangle}
$$

and using that $w(x, t)=e^{L_{a} t} w(x, 0)$,

$$
w(x, t)=\gamma_{\infty} q^{\prime}+e^{L t}(I-P) w(0) .
$$

We can re-arrange this equation to solve for $e^{L_{a} t}(I-P) w(0)$ and apply Gearhart-Pruss to obtain (5.7). We can also interpret this stability result in the context of the original solution $u$ of (2.2). Note that (5.7) can also be written as

$$
\left\|v(\cdot, t)-\gamma_{\infty} q^{\prime}\right\|_{H_{a}^{2}(\mathbb{R})} \lesssim e^{-\omega t}\left\|v_{0}\right\|_{H_{a}^{2}(\mathbb{R})}
$$

where $H_{a}^{2}(\mathbb{R})$ is an exponentially weighted $H^{2}(\mathbb{R})$. This means that the perturbation converges to $\gamma_{\infty} q^{\prime}$ in $H_{a}^{2}(\mathbb{R})$. Returning to the original equation $u(x, t)=q(x)+v(x)$, then we see that

$$
\begin{align*}
u(x, t) & \rightarrow q(x)+\gamma_{\infty} q^{\prime}(x) \text { in } H_{a}^{2}(\mathbb{R}) \text { as } t \rightarrow \infty  \tag{5.8}\\
& \approx q\left(x+\gamma_{\infty}\right) \tag{5.9}
\end{align*}
$$

where the latter approximation follows from Taylor's theorem. This justifies the use of the term "orbital stability" in Theorem 5.7. This would also be our expected behavior for any nonlinear argument.

Also note that under a similar hypothesis Gearhart-Pruss also applies to St. Venant, so we may propose a similar linear asymptotic orbital stability result for St. Venant.

### 5.4 Nonlinear Dynamics

### 5.4.1 Basic Nonlinear Stability Argument

In this subsection we work through Theorem 4.3 .5 of [24] which gives a basic nonlinear stability argument. Unfortunately this stability argument will not work for our equations: the difficulty lies in the polynomial inequalities following (5.18), as we would need control over the unweighted perturbation $v$ - which Section 5.1 shows isn't easily controlled - as well as the weighted perturbation $w$. Still, this basic argument will serve as a starting point for Subsection 5.4.2 where we discuss in detail the difficulties in proving nonlinear stability.

## Theorem 5.8. Basic Nonlinear Stability Argument

[24, Theorem 4.3.5, p. 93] Consider the nonlinear problem

$$
\partial_{t} u=\mathscr{F}(u)
$$

where $\mathscr{F}: H^{m}(\mathbb{R}) \subset L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})$ has an $N$-fold symmetry $T$. Suppose that $\mathscr{F}(q)=0$ and that the linearization $L=\nabla_{u} \mathscr{F}(q)$ and the nonlinearity $N(v)=\mathscr{F}(q+v)-L v$ satisfy the following hypotheses,

1. The operator L has a spectral gap; that is, there exists an $\omega>0$ such that

$$
\sigma(L) \cap\{\lambda \in \mathbb{C} \mid \operatorname{Re} \lambda \geq-\omega\}=\{0\}
$$

2. The eigenfunctions of $\lambda=0$ (i.e., the kernel of $L$ ) consists of $N$ simple eigenfunctions, each one associated with one of the $N$-fold symmetries $T$. (See (5.10) and the surrounding discussion for more details.)
3. The resolvent is bounded; specifically, if $P$ is the spectral projection to the eigenspaces of 0 , then the resolvent of the complementary projection is bounded: i.e. there exists $M, \omega>0$ so that for all $\operatorname{Re} \lambda>-\sigma$,

$$
\left\|R(\lambda ; L) P^{C}\right\| \leq M
$$

4. The linearization is well behaved; specifically the gradient $\nabla_{u} \mathscr{F}$ is locally Lipschitz on bounded sets, i.e. for each $R>0$ with $\|u\|_{H^{m}(\mathbb{R})} \leq R,\|v\|_{H^{m}(\mathbb{R})} \leq R$, then

$$
\left\|\left(\nabla_{u} \mathscr{F}(u)-\nabla_{u} \mathscr{F}(v)\right) w\right\|_{H^{m}(\mathbb{R})} \leq M\|u-v\|_{H^{m}(\mathbb{R})}\|w\|_{H^{m}(\mathbb{R})}
$$

5. The nonlinearity is locally quadratic; i.e. there exist $R>0, C>0$ so that for all $\|v\|_{Y} \leq R$ we have

$$
\|\mathscr{N}(v)\|_{H^{m}(\mathbb{R})} \leq C\|v\|_{H^{m}(\mathbb{R})}^{2}
$$

Then for any $\tilde{\omega} \in(0, \omega)$ the manifold $\mathscr{M}_{T}$ of equilibria is asymptotically orbitally stable in $\|\cdot\|_{H^{m}(\mathbb{R})}$ with exponential rate $\tilde{\omega}$.

But first we'll say a little about the "manifold $\mathscr{M}_{T}$ of equilibria" and "asymptotically orbitally stable." For stability we would naively expect the perturbed solution to return to the original solitary wave $q$ : Lyapunov stability from Definition 1.1. However, as Theorem 5.7 shows, at least at the linear level for the modified Kuramoto-Sivashinsky equation the perturbed wave settles down to a translate of the original wave. Both of the equations (2.2) and (2.5) are invariant to spatial translations in that if $u(x, t)$ is a solution, then $u(x+\gamma, t)$ will also be a solution. We need to account for this invariance in our notion of stability. In this case we would define $\mathscr{M}_{T}$ to be all translates of the traveling wave $q$. In general the $N$-fold symmetries (Definition 5.11) will determine the manifold $\mathscr{M}_{T}$ of equilibria. Orbital stability is defined to be Lyapunov stability to some particular element of $\mathscr{M}_{T}$.

## Example 5.9. Translation Symmetry

We define the translation operator $T$ by

$$
T(\gamma) q(x)=q(x+\gamma)
$$

Then we can see we have the properties that $T(0)=I, T(\gamma) T(\delta) q=T(\gamma+\delta) q$, and $T(-\gamma) T(\gamma) q=q$.
Further, we can define the generator $T^{\prime}$, or "linear approximation," through the limit, considered in $H^{m}(\mathbb{R})$,

$$
T^{\prime}=\lim _{\gamma \rightarrow 0} \frac{T(\gamma)-T(0)}{\gamma}=\partial_{x}
$$

Taylor's theorem gives us the estimate

$$
\left\|T(\gamma) u-u-\gamma T^{\prime} u\right\|_{H^{m}(\mathbb{R})} \leq M|\gamma|^{2}
$$

Another relatively common symmetry is rotational symmetry. Typically it occurs in complex systems, where rotation can be manifested as multiplying by " $e^{i \theta}$."

## Example 5.10. Rotational Symmetry

We define rotational symmetry as

$$
T(\theta) \phi=e^{i \theta} q
$$

Again we have the properties that $T(0)=I, T(\theta) T(\varphi) q=T(\theta+\varphi) q$, and $T(-\theta) T(\theta) q=q$.
Further, we can define the generator $T^{\prime}$, or "linear approximation," through the limit, considered in $H^{m}(\mathbb{R})$,

$$
T^{\prime}=\lim _{\theta \rightarrow 0} \frac{T(\theta)-T(0)}{\gamma}=\left.\partial_{\theta}\left(e^{i \theta}\right)\right|_{\theta=0}=i
$$

Then the estimate

$$
\|T(\theta) u-u-i \theta u\| \leq M|\gamma|^{2}
$$

again arises through Taylor's theorem, though this time by expanding $e^{i \theta}$ into a Taylor series.

Motivated by these specific properties of the above symmetries, we define the generalized notion of a symmetry.

## Definition 5.11. N-Parameter Symmetry Operator

[24, p. 86] We say that a given evolution $\operatorname{PDE} u_{t}=\mathscr{F}(u)$ has an $N$-parameter symmetry operator if there exist $N$ independent and commuting linear operators $T_{j} \in \mathscr{C}^{1}(\mathbb{R}, \mathscr{B}(Y))$ that satisfy

1. $T_{j}(0)=I$,
2. Preserves the addition structure of $\mathbb{R}$;

$$
T_{j}(s+t)=T_{j}(s) T_{j}(t)=T_{j}(t) T_{j}(s)
$$

3. Commute with one another,

$$
T_{i}(\gamma) T_{j}(\theta)=T_{j}(\theta) T_{i}(\gamma)
$$

4. The PDE is invariant under this symmetry,

$$
T_{j}(\gamma) \mathscr{F}(u)=\mathscr{F}\left(T_{j}(\gamma) u\right)
$$

We also assume that each symmetry is an isometry, i.e. $\left\|T_{j}(\gamma) u\right\|_{H^{m}(\mathbb{R})}=\|u\|_{H^{m}(\mathbb{R})}$ for all $\gamma$, and that the generator is defined by the limit, considered in $H^{m}(\mathbb{R})$,

$$
T_{j}^{\prime}=\lim _{\gamma \rightarrow 0} \frac{T_{j}(\gamma)-T_{j}(0)}{\gamma}
$$

exists and is a bounded operator from $H^{m}(\mathbb{R})$ to $L^{2}(\mathbb{R})$. Finally, we also require the generator to be a linear estimation in the sense that for $u$ sufficiently small,

$$
\left\|T_{j}(\gamma) u-u-\gamma T_{j}^{\prime} u\right\|_{H^{m}(\mathbb{R})} \leq M|\gamma|^{2}
$$

Finally we combine the individual $T_{j}$ together into the full symmetry operator

$$
T(\vec{\gamma})=T_{1}\left(\gamma_{1}\right) T_{2}\left(\gamma_{2}\right) \ldots T_{N}\left(\gamma_{N}\right)
$$

One important observation is that $T_{j}^{\prime} q$ are always in the kernel of $L$; as $\mathscr{F}\left(T_{j}(\gamma) q\right)=0$ for all $\gamma$, then $\partial_{\gamma} \mathscr{F}\left(T_{j}(\gamma) q\right)=$ 0 . Interchanging the derivative, we also have

$$
\begin{equation*}
\mathscr{F}\left(\partial_{\gamma} T_{j}(\gamma) q\right)=\mathscr{F}\left(T_{j}^{\prime} q\right)=0 . \tag{5.10}
\end{equation*}
$$

Then an alternative statement of hypothesis 2 ) of Theorem 5.8 is that only these $T_{j}^{\prime} q$ are in the kernel.

Lemma 5.12. Under the hypotheses of Theorem 5.8, given the adjoint eigenfunctions $\psi_{i}^{a}$ we have that $\operatorname{ker}\left(L^{a}\right)=$ span $\left\{\psi_{1}^{a}, \ldots, \psi_{N}^{a}\right\}$ with the property that

$$
\begin{equation*}
\left\langle T_{i}^{\prime} q, \psi_{j}^{a}\right\rangle=\delta_{i j} \tag{5.11}
\end{equation*}
$$

Proof. As $\lambda=0$ is an eigenvalue, then $L$ is a Fredholm operator with Fredholm index 0 . Recall from the Fredholm alternative (Theorem 3.4) combined with the definition of the Fredholm Index (Definition 3.1) we have that, for $L^{*}$ the adjoint of $L$,

$$
\operatorname{dim}(\operatorname{ker} L)=\operatorname{dim}\left(\operatorname{ker} L^{*}\right)
$$

so this combined with hypothesis 2 ) of Theorem 5.8 establishes that $\operatorname{ker} L^{*}$ should be $N$ dimensional. Recall that we also had the property that

$$
\mathscr{R}(L)=\left[\operatorname{ker} L^{a}\right]^{\perp} .
$$

For (5.11) to be true, then it is sufficient that each $T_{i}^{\prime} q$ isn't perpendicular to $\operatorname{ker} L^{*}$. However, we identified $\left[\operatorname{ker} L^{*}\right]^{\perp}$ as $\mathscr{R}(T)$. If $L f=T_{i}^{\prime} q$, then $L^{2} f=0$ and we have a generalized eigenspace for $T_{i}^{\prime} q$ of dimension 2 . This cannot happen as by hypothesis 2 ) of Theorem 5.8 each $T_{i}^{\prime} q$ is a simple eigenfunction.

To explain the purpose of this construction, first note that given the basis $\left\{T_{1}^{\prime} q, \ldots, T_{N}^{\prime} q\right\}$ for the eigenspace of $\lambda=0$, the spectral projection $P$ can in general be written as

$$
P f=\sum_{j=1}^{N} \sum_{i=1}^{N} \frac{\left\langle\psi_{i}^{a}, f\right\rangle}{\left\langle\psi_{i}^{a}, T_{j}^{\prime} q\right\rangle} T_{j}^{\prime} q .
$$

(This can be confirmed by noting that the complementary projection, $I-P$, is orthogonal to all $\psi_{i}^{a}$, and so it takes
elements to $\left(\operatorname{ker} L^{a}\right)^{\perp}$.) This construction allows us to eliminate an index of summation and write the projection as

$$
\begin{equation*}
P f=\sum_{j=1}^{N} \frac{\left\langle\psi_{j}^{a}, f\right\rangle}{\left\langle\psi_{j}^{a}, T_{j}^{\prime} q\right\rangle} T_{j}^{\prime} q \tag{5.12}
\end{equation*}
$$

where we also get the necessary condition that each $\left\langle\psi_{j}^{a}, T_{j}^{\prime} q\right\rangle$-term is nonzero.
Recall that hypotheses 1) and 3) of Theorem 5.8 mean that the hypotheses of the Gearhart-Pruss theorem (Theorem 5.6) are satisfied. We would then like to follow the argument in Section 5.3 used to obtain the linear dynamics by considering the evolution of $e^{L t} P w(0)$ and $e^{L t} P^{C} w(0)$. In particular, we would like to use the intuition of (5.9) — that the part of $v$ that doesn't decay exponentially via Gearhart-Pruss can be written as $q\left(x+\gamma_{\infty}\right)$ - to calculate $e^{L t} P w(0)$. Our first lemma says that we really can decompose a solution into a part that decays exponentially and a translation of $\phi$.

Lemma 5.13. [24, Lemma 4.3.3, p. 92] There exist $\delta>0$ and smooth functions $\gamma: H^{m}(\mathbb{R}) \rightarrow \mathbb{R}^{N}$ and $\beta: H^{m}(\mathbb{R}) \rightarrow$ $H^{m}(\mathbb{R})$ satisfying $\gamma(0)=0, \beta(0)=0$ and that for all $q \in \mathscr{M}_{T}$ and all $\|v\|_{Y} \leq \delta$,

$$
u=q+v=T(\gamma(v)) q+\beta(v)
$$

and further that $\beta(v) \in\left(\operatorname{ker} L^{a}\right)^{\perp}$.

Proof. First, using the Taylor series-like property of the symmetry,

$$
T(\gamma) q=q+\sum_{j=1}^{N} \gamma_{j} T_{j}^{\prime} q+T_{\mathscr{N}}
$$

where $T_{\mathscr{N}}$ is quadratic in $\gamma$.
Solving for $\beta(v)$,

$$
\begin{equation*}
\beta(v)=q+v-T(\gamma) q=v-\sum_{j=1}^{N} \gamma_{j} T_{j}^{\prime} q-T_{\mathscr{N}} \tag{5.13}
\end{equation*}
$$

Requiring that $\beta \in\left(\operatorname{ker} L^{a}\right)^{\perp}$ requires that for all the $\psi_{j}^{a}$ that span $\operatorname{ker} L^{a}$, we have

$$
0=\left\langle\beta, \psi_{j}^{a}\right\rangle=\left\langle v, \psi_{j}^{a}\right\rangle-\sum_{i=1}^{N} \gamma_{j}\left\langle T_{i}^{\prime} q, \psi_{j}^{a}\right\rangle-\left\langle T_{\mathscr{N}}, \psi_{j}^{a}\right\rangle
$$

If we set $g(\gamma, v)=\left(\left\langle v, \psi_{1}^{a}\right\rangle,\left\langle v, \psi_{2}^{a}\right\rangle, \ldots,\left\langle v, \psi_{N}^{j}\right\rangle\right)$, then $g(0,0)=0$ and $D_{\gamma} g(0,0)=-I_{N} \neq 0$. (This follows from $\left\langle T_{i}^{\prime} \phi, \psi_{j}^{a}\right\rangle=\delta_{i j}$.) Then by the implicit function theorem there is a neighborhood of $(0,0)$ and a smooth function $\gamma(v)$ so that $g(\gamma(v), v)=0$ on that neighborhood. From (5.13) we see that $\beta(v)$ is smooth as well.

With this decomposition in hand, we turn to the main theorem.

Proof. (Of Theorem 5.8)
First, consider initial data $u_{0}$ close enough to $q$ so that we can apply the decomposition in Lemma 5.13. The goal is to show that $u(t)$ stays close to $q$, and in particular converges to some nearby "translate" $T\left(\gamma_{\infty}\right) q$. Starting off with the decomposition given by Lemma 5.13,

$$
\begin{equation*}
u(t)=T(\gamma(t)) q+v, \quad P^{C} v=0 \tag{5.14}
\end{equation*}
$$

In the sequel we will write $\gamma(t)$ as just $\gamma$, but it is important to remember the time dependence.
Substituting (5.14) into the evolution equation $u_{t}=\mathscr{F}(u)$, then we obtain

$$
u_{t}=\mathscr{F}(u)=\mathscr{F}(T(\gamma) q+v)
$$

For the left hand side, we again substitute the decomposition (5.14) for $u$. For the right hand side, we take the Taylor expansion about $T(\gamma) q$. We then obtain the perturbation equation

$$
\begin{equation*}
v_{t}+\sum_{j=1}^{N}\left(\gamma_{j}\right)_{t} T_{j}^{\prime}(T(\gamma) q)=\mathscr{F}(T(\gamma) q)+\left[\nabla_{u} \mathscr{F}(T(\gamma) q)\right](u-T(\gamma) q)+\mathscr{N} \tag{5.15}
\end{equation*}
$$

where the nonlinearity $\mathscr{N}$, by hypothesis, is quadratic in $\|v\|_{H^{m}(\mathbb{R})}$. First, note that $\mathscr{F}(T(\gamma) q)=0$. Next, note that while we have a "linear operator" $L_{\gamma}=\nabla_{u} \mathscr{F}(T(\gamma) q)$, it is time dependent through $\gamma(t)$, so we cannot directly apply semigroup estimates on $L_{\gamma}$. That being said, our perturbation equations are currently

$$
v_{t}+\sum_{j=1}^{N}\left(\gamma_{j}\right)_{t} T_{j}^{\prime}(T(\gamma) q)=L_{\gamma} v+\mathscr{N}
$$

To get rid of the time dependence, we first write $L_{\gamma} v=L_{0} v+\left[L_{\gamma}-L_{0}\right] v$, where $L_{0}$ is $L_{\gamma(0)}$. Using our hypothesis on the Lipschitz continuity of $\nabla_{u} \mathscr{F}$, we have that $\left\|\left[L_{\gamma}-L_{0}\right] v\right\|_{H^{m}(\mathbb{R})} \leq C|\gamma|\|v\|_{H^{m}(\mathbb{R})}$. Then we will "hide" the $\left[L_{\gamma}-L_{0}\right] v$ term in the nonlinearity by considering the new nonlinearity $\mathscr{R}=\mathscr{N}+\left[L_{\gamma}-L_{0}\right] v$.

To help with the later modulation equations (i.e. being perpendicular to $\psi_{j}^{a}$ ), we would like to express $T_{j}^{\prime}(T(\gamma) q)$ in terms of $T_{j}^{\prime} q$. We first write $T_{j}^{\prime}(T(\gamma) q)=T_{j}^{\prime} q+T_{j}^{\prime}(T(\gamma) q-q)$. The latter term is a problem, but we can use the Taylor series of $T$ to write $T(\gamma) q-q$ as $\gamma T_{j}^{\prime} q$ plus a higher order term. As $q$ is smooth, then $T_{j}^{\prime} q$ is bounded by some constant, so $\|T(\gamma) q-q\|_{H^{m}(\mathbb{R})}=\mathscr{O}(|\gamma|)$. Assuming the operator norm of $T_{j}^{\prime}$ is bounded as well, then $\left\|T_{j}^{\prime}(T(\gamma) q-q)\right\|_{H^{m}(\mathbb{R})}=\mathscr{O}(|\gamma|)$. Then we write these as error terms $t_{j}=T_{j}^{\prime}(T(\gamma) q-q)$.

With these approximation in mind, the modulation equations are

$$
\begin{equation*}
v_{t}+\sum_{j=1}^{N}\left(\gamma_{j}\right)_{t}\left(T_{j}^{\prime} q+t_{j}\right)=L_{0} v+\mathscr{R} \tag{5.16}
\end{equation*}
$$

where $\mathscr{R}$ satisfies $\|\mathscr{R}\|=\mathscr{O}\left(|\gamma|\|v\|_{H^{m}(\mathbb{R})}+\|v\|_{H^{m}(\mathbb{R})}^{2}\right)$.

Our next goal is to see how $\gamma$ and $v$ behave in time. For this, we consider applying the spectral projection $P$ and its complement $P^{C}$. Applying $P$ will remove all $v$ terms (recall (5.14)), and we will get an evolution equation for just $\gamma$. Applying $P^{C}$ will allow us to use our exponential decay estimate on $P^{C} L_{0}$.

First, we consider applying $P$. Recall from (5.12) that

$$
P f=\sum_{i=1}^{N} \frac{\left\langle\psi_{i}^{a}, f\right\rangle}{\left\langle\psi_{i}^{a}, T_{i}^{\prime} q\right\rangle} T_{i}^{\prime} q .
$$

so it suffices to take the inner product of the modulation equation 5.16 with $\psi_{i}^{a}$. Taking this inner product, we obtain

$$
\left\langle\psi_{i}^{a}, v_{t}\right\rangle+\sum_{j=1}^{N}\left(\gamma_{j}\right)_{t}\left(\left\langle\psi_{i}^{a}, T_{j}^{\prime} q\right\rangle+\left\langle\psi_{i}^{a}, t_{j}\right\rangle\right)=\left\langle\psi_{i}^{a}, L_{0} v\right\rangle+\left\langle\psi_{i}^{a}, \mathscr{R}\right\rangle
$$

As $P v=0$, then $\left\langle\psi_{i}^{a}, v\right\rangle=0$. Noting that $\psi_{i}^{a}$ is time independent and taking the $t$-derivative, $\frac{d}{d t}\left\langle\psi_{i}^{a}, v\right\rangle=\left\langle\psi_{i}^{a}, v_{t}\right\rangle=0$. Using the definition of an adjoint, $\left\langle\psi_{i}^{a}, L_{0} v\right\rangle=\left\langle L_{0}^{a} \psi_{i}^{a}, v\right\rangle=0$.

Recall that we constructed the $\psi_{i}^{a}$ so that $\left\langle\psi_{i}^{a}, T_{j}^{\prime} q\right\rangle=\delta_{i j}$. Then if we define the matrix $M$ where the entry $M_{i j}=\left\langle\psi_{i}^{a}, t_{j}\right\rangle$ and the vector $\vec{r}$ where the $i$-th component is $r_{i}=\left\langle\psi_{i}^{a}, \mathscr{R}\right\rangle$, we can view this as the evolution equation

$$
\left(I_{N}+M\right) \gamma_{t}=\vec{r}
$$

For $\gamma$ sufficiently small, then $I_{N}+M$ is invertible, and $\left\|\left(I_{N}+M\right)^{-1}\right\| \approx 1$. Since the $\psi_{i}^{a}$ are orthonormal and $\|\mathscr{R}\|_{H^{m}(\mathbb{R})}=$ $\mathscr{O}\left(|\gamma|\|v\|+\|v\|^{2}\right)$, then

$$
\left|\gamma_{t}\right|=\mathscr{O}\left(|\gamma|\|v\|_{H^{m}(\mathbb{R})}+\|v\|_{H^{m}(\mathbb{R})}^{2}\right)
$$

Returning the the perturbation equation, if instead we apply $P^{C}$ we have

$$
P^{C} v_{t}+P^{C} \sum_{j=1}^{N}\left(\gamma_{j}\right)_{t}\left(T_{j}^{\prime} q+t_{j}\right)=P^{C} L_{0} v+P^{C} \mathscr{R}
$$

Recall from (5.14) that we specifically constructed $v$ so that $P^{C} v=v$. Further, as $P^{C}$ is a spectral projection it commutes
with $L_{0}$, and so $P^{C} L_{0} v=L_{0} v$ as well. Naturally, $P^{C} T_{j}^{\prime} \phi=0$. Then this projection of the perturbation equation is

$$
v_{t}+\sum_{j=1}^{N}\left(\gamma_{j}\right)_{t} P^{C} t_{j}=L_{0} v+P^{C} \mathscr{R}
$$

Since we now have estimates on both $t_{j}$ and $\gamma_{t}$, we can combine this with the nonlinearity to make $\mathscr{R}_{f}=P^{c} \mathscr{R}^{-}$ $\sum_{j=1}^{N}\left(\gamma_{j}\right)_{t} P^{C} t_{j}$. As $\left\|t_{j}\right\|_{H^{m}(\mathbb{R})}=\mathscr{O}(|\gamma|)$, and we're taking $\gamma$ sufficiently small, then we can bound this term by a constant. Then as $\mathscr{R}$ and $\gamma_{t}$ have the same estimate, we have $\left\|\mathscr{R}_{f}\right\|_{H^{m}(\mathbb{R})}=\mathscr{O}\left(|\gamma|\|v\|_{H^{m}(\mathbb{R})}+\|v\|_{H^{m}(\mathbb{R})}^{2}\right)$. This results in the relatively simple evolution equation

$$
\begin{equation*}
v_{t}=L_{0} v+\mathscr{R}_{f} . \tag{5.17}
\end{equation*}
$$

With this agreeable version of the perturbation equation and nonlinearity that we can estimate, the stage is set for the heart of the nonlinear analysis. Fix an exponential decay rate $\tilde{\omega} \in(0, \omega)$ and define the quantities

$$
\begin{equation*}
M_{v}(t)=\sup _{0 \leq s \leq t}\left(e^{\tilde{\omega} s}\|v(s)\|_{H^{m}(\mathbb{R})}\right), \quad M_{\gamma}(t)=\sup _{0 \leq s \leq t}|\gamma(s)| \tag{5.18}
\end{equation*}
$$

Note that if the quantity $M_{v}$ gives us the estimate $\|v(s)\|_{H^{m}(\mathbb{R})} \leq e^{-\tilde{\omega} s} M_{v}(t)$ for all $0<s \leq t$, so if $M_{v}$ is bounded, then we get exponential decay.

We use Duhamel on the simplified perturbation equation (5.17) to solve for $v(t)$, so

$$
v(t)=e^{L_{0} t} v_{0}+\int_{0}^{t} e^{L_{0}(t-s)} \mathscr{R}_{f} d s
$$

Note that hypotheses 1) and 3) ensure that $P^{C} L_{0}$ satisfies the hypotheses of the Gearhart-Pruss theorem (Theorem (5.6)), which in turn gives exponential decay of the linear solution $e^{L_{0} t} v_{0}$. Thus $\left\|e^{L_{0} t} v(0)\right\|_{H^{m}(\mathbb{R})} \leq C e^{-\omega t}\|v(0)\|_{H^{m}(\mathbb{R})}$.

Using the estimate that $\left\|\mathscr{R}_{f}\right\|_{H^{m}(\mathbb{R})}=\mathscr{O}\left(|\gamma|\|v\|_{H^{m}(\mathbb{R})}+\|v\|_{H^{m}(\mathbb{R})}^{2}\right)$, we have the estimate

$$
\|v(t)\|_{H^{m}(\mathbb{R})} \leq C e^{-\omega t}\|v(0)\|_{H^{m}(\mathbb{R})}+C \int_{0}^{t} e^{-\omega(t-s)}\left(|\gamma|\|v(s)\|_{H^{m}(\mathbb{R})}+\|v(s)\|_{H^{m}(\mathbb{R})}^{2}\right) d s
$$

Using the estimate $\|v(s)\|_{H^{m}(\mathbb{R})} \leq e^{-\tilde{\omega} s} M_{v}$ to introduce the $M_{v}$ and $|\gamma| \leq M_{\gamma}$ to introduce $M_{\gamma}$,

$$
\|v(t)\|_{H^{m}(\mathbb{R})} \leq C e^{-\omega t}\|v(0)\|_{H^{m}(\mathbb{R})}+C e^{-\omega t} \int_{0}^{t}\left[e^{(\omega-\tilde{\omega}) s} M_{\gamma} M_{v}+e^{(\omega-2 \tilde{\omega}) s} M_{v}^{2}\right] d s
$$

Note that $M_{v}, M_{\gamma}$ are independent of $s$, so we can evaluate these integrals directly. The $\int_{0}^{t} e^{\omega s} d s$ become $e^{\omega t}$, which cancels with the existing $e^{-\omega t}$ terms. We also use that $e^{-\omega t} \leq e^{-\tilde{\omega} t}$ to reduce the exponential coming from linear
decay. Then grouping everything under the same constant,

$$
\begin{equation*}
\|v(t)\|_{H^{m}(\mathbb{R})} \leq C\left[e^{-\tilde{\omega} t}\|v(0)\|_{H^{m}(\mathbb{R})}+e^{-\tilde{\omega} t} M_{\gamma} M_{v}+e^{-2 \tilde{\omega} t} M_{v}^{2}\right] \tag{5.19}
\end{equation*}
$$

While we may have written $t$ in the above, it technically applies for all $t^{\prime} \in[0, t]$. With this in mind, we can change $t$ to $t^{\prime}$, multiply by $e^{\tilde{\omega} t^{\prime}}$, then take the supremum over all $t^{\prime} \in[0, T]$ to convert $\|v(t)\|_{H^{m}(\mathbb{R})}$ to $M_{v}$, and in particular the bound

$$
M_{v} \leq C\left[\left\|v_{0}\right\|+M_{\gamma} M_{v}+M_{v}^{2}\right]
$$

To obtain a similar inequality for $M_{\gamma}$, we need to backtrack to the evolution equation $\gamma_{t}=\mathscr{O}\left(|\gamma|\|v\|_{H^{m}(\mathbb{R})}+\|v\|_{H^{m}(\mathbb{R})}^{2}\right)$. Using $M_{v}, M_{\gamma}$ to bound these terms and integrating from 0 to $t^{\prime}$ gives that

$$
\left|\gamma\left(t^{\prime}\right)\right| \leq C_{2}\left[M_{\gamma} M_{v}+M_{v}^{2}\right]
$$

As this holds for all $t^{\prime} \in[0, T]$, it also holds for $M_{\gamma}$, so

$$
M_{\gamma} \leq C_{2}\left[M_{\gamma} M_{v}+M_{v}^{2}\right]
$$

Now we use $M_{\nu}, M_{\gamma}$ to show nonlinear stability. Recall that we were a little vague in choosing $u_{0}$. To rectify this, suppose we choose $u_{0}$ such that $M_{v}(t) \leq \frac{1}{2 C_{2}}$ for all $t \in[0, \underline{\mathrm{~T}}]$. Our goal is to extend $\underline{T}$ to infinity.

First, using this bound for $M_{v}$, we have that

$$
M_{\gamma} \leq \frac{1}{2} M_{\gamma}+C_{2} M_{v}^{2}
$$

Subtracting $\frac{1}{2} M_{\gamma}$ from both sides and renormalizing,

$$
M_{\gamma} \leq 2 C_{2} M_{v}^{2}
$$

Using this bound, we can rewrite the inequality for $M_{v}$ as

$$
\begin{equation*}
M_{v} \leq C_{3}\left[\|v(0)\|+M_{v}^{2}+M_{v}^{3}\right] \tag{5.20}
\end{equation*}
$$

Without loss of generality, take $C_{3}>1$. Thus it suffices to set $x=M_{v}$ and consider the polynomial inequality

$$
-x^{3}-x^{2}+x-\|v(0)\|_{H^{m}(\mathbb{R})} \leq 0
$$

Note that when $\|v(0)\|_{H^{m}(\mathbb{R})}=0$ then $x=0$ is a root, and that the $x$-derivative when $x=0$ is 1 . Choosing $\|v(0)\|_{H^{m}(\mathbb{R})}>$ 0 will shift the graph vertically downwards. For $\|v(0)\|_{H^{m}(\mathbb{R})}$ non-zero but sufficiently small, the polynomial will take on a negative value at $x=0$ and cross the $x$-axis. In particular this means that when $t=0, x=M_{v}(0)=\|v(0)\|_{H^{m}(\mathbb{R})}$ which will satisfy the polynomial inequality, and hence $M_{v}$ satisfies the polynomial inequality for all time.

### 5.4.2 As Applied to modified Kuramoto-Sivashinsky and the St. Venant Equation

In (5.8) we develop our guess for the nonlinear stability result, a standard asymptotic orbital stability result possibly phrased as "given a solution $u$, we have $\|u(\cdot, t)-q(\cdot+\gamma(t))\|_{H_{a}^{2}} \lesssim e^{-\omega t}\|u(0)\|_{H_{a}^{2}(\mathbb{R})}$ where $\gamma(t)$ is some function converging exponentially to a constant." Unfortunately we were unable to prove the full nonlinear instability result. In this section we detail the complications and technical issues that arise, many of which have seemingly not been reported in the literature before.

The main problem comes down to the interaction between the exponential weight and the nonlinearity. For the modified Kuramoto-Sivashinsky equation the perturbation equations (1.9) - obtained by decomposing the solution as $q(x)+v(x, t)$ and substituting this into the PDE, with a more detailed definition in (5.15) - are

$$
\begin{equation*}
v_{t}=-v_{x x}-v_{x x x x}+c v_{x}+6 q q^{\prime} v+3 q^{2} v_{x}+3 q^{\prime} v^{2}+6 q v v_{x}+3 v^{2} v_{x}-\gamma^{\prime} q^{\prime} \tag{5.21}
\end{equation*}
$$

We'll focus on the $v^{2} v_{x}$ term. Recall that we defined the weighted perturbation to be $w=e^{a x} v$, and when rewriting this perturbation equation (5.21) in terms of $w$ to obtain the weighted perturbation equation (5.1), the nonlinearity becomes $e^{a x} \mathscr{N}(v)$. Considering just this one term, our weighted nonlinearity may be written as either

$$
e^{a x} v^{2} v_{x}=w v v_{x} \quad \text { or } \sim v^{2} w_{x}
$$

(The $\sim$ is used as there are additional terms arising from the product rule.) Recall that from Section 5.1 the $L^{2}(\mathbb{R})$ norm of the weighted perturbation $w$ may become small, but the unweighted perturbation $v$ remains large (in both an $L^{2}(\mathbb{R})$ and $L^{\infty}(\mathbb{R})$ sense). However, no matter where the weight is placed, one still needs some control over the original unweighted perturbation $v$. In particular, this is a problem when attempting to find a polynomial bound as in (5.20) of the general nonlinear stability theorem. For the weighted perturbation $w$ we could define $M_{w}$ in a similar manner as in (5.18), i.e. $M_{w}(t)=\sup _{0 \leq s \leq t}\left(e^{\tilde{\omega} s}\|w(s)\|_{H^{m}(\mathbb{R})}\right)$. We cannot do the same for $M_{v}$ as we do not expect exponential decay of the $H^{m}(\mathbb{R})$-norm. One possible solution would be to define $M_{v}(t)=\sup _{0 \leq s \leq t}\|w(s)\|_{L^{\infty}(\mathbb{R})}$, but this term doesn't become arbitrarily small.

One naive solution to this would be to split the exponential weight into thirds, with

$$
e^{a x} \mathscr{N}(v)=\left(e^{\frac{1}{3} a x} v\right)^{2}\left(e^{\frac{1}{3} a x} v_{x}\right)
$$

Then one could define

$$
M_{\tilde{w}}(t)=\sup _{0 \leq s \leq t}\left(e^{\tilde{\omega} s}\left\|e^{\frac{1}{3} a x} v(s)\right\|_{H^{m}(\mathbb{R})}\right)
$$

and hopefully use this to find a polynomial bound as in (5.20). We remark that looking at Figure 5.6 there appear to be speeds $s$ and weights $a$ where both $a$ and $\frac{1}{3} a$ will stabilize the essential spectrum and hence it may be possible that both $M_{w}$ and $M_{\tilde{w}}$ to be bounded. Unfortunately with this method one would then have to mind both weights $e^{a x} v$ and $e^{\frac{1}{3} a x} v$ simultaneously. The main issue arises in the analogue of (5.19), as the left hand side is $\|w\|_{H^{m}(\mathbb{R})}$, and taking the supremum in $t$ gives an $M_{w}$ term, not the desired $M_{\tilde{w}}$ term. That is, one would have $M_{w}(t) \leq f\left(M_{\tilde{w}}(t)\right)$ where $f$ is some polynomial. It is clear that $M_{w}(t) \leq M_{\tilde{w}}(t)$, but one would need the opposite inequality to convert this into a polynomial inequality like (5.20).

The more typical solution, such as in $[16,6,31]$, is to prove some sort of a priori estimate for the unweighted perturbation $v$, typically in the $L^{\infty}(\mathbb{R})$-norm. In our case we wouldn't expect $\|v\|_{L^{\infty}(\mathbb{R})}$ to become arbitrarily small given arbitrarily small initial perturbations - hence this may not help finish the nonlinear stability argument — but rigorously showing that $\|v\|_{L^{\infty}(\mathbb{R})}$ is at least bounded would be an interesting result on its own.

For technical reasons when trying to establish an $L^{\infty}(\mathbb{R})$-norm bound for the perturbation one usually uses the Banach space $L_{\mathrm{ul}}^{2}(\mathbb{R})$ of uniformly local weighted $L^{2}(\mathbb{R})$ functions. To define this space, first choose a positive and bounded weight function $\rho(x) \in C^{2}(\mathbb{R})$ for which $\int \rho(x) d x=1$ and $\left|\rho^{\prime}(x)\right|,\left|\rho^{\prime \prime}(x)\right| \leq \rho(x)$ for all $x \in \mathbb{R}$. One possible choice is $\rho(x)=\frac{1}{\pi} \operatorname{sech} x$. Also define the rescaling $\rho_{b}(x)=\rho(b x)$. This space uses the norm

$$
\|u\|_{L_{\mathrm{ul}}^{2}(\mathbb{R})}^{2}=\sup _{y \in \mathbb{R}} \int_{\mathbb{R}} \rho(x+y)|u(x)|^{2} d x
$$

and the space itself is defined to be

$$
L_{\mathrm{ul}}^{2}(\mathbb{R})=\left\{u \in L_{\mathrm{loc}}^{2}(\mathbb{R}) \mid\|u\|_{L_{\mathrm{ul}}^{2}(\mathbb{R})}<\infty \text { and }\|u(\cdot+y)-u(\cdot)\|_{L_{\mathrm{ul}}^{2}(\mathbb{R})} \rightarrow 0 \text { as } y \rightarrow 0\right\}
$$

One can also use this methodology to define uniformly local Sobolev spaces $H_{\mathrm{ul}}^{k}(\mathbb{R})$, and that different choices of weight function $\rho(x)$ result in the same spaces with equivalent norms. These spaces also have the following properties.

Lemma 5.14. [16, Lemma 2.1] There is a constant $K_{0}$ with the following properties:

1. $H_{u l}^{1}(\mathbb{R})$ is an algebra and embeds continuously into the space of uniformly continuous functions with $\|u\|_{L^{\infty}(\mathbb{R})}^{2} \leq$ $K_{0}\|u\|_{L_{u l}^{2}(\mathbb{R})}\|u\|_{H_{u l}^{1}(\mathbb{R})}$ for all $u \in H_{u l}^{1}(\mathbb{R})$.
2. For each $0<b<1$, then $\|u\|_{L_{u l}^{2}(\mathbb{R})}^{2} \leq K_{0}(1+b)\|u\|_{L_{u l}^{2}\left(\mathbb{R}, \rho_{b}\right)}$ for all $u \in L_{u l}^{2}(\mathbb{R})$.
3. We have $-\int_{\mathbb{R}} \rho_{b} u\left(1+\partial_{x}^{2}\right)^{2} u d x \leq \frac{7 b^{2}}{2} \int_{\mathbb{R}} \rho_{b} u^{2}$ dx for all $u \in H_{u l}^{4}(\mathbb{R})$.

The first result shows that the $L_{\mathrm{ul}}^{2}(\mathbb{R})$-norm more or less provides an upper bound for the $L^{\infty}(\mathbb{R})$-norm. Intuitively this is because the weight function is shifted all around, so there's no place on the real line for a function to hide its poor behavior.

The third result gives a slight hint as to why the $L_{\mathrm{ul}}^{2}(\mathbb{R})$-norm is easier to work with rather than the $L^{\infty}(\mathbb{R})$-norm. Ignoring the translation invariance, fundamentally $\|\cdot\|_{L_{\mathrm{ul}}^{2}(\mathbb{R})}$ is defined as an inner product. That means one can use energy type estimates, such as those in Section 5.20 which heavily relied upon integration by parts, to form inequalities. The following is an adaptation of the third result but using the linear operator from the modified Kuramoto-Sivashinsky equation.

Lemma 5.15. Let $\rho$ be an integrable weight function with $\left|\rho^{\prime \prime}(x)\right| \leq \rho(x)$ for all $x \in \mathbb{R}$. For $b \in \mathbb{R}$, set $\rho_{b}(x)=\rho$ (bx). Then, for all $u \in H_{u l}^{4}(\mathbb{R})$, the following estimate holds:

$$
\int_{\mathbb{R}} \rho_{b} u\left(-\partial_{x}^{4}-\partial_{x}^{2}+s \partial_{x}\right) u d x \leq\left(\frac{b^{4}}{4}+\frac{3 b^{2}}{2}-\frac{b s}{2}+1\right) \int_{\mathbb{R}} \rho_{b} u^{2} d x
$$

Proof. First, a side calculation. By integration by parts,

$$
\int \rho_{b} u u_{x}=-\int \rho_{b}^{\prime} u^{2}-\int \rho_{b} u u_{x}
$$

From which we conclude

$$
\int \rho_{b} u u_{x}=-\frac{1}{2} \int \rho_{b}^{\prime} u^{2}
$$

Returning to the main equation, from integration by parts,

$$
\begin{aligned}
\int \rho_{b} u\left(-\partial_{x}^{4}-\partial_{x}^{2}+s \partial_{x}\right) u d x & =\int\left[\rho_{b}^{\prime} u u_{x x x}+\rho_{b} u_{x} u_{x x x}\right]-\rho_{b} u u_{x x}-\frac{s}{2} \rho_{b}^{\prime} u^{2} \\
& =\int-\left[\rho_{b}^{\prime \prime} u u_{x x}+\rho_{b}^{\prime} u_{x} u_{x x}\right]-\left[\rho_{b}^{\prime} u_{x} u_{x x}+\rho_{b} u_{x x}^{2}\right]-\rho_{b} u u_{x x}-\frac{s}{2} \rho_{b}^{\prime} u^{2} \\
& =\int \rho_{b}^{\prime \prime}\left(-u u_{x x}+u_{x}^{2}\right)-\rho_{b}\left(u u_{x x}+u_{x x}^{2}\right)-\frac{s}{2} \rho_{b}^{\prime} u^{2}
\end{aligned}
$$

From the proof of [31, Lemma 3.8], we have

$$
\int \rho_{b} u_{x}^{2} \leq \frac{b^{2}}{2} \int \rho_{b} u^{2}+\left|u u_{x x}\right|
$$

Applying this,

$$
\int \rho_{b} u\left(-\partial_{x}^{4}-\partial_{x}^{2}+s \partial_{x}\right) u d x \leq \int \rho_{b}\left(\left(2+b^{2}\right)\left|u u_{x x}\right|-u_{x x}^{2}+\left(\frac{b^{4}}{2}-\frac{b s}{2}\right) u^{2}\right)
$$

Using Cauchy with epsilon with $\varepsilon=\frac{\left(2+b^{2}\right)}{\sqrt{2}},|u|\left|u_{x x}\right| \leq \frac{\left(2+b^{2}\right)^{2}}{4} u^{2}+u_{x x}^{2}$, and the result follows.
However, the papers [16, Lemma 3.5] that use this technique concern themselves with reaction-diffusion equations — time evolution PDEs where the highest order term is $-u_{x x}$ and where there are no derivatives in the nonlinearity. In particular these equations are of a fundamentally different structure than either the modified Kuramoto-Sivashinsky or St. Venant equations. The arguments in [16, Lemma 3.5] heavily rely upon this structure to obtain their estimates. In particular a problem arises when attempting to follow the strategy in [16, Lemma 3.5] is that in their equation (1.2) the nonlinearity is $-u^{3}$ : as the modified Kuramoto-Sivashinsky does not have this term, then we are unable to establish the sign of a certain quantity.

Another interesting result would be to prove that the perturbation only travels to the left. The most promising way of doing this would likely be a technique that resembles [28, Lemma 16], [29, Section 2, Lemma 1], or [30, Lemma 3]. The details of each of these differ slightly, but the setup is to define the quantity

$$
\mathscr{I}(t)=\int_{\mathbb{R}}|u(x, t)|^{2} \psi(x-t) d x
$$

where $\psi(x)=\arctan (x)$ or a similar function and show that $\mathscr{I}(t)$ is monotone increasing in time. Note that $\mathscr{I}$ is more or less an energy, so by calculating $\frac{d}{d t} \mathscr{I}(t)$ one can use integration by parts to shift the derivatives to the $\psi$ term. Then part of the trick is defining an ODE for $\psi$ whose solution is given by a function that resembles arc tangent. Again, because the PDEs they consider differ in structure from the modified Kuramoto-Sivashinsky equation, it is not clear if an amenable ODE for $\psi$ can even be constructed.

A final remark regarding obstacles to obtaining a polynomial bound such as (5.20) is the fact that the nonlinearity for the modified Kuramoto-Sivashinsky $v^{2} v_{x}$ contains a derivative. Naively choosing $M_{v}$ to be based on the $H^{m}(\mathbb{R})$ norm, the derivative in the nonlinearity would force a term like $M_{v}$ but using the $H^{m+1}(\mathbb{R})$-norm, and hence the iteration couldn't close. In contrast to the previous problems of this subsection, this problem does have a working solution in the form of damping estimates. An example of one is given in Lemma 6.9 which applies to an equation with a nonlinearity like $u u_{x}$, for which one obtains an inequality like

$$
\|u\|_{H^{2}} \leq e^{-\beta t}\|u(0)\|_{H^{2}}+C \int_{0}^{T} e^{-\beta(t-s)}\|u(s)\|_{H^{1}(\mathbb{R})} d s
$$



Figure 5.8: The weighted $H_{a}^{1}(\mathbb{R})$-norm of the perturbation for the modified Kuramoto-Sivashinsky equation, with $a=0.3$, as a function of time. Note that time has been truncated to show the rapidity of decay. The perturbations used are rescalings of that in Figure 5.1.

This allows us to bound higher order Sobolev spaces by lower order ones, in exchange for some exponential growth, and allows us to complete the iteration of (5.20) by using $M_{v}$ defined using the same $H^{m}(\mathbb{R})$-norm. In principle such a result should be true for the modified Kuramoto-Sivashinsky equation, although the complexity of the weighted linear operator $L_{a}$ in (5.3) necessitates a well-planned bookkeeping system for the calculations. The result for the St. Venant equation was proved in [38, Section 4.2].

One extra problem that shows up exclusively for the St. Venant case was shown in Figure 5.3: the fact that the perturbation seemingly leaves copies of the original pulse in its wake. The most promising solution would be to return to the original ansatz $q(x+\gamma(t))+v(x, t)$ and account for some number of copies of the original pulse, perhaps rewriting it as $u(x, t)=\sum_{j=1}^{N} q_{j}\left(x+\gamma_{j}(t)\right)+v(x, t)$.

Finally, we end this section on a hopeful note by reviewing Figure 5.8 which shows the time evolution of the weighted $H_{a}^{1}(\mathbb{R})$-norm of the perturbations for the modified Kuramoto-Sivashinsky equation. All of the perturbation sizes show exponential decay: so while it may not be clear how to prove the nonlinear stability result, we believe such a result should be true.

### 5.5 Stabilizing via Ad-hoc Periodic Wave Trains

We start this section by considering the modified Kuramoto-Sivashinsky equation. First, let us recall that numerical time evolution suggests that a transition from one slope to another is unstable in the standard space $L^{2}(\mathbb{R})$. We investigated these transitions because they model an observable physical phenomenon and hence should be stable themselves. Since something must be stable - otherwise it would not be physically observable - maybe the secret lies not in a single transition but the repeating effect of them. After all, the pictures of the surface in [33] show not just one transition but many: what if choosing to investigate only a single transition neglects some sort of important effect?


Figure 5.9: (a) A schematic of one cell block for the ad-hoc periodic wave train. (b) A comparison of an ad-hoc periodic wave train with the computed numerical solution, found by using the boundary value problem from Section 4.1 with the ad-hoc periodic wave train as an initial guess. (c) A zoom-in on the dashed part of (a), showing how well they agree.


Figure 5.10: The time evolution of an ad-hoc periodic wave train formed by concatenating a $\mu=0$ front with a $\mu=0$ back solution. The initial condition is shown in orange, and the solutions at time (a) $t=3.4$ and (b) $t=8.2$ are shown. In (b) the perturbation is barely visible around $z=-20$, and in (c) the perturbation is almost undetectable near $z=-40$.


Figure 5.11: (a) Three different front-back pairs with variable spacing and their corresponding essential spectrum. (b) Periodic cells with two front-back pairs and variable spacing. Note that despite using different spacings, both of their total spacings sum up to $2 \eta$ and that for both the essential spectrum is just touching the imaginary axis.

With this in mind we attempt to investigate how repetition affects stability. We simplify the situation by considering ad-hoc periodic wave train formed by concatenating a front, a back, and some amount of space in-between them. Specifically, we'll be constructing "cell blocks", as in Figure 5.9(a), by concatenating a front, some amount of "spacing" which lingers on the front's right asymptotic value, a back, more spacing which uses the back's right asymptotic value, then possibly repeating this process with more fronts and backs. Each spacing can be independently varied and the resulting cell block will be repeated periodically to create a periodic solution. Of note is that each front and back itself needs a certain amount of space to reach its asymptotic values. If there isn't enough, then the solution is always unstable no matter what spacing is used. This amount of space to use for each front and back was chosen arbitrarily.

While these solutions may be ad-hoc, they do resemble the observed phenomenon in [33] by having many alternating slope transitions. Figure 5.9 (b) and (c) also show that the ad-hoc periodic wave trains are good approximations for a periodic solution. There is one major difference in that the observed physical phenomenon's slope transitions do not necessarily occur in regular intervals and are not periodic. These ad-hoc wave trains are a compromise where we can investigate irregular spacings by changing the cell blocks, while periodically repeating these cell blocks allows us to use Hill's Method (from Section 4.3) to easily calculate the spectrum.

The time evolution in Figure 5.10 provides a hint to the general dynamics of these ad-hoc wave trains when subjected to small localized perturbations. In general the leftward moving perturbation is damped as it moves through each slope transition while it grows when it is otherwise in the region of constant slope. Then by placing enough transitions close enough together the perturbation can be repeatedly damped, eventually disappearing.

Rephrasing this intuition in terms of the spectrum, the general trend is that increasing the spacings moves the spectrum to the right and so makes the solution more unstable. This can be observed in Figure 5.11 (a), where one spacing parameter for a one front-back pair is successively increased. Refining this observation, there seems to be a critical spacing $\eta$ where the spectrum just touches the imaginary axis: any more spacing is unstable, any less is stable. What is perhaps more surprising is that for $n$ front-back pairs, the sum of all the spacings is compared to the critical


Figure 5.12: Periodic cells for the St. Venant equation with three pulses and variable spacing. Blue is the $u$-variable and orange is the $\tau$ variable. Note that despite using different spacings, both of their total spacings are the same and that for both the essential spectrum is just touching the imaginary axis.
number $n \eta$ : any more spacing is unstable, any less is stable. This is demonstrated in Figure 5.11 (b) where the spacing of two front-back pairs is allowed to vary, but the total spacing is kept at $2 \eta$, and the spectrum keeps just touching the imaginary axis. In particular, the instability can be given a relatively large space to grow in, so long as this is balanced by a few close front-back pairs.

So far in this section we have been focusing on the behavior ad-hoc periodic wave trains specifically for the modified Kuramoto-Sivashinsky equation. However, all of this investigation was actually inspired by Figures 11 to 13 from [5]: which are essentially Figure 5.10 for the St . Venant equation. Some preliminary numerics, such as Figure 5.12, suggest that St. Venant allows for the same behavior for ad-hoc periodic wave trains, right down to the result that it is the total spacing that matters, not how it's distributed.

All of these results suggest that the modified Kuramoto-Sivashinsky and St. Venant equations might admit a robust array of repeating but not necessarily periodic traveling wave solutions. An open problem would be to show their existence and to consider their dynamics. For modified Kuramoto-Sivashinsky in particular these results suggest that starting with solitary traveling waves may not be the right approach to modeling the stable nanoscale patterns.

## Chapter 6

## Using the Bloch Transform to Characterize Unstable Initial Conditions

In much of the preceding, the fact that there was unstable essential spectrum served to complicate matters: the main complication being that in the time evolution - as featured in Section 5.1 - the essential spectrum caused oscillatory instabilities that could not be controlled by making the initial perturbation smaller. As a consequence of this, the main linear stability result Theorem 5.7 could only be proved in an exponentially weighted space.

In contrast, the eigenvalue $\lambda=0$ posed no problems as it was quickly eliminated with a spectral projection. This leads to the natural question about whether or not such a neat and tidy spectral projection could be constructed to handle the unstable essential spectrum as well.

In this chapter we propose a methodology - detailed in 6.2 .2 - for constructing such a projection $P$ and use this projection to show that any initial perturbation which activates a sufficiently unstable portion of the essential spectrum will lead to instability. In particular, this projection will be used to characterize the linear growth of the initial perturbation. Hence any spectral projection for the essential spectrum must at least remove some portion of the unstable part.

In particular this result is proved in the context of periodic PDEs, as there the essential spectrum is given as point spectrum of a family of related operators - this is detailed in Subsection 6.2.1.

### 6.1 Setup

We consider a reaction-diffusion type system of real-valued partial differential equations of the form

$$
\left\{\begin{array}{lr}
u_{t}(x, t)=L u(x, t)+\mathscr{N}(u(x, t)) & x \in \mathbb{R}, t>0  \tag{6.1}\\
u(x, 0)=u_{0}(x) & u \in \mathbb{R}^{d}
\end{array}\right.
$$

posed on $X=H^{n}(\mathbb{R})$, an appropriate Sobolev subspace of $L^{2}(\mathbb{R})$, where $L$ is an $2 n$-th order linear differential operator of the form

$$
\begin{equation*}
L=\sum_{j=0}^{2 n} a_{j}(x) \partial_{x}^{j} \tag{6.2}
\end{equation*}
$$

with real-valued $2 \pi$-periodic coefficient functions $a_{j}(x)$. Other periods may be considered by rescaling $x$. For simplicity we also assume that $L$ is a sectorial operator. We assume the nonlinear operator $\mathscr{N}$ satisfies the following polynomial estimate,

$$
\begin{equation*}
\|\mathscr{N}(u)\|_{X} \leq\|u\|_{X}^{p} \quad \text { for some } p>1 \tag{6.3}
\end{equation*}
$$

Note that in general the perturbation equation (1.9) may be of this form provided $L$ is the linearization around a periodic equilibrium solution. While we did not consider the modified Kuramoto-Sivashinsky equation (2.2) or St. Venant equations (2.5) in this context, the numerics in Subsection 5.5 suggest that periodic equilibrium solutions exist for the modified Kuramoto-Sivashinsky equation and for St. Venant periodic equilibrium solutions do exist [38].

For the local dynamics, traditionally one uses the following definition of stability.

Definition 6.1. Let $\phi$ be an equilibrium solution and $u$ be a perturbation (as above) which satisfies (6.1). The equilibrium solution $\phi$ is said to be stable (in the norm $\|\cdot\|$ ) if for all $\varepsilon>0$ there exists a $\eta>0$ so that requiring $\left\|u_{0}\right\|<\eta$ ensures that $\|u(t)\|<\varepsilon$ for all time. Otherwise $\phi$ is said to be unstable.

Typically the focus has been showing that equilibrium solutions are stable. In contrast, we are particularly interested in the case when the $L^{2}(\mathbb{R})$ spectrum of $L, \sigma(L)$, is "spectrally unstable": when $\sigma(L) \cap\{z \in \mathbb{C} \mid \operatorname{Re} z>0\} \neq \emptyset$. In particular, this may be in the context of Subsection 5.5 for a sufficiently large spacing.

In $[17,19]$ it is shown that spectral instability leads to instability. This is done by constructing a specific initial perturbation $u_{0}$ which results in a poorly behaved solution, thus precluding stability. In particular in [19] the initial perturbation $u_{0}$ is taken to be a perturbation which "activates" the most unstable part of $\sigma(L)$, roughly speaking that it projects into the most unstable subspaces. Hence the presence of any unstable essential spectrum precludes stability in the sense of Definition 6.1.

However if some sort of projection could be constructed that removes all of the unstable essential spectrum, then one may be able to show stability in the sense of 6.1 . This problem may be rephrased in the following way: suppose that $u_{0}$ is an initial perturbation that "activates none of the unstable essential spectrum." Then we would like to show that the initial perturbation $u_{0}$ is stable in the following sense.

Definition 6.2. An initial perturbation $u_{0}$ of (6.1) is said to be stable (in the norm $\|\cdot\|$ ) if for all $\varepsilon>0$ there exists an $\eta>0$ so that for all $0<\delta<\eta$, if $u_{\delta}$ is the solution to (6.1) with initial perturbation $\delta u_{0}$, then $\left\|u_{\delta}(t)\right\|<\varepsilon$ for all time. Otherwise $u_{0}$ is said to be unstable.

With this definition in mind, [19] shows that the initial perturbation which activates the rightmost part of $\sigma(L)$ is unstable. But what if an initial perturbation activates any other part of $\sigma(L) \cap\{z \in \mathbb{C} \mid \operatorname{Re} z>0\}$ ? A naive guess would be that if $u_{0}$ activates $\sigma(L) \cap\{z \in \mathbb{C} \mid \operatorname{Re} z>0\}$ it is unstable, and if it does not it is stable. If that were the case, then one would obtain stability of $\phi$ for a wide range of initial perturbations.

Our main result is a step in this direction with Theorem 6.7 which concludes that if an initial perturbation activates an sufficiently unstable subset of $\sigma(L) \cap\{z \in \mathbb{C} \mid \operatorname{Re} z>0\}$, then that initial perturbation is unstable. This result applies to many reaction-diffusion type systems with periodic equilibrium solutions, including but not limited to scalar reaction diffusion, FitzHugh-Nagumo [35], the Klausmeier model for vegetation stripe formulation [41, 40], and the Belousov-Zhabotinskii reaction [7]. This methodology is robust enough that in Theorem 6.10 we show how it may be extended to dissipative systems of conservation laws such as Kuramoto-Sivashinsky [4, 20] and the St. Venant equation [3, 38].

To see how a spectral instability may lead to a nonlinear instability, we recall from Duhamel's equation the solution of (6.1) can be decomposed as

$$
\begin{equation*}
u(x, t)=e^{L t} u_{0}(x)+\int_{0}^{t} e^{L(t-s)} \mathscr{N}(u(x, s)) d s \tag{6.4}
\end{equation*}
$$

which uses the solution semigroup $e^{L t}$ to write the solution in terms of a linear part and a nonlinear part.
The stability of the linear part is directly influenced by point spectrum of $L$. Suppose $L$ had an eigenfunction $\psi$ with eigenvalue $\lambda$ with $\operatorname{Re} \lambda>0$ : then choosing $\psi$ as an initial perturbation, the linear part would be $e^{\lambda t} \psi$ and we would have exponential growth. While in general the $L^{2}(\mathbb{R})$ spectrum of $L$ will not contain such eigenvalues, as the coefficient functions $a_{j}(x)$ in (6.2) were taken to be $2 \pi$-periodic then Floquet theory gives the $L^{2}(\mathbb{R})$ spectrum of $L$ as the collection of $L_{\text {per }}^{2}[0,2 \pi)$ point spectrum of the one-parameter family of operators $L_{\xi}=e^{-i \xi x} L e^{i \xi x}$ with $\xi \in\left[-\frac{1}{2}, \frac{1}{2}\right)$ [21, Proposition 3.1]. The respective domains $L^{2}(\mathbb{R})$ and $L_{\mathrm{per}}^{2}[0,2 \pi)$ are connected through the Bloch Transform. (This theory and its preliminaries are developed in Subsection 2.1, and that specific spectral result is given in Proposition 6.3). In Subsection 2.2 we use the Bloch Transform to define the projection (6.15) which allow us to use this unstable point spectrum of $L_{\xi}$ to conclude exponential growth for the linear part of (6.4).

This clarifies the notion of " $u_{0}$ activating an unstable part of $\sigma(L)$ " as "the Bloch Transform of $u_{0}$ contains some sufficiently unstable eigenspace of some $L_{\xi}$." A further area of study would be to see if this Bloch transform view gives any insight into specifically how the initial perturbation goes unstable.

To handle the nonlinear part of (6.4), we apply the reverse triangle inequality to obtain the following lower bound for the solution,

$$
\begin{equation*}
\left|\left\|e^{L t} u_{0}\right\|_{X}-\left\|\int_{0}^{t} e^{L(t-s)} \mathscr{N}(u(x, s)) d s\right\|_{X}\right| \leq\|u(x, t)\|_{X} \tag{6.5}
\end{equation*}
$$

In Section 3 we prove an upper bound on the growth of the nonlinear part, which when contrasted with the exponential growth of the linear part gives instability.


Figure 6.1: Eigenvalues $\lambda$ of $L_{\xi}$ given as maroon $x$ 's. As $\xi$ changes, each individual eigenvalue moves holomorphically with its path given in red. (It is artistic license that the paths are unidirectional.) The spectrum of $L, \sigma(L)$, is graphed in black. The union of all of these eigenvalues $\lambda$ forms $\sigma(L)$.

### 6.2 Spectral Properties

### 6.2.1 Characterization of the Spectrum

The operator $L$ from (6.1) is a linear differential operator with $2 \pi$-periodic coefficients, so standard results in Floquet theory [10, Section 2.4] tell us that there are no $L^{2}(\mathbb{R})$ eigenfunctions: the spectrum is entirely essential. Furthermore, the spectrum of $L$ can be determined from the following one-parameter family of Bloch operators $L_{\xi}$,

$$
\begin{equation*}
L_{\xi}=e^{-i \xi x} L e^{i \xi x} \quad \text { defined on } L_{\mathrm{per}}^{2}[0,2 \pi), \xi \in\left[-\frac{1}{2}, \frac{1}{2}\right) . \tag{6.6}
\end{equation*}
$$

Given the form of $L$ in (6.2), the Bloch operators take the following explicit form,

$$
\begin{equation*}
L_{\xi}=\sum_{j=0}^{n} a_{j}(x)\left(\partial_{x}+i \xi\right)^{j} \tag{6.7}
\end{equation*}
$$

Proposition 6.3. [21, Proposition 3.1] Consider the operator $L$ as in (6.2) acting on $L^{2}(\mathbb{R})$ with domain $H^{1}(\mathbb{R})$ and the associated Bloch operators $\left\{L_{\xi}\right\}_{\xi \in\left[-\frac{1}{2}, \frac{1}{2}\right)}$ acting on $L_{p e r}^{2}[0,2 \pi)$ with domain $H_{p e r}^{1}[0,2 \pi)$. Then $\lambda$ is in the $L^{2}(\mathbb{R})$ spectrum of $L$ if and only if there exists some $\xi \in\left[-\frac{1}{2}, \frac{1}{2}\right)$ so that $\lambda$ is in the $L_{\text {per }}^{2}[0,2 \pi)$ spectrum of $L_{\xi}$ with an eigenfunction of the form $e^{i \xi x} v(x)$ with $v \in H_{p e r}^{1}[0,2 \pi)$.

As the resolvent of each $L_{\xi}$ with domain $H_{\mathrm{per}}^{1}[0,2 \pi)$ is a compact operator, then the spectrum of $L_{\xi}$ is a countable set of isolated eigenvalues with finite multiplicity [12]. Note that from (6.7), $\xi$ appears in $L_{\xi}$ as a polynomial and so $L_{\xi}$ is holomorphic as a function of $\xi$, and thus [25, Theorem 1.7 from VII- $\S 1$ ] given a closed curve $\Gamma$ that separates
the spectrum, its corresponding spectral projection is holomorphic in $\xi$ and [25, Theorem 1.8 from VII- $\S 1]$ any finite system of eigenvalues which depend holomorphically on $\xi$. See Figure 6.1 for a depiction of the spectral picture.

In particular, let $\lambda$ be an eigenvalue of $L_{\xi_{0}}$ and $\Gamma$ be a curve that contains $\lambda$ and no other eigenvalue of $L_{\xi_{0}}$. Then there is some interval $I \subset\left[-\frac{1}{2}, \frac{1}{2}\right)$, with $\xi_{0} \in I$, so that the following spectral projection

$$
\begin{equation*}
\tilde{P}_{\lambda}(\xi)=\frac{1}{2 \pi i} \int_{\Gamma} R\left(\zeta, L_{\xi}\right) d \zeta \tag{6.8}
\end{equation*}
$$

is holomorphic on $I$, where $R\left(\zeta, L_{\xi}\right)$ is the resolvent of $L_{\xi}$.
The Bloch transform may be used to relate the domain of the Bloch operators $\left\{L_{\xi}\right\}_{\xi \in\left[-\frac{1}{2}, \frac{1}{2}\right)}$ to the domain of L. To explain the former domain, first fix $\xi$ and consider $g(\xi, \cdot) \in \mathscr{D}\left(L_{\xi}\right)=H_{\mathrm{per}}^{1}[0,2 \pi)$. The Bloch transform requires the map $\xi \in\left[-\frac{1}{2}, \frac{1}{2}\right) \mapsto g(\xi, \cdot) \in H_{\text {per }}^{1}[0,2 \pi)$ be $L^{2}\left(\left[-\frac{1}{2}, \frac{1}{2}\right) ; H_{\mathrm{per}}^{1}[0,2 \pi)\right)$, identifying this as the domain of the Bloch operators $\left\{L_{\xi}\right\}_{\xi \in\left[-\frac{1}{2}, \frac{1}{2}\right)}$. We define the Bloch transform of $f \in L^{2}(\mathbb{R})$ to be the unique function $\check{f} \in$ $L^{2}\left(\left[-\frac{1}{2}, \frac{1}{2}\right) ; L_{\mathrm{per}}^{2}[0,2 \pi)\right)$ which satisfies

$$
\begin{equation*}
f(x)=\int_{-1 / 2}^{1 / 2} \check{f}(\xi, x) e^{i \xi x} d \xi \tag{6.9}
\end{equation*}
$$

We have uniqueness because there is an explicit formula for $\check{f}$; starting from the Fourier inversion formula, if we break the integral into blocks of the form $[j-1 / 2, j+1 / 2]$ with $j \in \mathbb{Z}$,

$$
f(x)=\frac{1}{2 \pi} \int_{\mathbb{R}} \hat{f}(\xi) e^{i \xi x} d \xi=\int_{-1 / 2}^{1 / 2}\left(\sum_{j \in \mathbb{Z}} \hat{f}(\xi+j) e^{i j x}\right) e^{i \xi x} d \xi
$$

Then explicitly,

$$
\check{f}(\xi, x)=\sum_{j \in \mathbb{Z}} \hat{f}(\xi+j) e^{i j x}
$$

From Parseval's theorem we see that the Bloch transform is an isometry,

$$
\begin{equation*}
\|f\|_{L^{2}(\mathbb{R})}^{2}=2 \pi \int_{-1 / 2}^{1 / 2}\|\check{f}(\xi, \cdot)\|_{L^{2}(\mathbb{R} \backslash 2 \pi \mathbb{Z})}^{2} d \xi \tag{6.10}
\end{equation*}
$$

We can also use the Bloch transform to write the linear evolution $e^{L t}$ in terms of the linear evolution of the Bloch operators [23, Equation 1.15]. Specifically, given an $f_{0} \in L^{2}(\mathbb{R})$, we have

$$
\begin{equation*}
e^{L t} f_{0}(x)=\frac{1}{2 \pi} \int_{-1 / 2}^{1 / 2} e^{i \xi x} e^{L_{\xi} t} \check{f}_{0}(\xi, x) d \xi \tag{6.11}
\end{equation*}
$$

### 6.2.2 Bloch-Space Projections

Our first goal is to use the unstable spectrum of $L$ to show that the linear part of (6.4) has some sort of exponential growth. We assume that the spectrum of $L$ is unstable, so let $\lambda \in \sigma(L) \cap\{z \in \mathbb{C} \mid \operatorname{Re} z>0\}$. In Proposition 6.3 we characterized the $L^{2}(\mathbb{R})$ spectrum of $L$ in terms of the $L_{\text {per }}^{2}[0,2 \pi)$ eigenvalues of the one-parameter family of Bloch operators $L_{\xi}$ : there must be some $\xi_{0} \in\left[-\frac{1}{2}, \frac{1}{2}\right)$ so that $\lambda$ is an eigenvalue of $L_{\xi_{0}}$ with eigenfunction $\phi\left(\xi_{0}, x\right)$. Note that $\phi$ when considered as an initial perturbation has exponential growth as $e^{L_{\xi_{0}} t} \phi=e^{\lambda t} \phi$, albeit in $L_{\text {per }}^{2}[0,2 \pi)$. We use the Bloch Transform (6.9) to extend $\phi$ into some function in $L^{2}(\mathbb{R})$ that has exponential growth.

First we extend $\phi(\xi, x)$ to more $\xi$ values than just $\xi_{0}$. Using the spectral projection around a single eigenvalue of $L_{\xi_{0}}, \tilde{P}_{\lambda}(\xi)$ introduced in (6.8), for $\xi$ in some interval $I$ we may continuously define $\phi(\xi, x)=\tilde{P}_{\lambda}(\xi) \phi\left(\xi_{0}, x\right)$. We restrict the contour $\Gamma$ and interval $I$ to be sufficiently small so that

$$
\begin{equation*}
\beta=\inf \operatorname{Re} \Gamma>0, \tag{6.12}
\end{equation*}
$$

then we can use the Bloch Transform to define the following function in $L^{2}(\mathbb{R})$,

$$
\begin{equation*}
f_{0}(x)=\frac{1}{2 \pi} \int_{I} e^{i \xi x} \phi(\xi, x) d \xi \tag{6.13}
\end{equation*}
$$

As each $\phi(\xi, x)$ is a linear combination of eigenfunction of $L_{\xi}$ with eigenvalues $\lambda^{\prime}$ that satisfy $\operatorname{Re} \lambda^{\prime}>\beta$, then $\left\|e^{L_{\xi} t} \phi(\xi, x)\right\|_{L_{\text {per }}^{2}[0,2 \pi)}>e^{\beta t}\|\phi(\xi, x)\|_{L_{\text {per }}^{2}[0,2 \pi)}$. Hence when using (6.10) and (6.11) we have the estimate that

$$
\begin{aligned}
\left\|e^{L t} f_{0}\right\|_{L^{2}(\mathbb{R})}^{2} & =\frac{1}{2 \pi} \int_{I}\left\|e^{\lambda_{i}(\xi) t} \phi_{i}(\xi, \cdot)\right\|_{L^{2}(\mathbb{R} \backslash 2 \pi \mathbb{Z})}^{2} \\
& \geq \frac{1}{2 \pi} e^{\beta t} \inf _{\xi \in I}\left\|\phi_{i}(\xi, \cdot)\right\|_{L^{2}(\mathbb{R} \backslash 2 \pi \mathbb{Z})}^{2}
\end{aligned}
$$

The intuition behind this is constructing an initial perturbation that is close to the eigenfunction $\phi\left(\xi_{0}, x\right)$. In the sequel our strategy changes to instead defining a projection $P$ that recognizes when such "eigenfunctions" are present in an initial perturbation $u_{0}$. This has the advantage of being widely applicable to all initial perturbations rather than just a constructed few.

As a technical issue we require any such "eigenfunctions" to have a sufficient level of exponential growth. To that end we first define the following quantity which will be the maximum rate of exponential growth an initial perturbation $u_{0}$ contains,

$$
\begin{equation*}
\lambda_{M}\left(u_{0}\right)=\sup \left\{\operatorname{Re} \lambda \mid \tilde{P}_{\lambda}\left(u_{0}\right)^{\vee} \neq 0, \lambda \in \sigma\left(L_{\xi}\right) \text { for any } \xi \in\left[-\frac{1}{2}, \frac{1}{2}\right)\right\}, \tag{6.14}
\end{equation*}
$$



Figure 6.2: The spectrum of $L, \sigma(L)$, with the lines $\operatorname{Re} z=\frac{\lambda_{0}}{p}, \operatorname{Re} z=\lambda_{M}\left(u_{0}\right)$, and $\operatorname{Re} z=\lambda_{0}$ shown. (a) The contour $\Gamma$ chosen for $P$ which is chosen close to an eigenvalue $\lambda\left(\xi_{0}\right)$, which in turn is close to $\lambda_{M}$. The interval $I$ is chosen sufficiently small so that no other eigenvalues enter the region enclosed by $\Gamma$. (b) The contour $\Gamma$ chosen for $P^{\prime}$. Note that as $\xi$ varies, eigenvalues may enter or exit the region enclosed by $\Gamma$ : Hypothesis 6.5 claims that this happens finitely many times, so we may consider finitely many $\xi$-intervals $I_{j}$ where the number of eigenvalues (counted by multiplicity) enclosed by $\Gamma$ is a constant.
where $\tilde{P}_{\lambda}$ is a spectral projection to the eigenspace of $\lambda$ as defined in equation (6.8). Note that the condition in (6.14) is analogous to requiring " $\lambda \in \sigma(L)$," but accounts for the technicality that if $\lambda$ is an eigenvalue for multiple $L_{\xi}$ then $\tilde{P}_{\lambda}$ as defined in (6.8) is not unique.

We will construct this projection $P$ analogously to (6.13): as $\phi\left(\xi_{0}, x\right)$ was extended to $\phi(\xi, x)$ by prepending $\tilde{P}_{\lambda}$, we shall do so here as well. We choose our $\tilde{P}_{\lambda}$ so that $\lambda$ is arbitrarily close to $\lambda_{M}$. That is, let $\varepsilon>0$ with $0<\lambda_{M}-\varepsilon<\lambda_{M}$. Then choose an eigenvalue $\lambda$ of $L_{\xi_{0}}$ with $\tilde{P}_{\lambda}\left(u_{0}\right)^{\vee} \neq 0$ so that $\lambda_{M}-\operatorname{Re} \lambda<\frac{\varepsilon}{2}$, and restrict the contour $\Gamma$ and interval $I$ containing $\xi_{0}$ so that $\lambda_{M}-\inf \operatorname{Re} \Gamma<\varepsilon$ and $\tilde{P}_{\lambda}(\xi)$ is holomorphic on $I$. See Figure 6.2 (a) for an illustration. We may then use the Bloch Transform (6.9) to define the following projection,

$$
\begin{equation*}
P u(x)=\int_{I} e^{i \xi x} \tilde{P}_{\lambda}(\xi) \check{u}(\xi, x) d \xi \tag{6.15}
\end{equation*}
$$

To see that $P$ is a projection, first note that by the uniqueness of (6.9) we see that $(P u)^{\vee}=\tilde{P}_{\lambda} \check{u}$, and so $P^{2} u=P u$. Secondly, applying 6.10 and that $\left\|\tilde{P}_{\lambda}\right\|_{L_{\operatorname{per}}^{2}[0,2 \pi)} \leq 1$ gives that $\|P\|_{L^{2}(\mathbb{R})} \leq 1$. Furthermore the spectral projection $\tilde{P}_{\lambda}(\xi)$ commutes with the semigroup $e^{L_{\xi} t}$ for each $\xi$ [42, Theorem 3.14.10], which we can use to show that $P$ commutes with $e^{L t}$ as well. This construction resembles the constant fiber direct integral from section XIII. 16 of [37].

Lemma 6.4. Suppose $u_{0}$ is an initial perturbation to (6.1). Then there exists some constant $C>0$ depending only on
$u_{0}$ so that for any $\omega<\lambda_{M}$ sufficiently close to $\lambda_{M}$ defined in (6.14), we have the linear growth estimate

$$
C \delta e^{\omega t} \leq\left\|e^{L t} \delta u_{0}\right\|_{X}
$$

Proof. As $P$ is a projection, then

$$
\|P u\|_{X} \leq\|u\|_{X} .
$$

So it suffices to show this exponential growth for the projected linear part $P e^{L t} \delta u_{0}$. Set $\varepsilon=\lambda_{M}-\omega$ and recall the choice of $\lambda$ in (6.15), restricting the interval $I$ so that $\tilde{P}_{\lambda}(\xi)\left(u_{0}\right)^{\vee} \neq 0$ for all $\xi \in I$. As $\tilde{P}_{\lambda}(\xi)\left(u_{0}\right)^{\vee}$ is a linear combination of eigenfunctions of $L_{\xi}$ with eigenvalues $\lambda^{\prime}$ that satisfy $\operatorname{Re} \lambda^{\prime}>\omega,\left\|e^{L_{\xi} t}\right\|_{L_{\operatorname{per}}^{2}[0,2 \pi)}>e^{\omega t}$, and after applying (6.10),

$$
\begin{aligned}
\left\|P e^{L t} \delta u_{0}\right\|_{X} & \geq \int_{I}\left\|e^{L_{\xi} t} \tilde{P}(\xi)\left(\delta u_{0}\right)^{\vee}(\xi, \cdot) e^{i \xi \cdot}\right\|_{L_{\text {per }}^{2}[0,2 \pi)} d \xi \\
& \geq \delta e^{\omega t} \int_{I} \inf _{\xi \in I}\left(\left\|\tilde{P}(\xi)\left(u_{0}\right)^{\vee}(\xi, \cdot)\right\|_{L_{\text {per }}^{2}[0,2 \pi)}\right) d \xi
\end{aligned}
$$

Our instability argument requires that $\lambda_{M}$ be sufficiently large to attain a certain minimum level of exponential growth. To define this level, we first need to determine an upper bound of $\lambda_{M}\left(u_{0}\right)$ over all choices of initial perturbations $u_{0}$,

$$
\begin{equation*}
\lambda_{0}=\sup \{\operatorname{Re} \lambda \mid \lambda \in \sigma(L)\} \tag{6.16}
\end{equation*}
$$

Note that as $L$ was assumed to be sectorial, then $\lambda_{0}$ is necessarily finite. As part of the upcoming Hypothesis 6.5 we assume that this quantity is finite. We later determine in Theorem 6.7 that a sufficient level of exponential growth is attained if $\frac{\lambda_{0}}{p}<\lambda_{M}$, where $p$ is the power of the nonlinearity as in equation (6.3). Put another way, if we define

$$
\Sigma_{U}=\sigma(L) \cap\left\{\left.\operatorname{Re}(z)>\frac{\lambda_{0}}{p} \right\rvert\, z \in \mathbb{C}\right\}
$$

then there is a sufficient amount of exponential growth if for some $\lambda \in \Sigma_{U}, \lambda$ an eigenvalue of $L_{\xi_{0}}$, we have that $\tilde{P}_{\lambda}\left(u_{0}\right)^{\vee} \neq 0$. This is what is precisely meant by saying $u_{0}$ "activates" the unstable part of the spectrum. We now make a hypothesis on $\Sigma_{U}$, that eigenvalues do not enter and exit it too many times.

Hypothesis 6.5. For each initial perturbation $u_{0}$ of (6.1) with $\frac{\lambda_{0}}{p}<\lambda_{M}\left(u_{0}\right)$, there is a finite partition of $\left[-\frac{1}{2}, \frac{1}{2}\right)$ into intervals $I_{j}$ so that the number of eigenvalues of $L_{\xi}$ (defined in (6.7), counted by multiplicity) in

$$
A_{u_{0}}=\Sigma_{U} \cap\left\{z \in \mathbb{C} \mid \operatorname{Re} z>\lambda_{M}\left(u_{0}\right)\right\}
$$

is constant for $\xi \in I_{j}$.

For a visual depiction of this latter assumption, see Figure 6.2 (b), where eigenvalues are allowed to enter and exit a contour $\Gamma$ enclosing only $A_{u_{0}}$ — and no other part of $\sigma(L)$ - only finitely many times. In [13, Figure 6] [39, Figure 3] a numerical calculation of the point spectrum of $L_{\xi}$ appears to agree with this hypothesis.

As it stands, a naive exponential growth upper bound for $u_{0}$ - that is, obtained solely by looking at the spectrum of $L$ - would be $e^{\lambda_{0} t}$. If we bound the nonlinear part in (6.4) by this exponential function $e^{\lambda_{0} t}$, then it would overshadow the lesser growth $e^{\left(\lambda_{M}-\varepsilon\right) t}$ that (6.15) can provide for the linear part. But we can take advantage of the fact that for all $\lambda \in \sigma(L)$ with $\operatorname{Re} \lambda>\lambda_{M}$, then $\tilde{P}_{\lambda} u_{0}=0$ (for any choice of $\tilde{P}_{\lambda}$ ). Thus intuitively $u_{0}$ should "ignore" that part of the spectrum, and the exponential growth upper bound should instead be $e^{\lambda_{M} t}$.

Lemma 6.6. Suppose that (6.1) satisfies Hypothesis 6.5 and let $u_{0}$ be an initial perturbation with $\frac{\lambda_{0}}{p}<\lambda_{M}\left(u_{0}\right)$. Then there exists some constant $C>0$ depending only on $u_{0}$ so that we have the linear growth estimate

$$
\left\|e^{L t} \delta u_{0}\right\|_{X} \leq C \delta e^{\lambda_{M} t}
$$

Proof. We start by using Hypothesis 6.5 to find intervals $I_{j}$ a finite partition of $\left[-\frac{1}{2}, \frac{1}{2}\right)$ so that the number of eigenvalues of $L_{\xi}$ (counted by multiplicity) in $A_{u_{0}}$ is constant for each $\xi \in I_{j}$. Let $\Gamma$ be a curve that encloses all of $A_{u_{0}}$ and no other part of $\sigma(L)$ (see Figure $6.2(\mathrm{~b})$ ). Then we define the following spectral projection,

$$
\tilde{P}^{\prime}(\xi) u=\int_{\Gamma} R\left(\zeta, L_{\xi}\right) d \zeta
$$

Note that by construction $\left(I-\tilde{P}^{\prime}(\xi)\right)\left(u_{0}\right)^{\vee}(\xi, x)=\left(u_{0}\right)^{\vee}(\xi, x)$. Combining this with (6.11),

$$
e^{L t} u_{0}(x)=\frac{1}{2 \pi} \sum_{j} \int_{I_{j}} e^{i \xi x} e^{L_{\xi} t}\left(I-\tilde{P}^{\prime}(\xi)\right)\left(u_{0}\right)^{\vee}(\xi, x) d \xi
$$

and [42, Theorem 3.14.10] we see that $\tilde{P}^{\prime}$ commutes with $e^{L_{\xi} t}$ and $\left\|\left(I-\tilde{P}^{\prime}(\xi)\right) e^{L_{\xi} t}\right\|_{L_{\operatorname{per}}^{2}[0,2 \pi)} \leq e^{\lambda_{M} t}$. This gives the growth estimate.

### 6.3 Nonlinear Instability

We now state our main instability result. With Definition 6.2 in mind we start by defining $u_{\delta}$, for $\delta>0$, to be the solution to the following evolution equation,

$$
\left\{\begin{align*}
\left(u_{\delta}(x, t)\right)_{t} & =L u_{\delta}(x, t)+\mathscr{N}\left(u_{\delta}(x, t)\right)  \tag{6.17}\\
u_{\delta}(x, 0) & =\delta u_{0}(x)
\end{align*}\right.
$$

Showing that the initial perturbation $u_{0}$ is unstable is equivalent to showing that $u_{\delta}$ cannot be made arbitrarily small by taking $\delta$ arbitrarily small. In our instability theorem we find an explicit time $T$ where the solution fails to be arbitrarily small.

Theorem 6.7. Consider the initial value problem (6.1), with $L$ a sectorial operator with $2 \pi$-periodic coefficients as defined in (6.2), and $\mathscr{N}$ a nonlinear operator satisfying the polynomial estimate (6.3). Assume that Hypothesis 6.5 holds and let $u_{0}$ be an initial perturbation with $\lambda_{M}\left(u_{0}\right)>\lambda_{0} / p$. Then $u_{0}$ is unstable in the sense of Definition 6.2 as there exist $\varepsilon>0$ and $\eta>0$ sufficiently small so that for all $\delta<\eta$, at the time $T$ when

$$
\begin{equation*}
e^{\lambda_{M}\left(u_{0}\right) T}=\frac{2 \eta}{\delta} \tag{6.18}
\end{equation*}
$$

we have

$$
\left\|u_{\delta}(\cdot, T)\right\|_{L^{2}(\mathbb{R})}>\varepsilon
$$

where $\lambda_{M}\left(u_{0}\right)$ is given in equation (6.14), $\lambda_{0}$ is given in equation (6.16), and $p$ is given in equation (6.3).

Recall from the introduction that our general strategy was to use (6.5) to pit the exponential growth of the linear term obtained from the unstable spectrum of $L$ against the nonlinear term's slower growth. The former was developed in Lemmas 6.4 and 6.6, so we handle the latter below.

Lemma 6.8. For $u_{0}, u_{\delta}, T, \lambda_{M}\left(u_{0}\right), \lambda_{0}, p$ as in Theorem 6.7, then if $\lambda_{M}\left(u_{0}\right)>\lambda_{0} / p$ we have

$$
\left\|u_{\delta}(\cdot, t)\right\|_{X} \leq \delta C e^{\lambda_{M}\left(u_{0}\right) t} \quad \text { for } t \leq T
$$

Proof. For $t \leq T$ we define the quantity

$$
\begin{equation*}
\rho(t)=\sup _{0 \leq s \leq t}\left\|u_{\delta}(s)\right\|_{X} e^{-\lambda_{M} s} \tag{6.19}
\end{equation*}
$$

To prove the result, it is sufficient to show that $\rho(t)$ is uniformly bounded for $t \leq T$. We start by taking the norm of (6.4). From Lemma 6.6 we have that $\left\|e^{L t} \delta u_{0}\right\|_{X} \leq \delta C e^{\lambda_{M} t}$, and as $L$ is sectorial ${ }^{1}$ then $\left\|e^{L t}\right\|_{X} \leq e^{\lambda_{0} t}$. Then after recalling (6.3), we have

$$
\left\|u_{\delta}(\cdot, t)\right\|_{X} \leq \delta C e^{\lambda_{M} t}+\int_{0}^{t} e^{\lambda_{0}(t-s)}\left\|u_{\delta}(\cdot, s)\right\|_{X}^{p} d s
$$

[^2]Then we multiply and divide the nonlinear term by $e^{-p \lambda_{M} s}$, apply (6.19), evaluate the integral, and note that $\rho(t)$ is monotone increasing to obtain

$$
\begin{equation*}
\left\|u_{\delta}(\cdot, t)\right\|_{X} \leq \delta C e^{\lambda_{M} t}+\rho(t)^{p} \frac{e^{p \lambda_{M} t}-e^{\lambda_{0} t}}{p \lambda_{M}-\lambda_{0}} \tag{6.20}
\end{equation*}
$$

Recall the hypothesis $\lambda_{0} / p<\lambda_{M}$, and note that it implies

$$
e^{\lambda_{0} t}<e^{p \lambda_{M} t} \quad \text { and } \quad 0<p \lambda_{M}-\lambda_{0}
$$

so we may focus solely on the larger exponential growth.
Note that this upper bound (6.20) also applies for all $\left\|u_{\delta}(\cdot, s)\right\|_{X}$ for $s \leq t$. Multiplying both sides by $e^{-\lambda_{M} s}$ and taking the supremum over all $s \leq t$ yields

$$
\begin{equation*}
\rho(t) \leq \delta C+\rho(t)^{p} \frac{e^{(p-1) \lambda_{M} t}}{p \lambda_{M}-\lambda_{0}} \tag{6.21}
\end{equation*}
$$

Replacing the right hand side exponential term's $t$ with $T$, recalling (6.18), and dividing both sides by $\delta$,

$$
\frac{\rho(t)}{\delta} \leq C+\frac{(2 \eta)^{p-1}}{p \lambda_{M}-\lambda_{0}}\left(\frac{\rho(t)}{\delta}\right)^{p}
$$

Setting $z=\frac{\rho(t)}{\delta}$ leads to the equivalent polynomial inequality valid for $t \leq T$,

$$
\begin{equation*}
0 \leq C-z+\frac{(2 \eta)^{p-1}}{p \lambda_{M}-\lambda_{0}} z^{p} \tag{6.22}
\end{equation*}
$$

This polynomial has a critical point at

$$
z=\frac{1}{2 \eta}\left(\frac{p \lambda_{M}-\lambda_{0}}{p}\right)^{\frac{1}{p-1}}>0
$$

And at this critical point the polynomial takes on the value

$$
C-\frac{1}{2 \eta}\left[\left(\frac{p \lambda_{M}-\lambda_{0}}{p}\right)^{\frac{1}{p-1}}\left(1+\frac{1}{p}\right)\right] .
$$

Then so long as $\eta$ is smaller than some expression that only involves $p, \lambda_{M}, \lambda_{0}$, then the polynomial will be negative at some $z$-value to the right of $z=0$. In particular, it will have a root to the right of $z=0$.

When $t=0, z=\frac{\left\|u_{\delta}(0)\right\|}{\delta}=1$, so choosing $\eta$ sufficiently small will satisfy the polynomial inequality initially at $t=0$. Then the existence of a root means that $z$ is uniformly bounded for $t \leq T$, and hence the uniform bound for $\rho$
for $t \leq T$.

Now we can use this lemma to establish an upper bound for the nonlinear growth in (6.4) and finally prove Theorem 6.7.

Proof. (Of Theorem 6.7)
Lemma 6.4, when $t=T$, gives us that

$$
\begin{equation*}
C \eta \leq\left\|e^{L T} \delta u_{0}\right\|_{X} \tag{6.23}
\end{equation*}
$$

From Lemma 6.8, we can bound the nonlinear part of $u_{\delta}$ by

$$
\left\|\int_{0}^{t} e^{L(t-s)} \mathscr{N}\left(u_{\delta}(s)\right) d s\right\|_{X} \leq\left(C \delta e^{\lambda_{M} t}\right)^{p} \int_{0}^{t} e^{\lambda_{M}(t-s)} d s .
$$

In particular, when $t=T$, we have

$$
\begin{equation*}
\left\|\int_{0}^{T} e^{L(T-s)} \mathscr{N}\left(u_{\delta}(s)\right) d s\right\|_{X} \leq \bar{C} \eta^{p} \tag{6.24}
\end{equation*}
$$

Then if $\eta$ is chosen sufficiently small so that $C \eta \geq \bar{C} \eta^{p}$, then by the reverse triangle inequality we have

$$
0<C \eta-\bar{C} \eta^{p} \leq\left|\left\|e^{L T} \delta u_{0}\right\|_{X}-\left\|\int_{0}^{T} e^{L(T-s)} \mathscr{N}\left(u_{\delta}\right)\right\|_{X}\right| \leq\left\|u_{\delta}(T)\right\|
$$

Note that the leftmost term $C \eta-\bar{C} \eta^{p}$ is a positive constant independent of $\delta$ : this becomes our $\varepsilon$, which completes the proof.

### 6.4 Extension to Dissipative Systems of Conservation Laws

Recall that our main Theorem 6.7 was proven in the context of reaction-diffusion type systems of the form (6.1): specifically for systems with no derivatives in the nonlinearity. Some examples of such systems would be scalar reaction diffusion, FitzHugh-Nagumo [35], the Klausmeier model for vegetation stripe formulation [41, 40], and the Belousov-Zhabotinskii reaction [7]. However, our general methodology is sufficiently robust enough that it can apply more widely to dissipative systems of conservation laws. As a specific example, consider the following Korteweg-de-Vries/Kuramoto-Sivashinsky (KdV-KS) equation

$$
\begin{equation*}
p_{t}+p p_{x}+p_{x x x}+\beta\left(p_{x x}+p_{x x x x}\right)=0 \tag{6.25}
\end{equation*}
$$

with $0<\beta \ll 1$, which arises in the context of inclined thin film flow [20]. It was shown in [1,20] that this equation admits periodic traveling wave solutions $\phi$ whose linearization satisfies Hypothesis 6.5. If we consider solutions of the form $p(x, t)=\phi(x)+u(x, t)$, we find that $u$ satisfies the following perturbation equation [4, Lemma 3.3] ${ }^{2}$

$$
\begin{equation*}
u_{t}+u_{x x x}+\beta\left(u_{x x}+u_{x x x x}\right)+\phi u_{x}+\phi^{\prime} u+u u_{x}=0 . \tag{6.26}
\end{equation*}
$$

Our goal is to characterize which initial perturbations $u_{0}$ of our traveling wave $\phi$ will result in an unstable solution $p$. Note that the nonlinearity $u u_{x}$ does not in any standard Sobolev space satisfy a polynomial estimate of the form (6.3). Nevertheless we can use the following damping estimate as in [4, Proposition 3.4] to obtain a workable analogue. For completeness we reproduce the proof of this damping estimate.

Lemma 6.9. Let u be a solution to (6.26). Then $u$ satisfies the following nonlinear damping estimate

$$
\begin{equation*}
\|u\|_{H^{2}} \leq e^{-\beta t}\|u(0)\|_{H^{2}}+C \int_{0}^{T} e^{-\beta(t-s)}\|u(s)\|_{H^{1}(\mathbb{R})} d s \tag{6.27}
\end{equation*}
$$

for some constant $C>0$.
Proof. Let $\langle\cdot, \cdot\rangle$ denote the $L^{2}(\mathbb{R})$ inner product. Using integration by parts,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(\|u\|_{H^{2}(\mathbb{R})}^{2}\right)=\left\langle u_{t}, u-u_{x x}+u_{x x x x}\right\rangle \tag{6.28}
\end{equation*}
$$

We can obtain $u_{t}$ from (6.26). Using Cauchy-Schwartz, Young's inequality, and the fact that $\|u\|_{L^{\infty}(\mathbb{R})} \leq\|u\|_{H^{1}(\mathbb{R})}$ allows us to bound the nonlinear term,

$$
\left\langle u u_{x}, u_{x x x x}-u_{x x}\right\rangle \leq \frac{1}{2}\|u\|_{L^{\infty}(\mathbb{R})}\left(\left(1+\frac{1}{2 \beta}\|u\|_{L^{\infty}(\mathbb{R})}\right)\left\|u_{x}\right\|_{L^{2}(\mathbb{R})}^{2}+\left\|u_{x x}\right\|_{L^{2}(\mathbb{R})}^{2}\right)+\frac{\beta}{2}\left\|u_{x x x x}\right\|_{L^{2}(\mathbb{R})} .
$$

The remainder of (6.28) can be handled with integration by parts and recognizing perfect derivatives, resulting in the bound

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(\|u\|_{H^{2}(\mathbb{R})}^{2}\right) \leq \sum_{j=0}^{3} \alpha_{j}\left\|\partial_{x}^{j} u\right\|_{L^{2}(\mathbb{R})}^{2}-\frac{\beta}{2}\left\|u_{x x x x}\right\|_{L^{2}(\mathbb{R})}^{2} \tag{6.29}
\end{equation*}
$$

where the $\alpha_{j}$ are non-negative constants depending on $\delta,\left\|\partial_{x}^{k} \phi\right\|_{L^{\infty}}$ for $k=0,1,2,3,4$, and $\|u\|_{L^{\infty}}$.
Before proceeding we derive a useful Sobolev interpolation inequality. Using integration by parts, for integer $j \geq 1$ we have

$$
\left\|\partial_{x}^{j} u\right\|_{L^{2}(\mathbb{R})}^{2}=-\left\langle\partial_{x}^{j-1} u, \partial_{x}^{j+1} u\right\rangle
$$

[^3]Using Cauchy-Schwartz and Young's inequality with an arbitrary positive constant $a_{j}$ yields the inequality

$$
\left\|\partial_{x}^{j} u\right\|_{L^{2}(\mathbb{R})}^{2} \leq \frac{1}{4 a_{j}}\left\|\partial_{x}^{j-1} u\right\|_{L^{2}(\mathbb{R})}^{2}+a_{j}\left\|\partial_{x}^{j+1} u\right\|_{L^{2}(\mathbb{R})}^{2}
$$

Taking a linear combination of the $j=2,3$ cases, for appropriate choices of the $a_{j}$ and a sufficiently large constant $\tilde{C}>0$, we can obtain the following Sobolev interpolation inequality

$$
\begin{equation*}
\left(\alpha_{2}+\frac{\beta}{2}\right)\left\|u_{x x}\right\|_{L^{2}(\mathbb{R})}^{2}+\alpha_{3}\left\|u_{x x x}\right\|_{L^{2}(\mathbb{R})}^{2} \leq \tilde{C}\left\|u_{x}\right\|_{L^{2}(\mathbb{R})}^{2}+\frac{\beta}{2}\left\|u_{x x x x}\right\|_{L^{2}(\mathbb{R})}^{2} \tag{6.30}
\end{equation*}
$$

Combining (6.30) and (6.29) gives, for some constant $C>0$,

$$
\frac{1}{2} \frac{d}{d t}\left(\|u\|_{H^{2}(\mathbb{R})}^{2}\right) \leq-\frac{\beta}{2}\|u\|_{H^{2}(\mathbb{R})}^{2}+C\|u\|_{H^{1}(\mathbb{R})}^{2}
$$

The estimate (6.27) then follows from Gronwall's inequality.

The key ingredient to the damping estimate was that the leading term $-\beta u_{x x x x}$ of (6.26) was negative: such an estimate is not necessarily limited to the specific PDE (6.25). In particular a damping estimate also holds for the St. Venant equation [38, Proposition 4.2], which is a hyperbolic-parabolic system of balance laws. In light of this, we introduce a general requirement on the nonlinearity, that for constants $\theta>0, C>0, T>0, n \geq 2, p>1$, and $t<T$,

$$
\begin{equation*}
\|\mathscr{N}(u(t))\|_{H^{n}(\mathbb{R})} \leq\|u(t)\|_{H^{1}(\mathbb{R})}^{p-1}\left(e^{-\theta t}\|u(0)\|_{H^{n}(\mathbb{R})}+C \int_{0}^{T} e^{-\theta(t-s)}\|u(s)\|_{H^{1}(\mathbb{R})} d s\right) \tag{6.31}
\end{equation*}
$$

We can then prove an alternate instability result.

Theorem 6.10. Consider the initial value problem (6.1), with $L$ a sectorial operator with $2 \pi$-periodic coefficients as defined in (6.2), and $\mathscr{N}$ a nonlinear operator instead satisfying the estimate (6.31). Assume that Hypothesis 6.5 holds and let $u_{0}$ be an initial perturbation which satisfies both $\frac{\lambda_{0}+\theta}{p-1}<\lambda_{M}\left(u_{0}\right)$ and $\frac{\lambda_{0}}{p}<\lambda_{M}\left(u_{0}\right)$, then $u_{0}$ is unstable in the sense of Definition 6.2 as there exist $\varepsilon>0$ and $\eta>0$ sufficiently small so that for all $\delta<\eta$, at the time $T$ when

$$
\begin{equation*}
e^{\lambda_{M}\left(u_{0}\right) T}=\frac{2 \eta}{\delta} \tag{6.32}
\end{equation*}
$$

we have

$$
\left\|u_{\delta}(\cdot, T)\right\|_{L^{2}(\mathbb{R})}>\varepsilon
$$

where $\lambda_{M}\left(u_{0}\right)$ is given in equation (6.14), $\lambda_{0}$ is given in equation (6.16), and $u_{\delta}$ is the solution to (6.17).

Remark 6.11. In Lemma 6.9 we show that (6.26) satisfies a nonlinear estimate of the form (6.31) with $\theta=\beta$. However,
equation (6.30) of the proof can be modified to obtain any $0<\theta<\beta$, so the $\theta$ in the requirement that $\frac{\lambda_{0}+\theta}{p-1}<\lambda_{M}$ is not restrictive.

Proof. Here we take $X=H^{1}(\mathbb{R})$. Lemmas 6.4 and 6.6 and the proof of Theorem 6.7 apply with no further modification, provided we can establish an estimate as in Lemma 6.8.

We again define $\rho$ as in (6.19) and start by concentrating on the nonlinear term of (6.4). By the triangle inequality and (6.31),

$$
\begin{aligned}
\int_{0}^{t}\left\|e^{L(t-s)}\right\|_{X}\|\mathscr{N}(u(s))\|_{X} d s \leq & \int_{0}^{t} e^{\lambda_{0}(t-s)}\|u(s)\|_{X}^{p-1} e^{-\theta s}\|u(0)\|_{H^{n}(\mathbb{R})} d s \\
& +C \int_{0}^{t} e^{\lambda_{0}(t-s)}\|u(s)\|_{X}^{p-1} \int_{0}^{s} e^{-\theta\left(s-s^{\prime}\right)}\left\|u\left(s^{\prime}\right)\right\|_{X} d s^{\prime} d s
\end{aligned}
$$

We multiply and divide by appropriate powers of $e^{\lambda_{M} s}$, bound by $\rho$, and evaluate the integrals to obtain the analogue of (6.20),

$$
\begin{align*}
\left\|u_{\delta}(t)\right\|_{X} \leq & \delta C e^{\lambda_{M} t}+\rho^{p-1}(t)\left\|u_{\delta}(0)\right\|_{H^{n}} \frac{e^{\left((p-1) \lambda_{M}-\theta\right) t}-e^{\lambda_{0} t}}{(p-1) \lambda_{M}-\left(\theta+\lambda_{0}\right)}  \tag{6.33}\\
& +\left(\frac{C \rho^{p}(t)}{\theta+\lambda_{M}}\right)\left(\frac{e^{p \lambda_{M} t}-e^{\lambda_{0} t}}{p \lambda_{M}-\lambda_{0}}-\frac{e^{\left((p-1) \lambda_{M}-\theta\right) t}-e^{\lambda_{0} t}}{(p-1) \lambda_{M}-\left(\theta+\lambda_{0}\right)}\right)
\end{align*}
$$

Note that the hypotheses $\frac{\lambda_{0}+\theta}{p-1}<\lambda_{M}$ and $\frac{\lambda_{0}}{p}<\lambda_{M}$ imply that

$$
e^{\lambda_{0} t}<e^{\left((p-1) \lambda_{M}-\theta\right) t} \quad \text { and } \quad e^{\lambda_{0} t}<e^{p \lambda_{M} t}
$$

so we may focus solely on the larger exponential growth.
The upper bound in (6.33) also applies for all $\left\|u_{\delta}(s)\right\|_{X}$ for $s \leq t$. Then after multiplying both sides of the inequality by $e^{-\lambda_{M} t}$ and taking the supremum over all $s \leq t$, we have the analogue of (6.21),

$$
\rho(t) \leq \delta C+a_{p-1} \rho^{p-1}(t) e^{(p-2) \lambda_{M} t}+a_{p} \rho^{p}(t) e^{(p-1) \lambda_{M} t}
$$

where $a_{p-1}$ and $a_{p}$ depend only on $C, p, \lambda_{0}, \lambda_{M}, \theta$, and $\left\|u_{\delta}(0)\right\|_{H^{n}}$.
Replacing the right hand side exponential terms' $t$ with $T$, recalling (6.32), dividing both sides by $\delta$ and setting $z=\frac{\rho(t)}{\delta}$, then we have the analogue of (6.22),

$$
\begin{equation*}
0 \leq a_{p} \eta^{p-1} z^{p}+a_{p-1} \eta^{p-2} \delta z^{p-1}-z+C \tag{6.34}
\end{equation*}
$$

To find a zero of this polynomial, we compare it with the linear function $C-z$. In particular, on the interval $[0, L]$ we have

$$
\left|\left(a_{p} \eta^{p-1} z^{p}+a_{p-1} \eta^{p-2} \delta z^{p-1}-z+C\right)-(C-z)\right| \leq a_{p} \eta^{p-1} L^{p}+a_{p-1} \eta^{p-2} \delta L^{p-1}
$$

Choosing $L=C+1$ has the function $C-z$ taking on the value -1 when $z=L$, and taking $\eta$ sufficiently small ensures that the polynomial (6.34) takes on a negative value when $z=L$. As that same polynomial takes on the positive value $C$ when $z=0$, then it has a zero. As a consequence, then $\rho$ is uniformly bounded.
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[^0]:    ${ }^{1}$ In the original paper there are two additional parameters $r$ and $s$. However here we take $r=2$ and $s=0$, leading to this particular system.

[^1]:    ${ }^{1}$ So named because it is also the Fredholm boundary: places where the Fredholm index changes values.

[^2]:    ${ }^{1}$ The assumption that $L$ is sectorial may be relaxed so long as we have this same semigroup estimate and $\lambda_{0}$ is finite.

[^3]:    ${ }^{2}$ A slight discrepancy arises in that [4] considers a modulation $\psi(x, t)$ so that $u(x, t)=p(x+\psi(x, t), t)-\phi(x)$ and that here we neglect such a modulation.

