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Abstract

Remote Laser Welding (RLW) has grown in importance over conventional
joining methods such as Gas Metal Arc Welding (GMAW), Resistance Spot Weld-
ing (RSW), Self-Pierce Riveting (SPR) since it offers advantages, such as weight
reduction, high processing speed, ability to weld a wide range of metals, and better
weld quality. Despite such advantages, it also poses several challenges that have
prevented its widespread implementation in the industry.

The presented thesis deals with the RLW of galvanized steel (i.e. zinc-coated
steel) since it is widely used in the automotive industry due to better resistance to
corrosion and better adhesion of the paint to the surface. However, RLW of such
steel is challenging because the zinc vapour disturbs the molten pool resulting in weld
defects. Therefore, RLW of galvanized steel is performed in overlap configuration
with a joining gap to ventilate the zinc vapour from the welding area.

An important challenge faced during the laser welding of galvanized steels
is to achieve a consistent joining gap between two metals. If the gap is too wide,
two metals do not join together. If the gap is too narrow, welding takes places with
defects such as explosions, spatters and porosities. The maximum joining gap is con-
trolled by the welding fixture; whereas, the minimum joining gap is controlled by
the laser dimpling process (i.e. an upstream process). In the literature, the follow-
ing research gaps have been identified regarding the laser dimpling process. These
gaps are as follows: (i) lack key performance indicators to determine the dimple
quality, (ii) lack a comprehensive characterization of dimpling process considering
multi–inputs (i.e. key control characteristics) and multi–outputs (i.e. key perfor-
mance indicators), and (iii) an effective implementation in a real manufacturing
system taking into consideration process variation. Overcoming the aforementioned
limitations in the literature, the presented thesis introduces proposes methodologies
to develop: (i) surrogate models for dimpling process characterization considering
multi–inputs and multi-outputs system by conducting physical experimentation, (ii)
process capability spaces based on the developed surrogate models that allows the
estimation of a desired process fallout rate in the case of violation of process require-
ments, and (iii) the optimization of the process parameters based on the developed
process capability spaces.

The weld quality is measured by key performance indicators defined in in-
dustrial standards (EN ISO 13919-1, 1997; EN ISO 13919-2, 2001). The weld must

xvii



be produced such that each key performance indicator meets its defined allowable
limits and any deviation from these limits is considered as a weld defect. The weld
profile is important because the weld should have a desired profile for achieving the
maximum strength. In the this thesis, the weld profile is determined by penetration,
top width, interface width (i.e. fusion zone dimensions).

It must be pointed out that the presented fusion zone dimensions are difficult
to measure directly during the welding process unless production is stopped which
is nearly unfeasible as it is economically unjustified; whereas, it can be monitored
by process signals (e.g. autistic, optical, thermal). Today, in-process monitoring is
often provided by photodiodes or cameras. Owing to the lack of understanding of
the process, it is limited to empirical correlations between the appearance of a weld
defect and signal changes. The lack of methods linking (i) in-process monitoring
data (e.g. visual sensing, acoustic and optical emissions); with, (ii) multi fusion
zone dimensions (e.g. penetration, interface width, etc.), and (iii) welding process
parameters (e.g. laser power, welding speed, focal point position) underscores the
limitations of current data-driven in-process monitoring methods. Furthermore, the
current in-process monitoring methods is an indirect measurement of fusion zone
dimensions. Therefore, an accurate model to perform non-destructive measurement
of fusion zone dimension is essential for on-line monitoring of laser welding as a part
of quality assurance.

Based on this requirement, the occurring physics in the laser welding pro-
cess are decoupled by sequential modelling. It consists of three steps as follows:
(i) calculating the laser intensity acting on the material, (ii) calculating the key-
hole profile in using an analytic method, and (iii) solving the heat equation using
the FEM to calculate the temperature distribution. After obtaining the tempera-
ture distribution, the fusion zone profile is defined by selecting an isotherm. Then,
the aforementioned fusion zone dimensions (i.e. Penetration, Top Width, Interface
Width) are measured from the calculated the fusion zone profile according to the
industrial standard.

Keywords: Laser Dimpling Process • Process Capability Space • Process Robustness •
Remote Laser Welding • Numerical Multi-Fidelity Modelling • In-process Monitoring
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Chapter 1

Introduction

Remote Laser Welding (RLW) is a single-sided, non-contact laser welding

technique which consists of a laser source to generate the laser beam, a welding robot

to position the laser beam on the surface of the workpiece and a scanner head to

focus and move the laser beam rapidly along the surface of the workpiece. Currently,

RLW is mainly utilized in high volume production, such as Body-in-White (BIW)

assembly (e.g. pillars, door panels, side walls etc.) in the automotive industry.

However, a leading challenge preventing its systematic uptake in the industry is the

lack of efficient in-process monitoring and assuring the weld quality in the presence

of process variability (Ceglarek et al., 2015; Mirapeix et al., 2016; Song et al., 2017;

Chen et al., 2018). Furthermore, this problem is even more challenging since welding

takes place in a fraction of a second and there is not any contact between the scanner

head and the workpiece.

The purpose of any welding process is to join two or more components into a

single structure. The physical integrity of the structure thus formed depends on the

weld quality. It is often evaluated by “Key Performance Indicators” (KPIs) defined

in the industrial standards (EN ISO 13919-1, 1997; EN ISO 13919-2, 2001). The

weld should be produced such that each KPI must meet its defined allowable upper

and lower limits and any deviation from these specified limits is considered as a weld

defect. The predominately used KPIs to assess the weld quality are characteristic

dimensions of the weld, called “Fusion Zone Dimensions” (FZDs) (Rong et al.,

2015; Ai et al., 2016; Jiang et al., 2016). Therefore, a significant amount of research

has been conducted to understand the relationship between process parameters and

FZDs so that a constant weld geometry throughout the weld seam can be obtained

by adequately controlling process parameters (Anawa and Olabi, 2008; Olabi et al.,

2013; Jiang et al., 2016; Liu et al., 2017). FZDs are usually categorized into two

groups: (i) external FZDs which are located outside of the weld seam and can be
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directly visible, and (ii) internal FZDs which are inside the weld seam and cannot

be directly visible.

Statistical process control (SPC) is a method of quality control which employs

statistical methods to monitor and control a manufacturing process. It involves

steps of monitoring the quality or product design specifications (i.e. FZDs in the

welding process), decision and control actions. The control action (i.e. process

adjustment) is only taken place when there is statistical evidence that the process

is out of control. The weld quality is usually unknown until the results of the

inspection tests and statistical analysis become available. SPC will fail in high

productivity manufacturing due to the increasing lag time between detection of

the weld quality and process adjustment. To address this problem, it is possible

to equip the welding robot with sensors to guarantee consistent weld quality by

monitoring process emissions obtained through the molten pool, the keyhole and

the metallic vapour. Signals/Data gathered from these sensors are then correlated

to FZDs using statistic methods and machine learning algorithms. However, the

limitations of data-driven monitoring methods are that (i) the process emissions are

indirect measurements of the actual FZDs, and (ii) currently only penetration (i.e.

one of the internal FZDs) is directly measured. Thus, the main aim of this thesis is

to develop a computer simulation for quality assurance of the RLW process which

integrates “Finite Element Modelling” (FEM), process parameters that affect the

weld quality, and process emissions. As a result, the proposed simulation can be

used to directly monitor multi-FZDs (i.e. penetration, top and interface widths)

and such information will provide a greater insight of the RLW process which is

necessary for process control, and thereby, towards zero defects in manufacturing.

The rest of the chapter is organised as follows: (i) the importance of the

RLW in the automotive industry, (ii) a brief explanation of the research scope, (iii)

the research objectives and contributions, and (iv) the thesis organization.

1.1 The Motivation for the RLW in the Automotive

Industry

Rapid changes in the market needs, technological breakthroughs and new

regulations force the automotive industry to utilize new emerging technologies that

can help to manufacture faster, cheaper and better quality automotive components

(Sturgeon et al., 2009; De Wit and Poulis, 2012). Furthermore, there has been a

strong focus on light-weighting in the industry to improve fuel economy without

losing performance. It has been reported that for every 10% of weight reduction the
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fuel economy would improve by 7% (Ghassemieh, 2011). The major contributors

to the total weight of a modern-day family size vehicle are the BIW and the ICE

(Davies, 2012). Therefore, the BIW is an important factor in lightweight vehicle

designs which cannot be disregarded.

According to Jou (2003), the highly utilized welding method in the BIW is

resistance spot welding due to the simplicity of the welding equipment (e.g. welding

without using consumable electrodes, filler materials and shield gas), the ease of

implementation in robotic systems, and the low operation cost in mass production.

This process uses a combination of heat and pressure to accomplish the weld. Two

opposing spots guns apply pressure on both sides to clamp materials that are going

to be welded together, creating intimate contact. Electrodes are located inside spot

guns, and when the current is passed through the electrodes to the materials, heat

is generated due to the higher electrical resistance where the surfaces contact each

other. The heat energy supplied to the welding process depends on the current flow,

the resistance of the circuit, and the duration of time that the current is applied.

The resistance in the welding circuit is the sum of (i) resistance of the electrodes,

(ii) resistances of the materials, and (iii) contact resistances between electrodes and

materials. Furthermore, electrodes generally are made of a low resistance alloy, usu-

ally copper, and they are often water cooled to dissipate the heat that is generated

(Williams and Parker, 2004; Marya and Gayden, 2005).

Thanks to the advancement of laser technology (i.e. development of high

power and quality lasers with efficient delivery systems such as fiber optics), the

RLW has been gradually replacing traditional welding methods (e.g. Resistance

Spot Welding (RSW), Gas Metal Arc Welding (GMAW), Friction Stir Welding

(FSW), etc.) since the RLW offers the following advantages:

(i) weight reduction in the BIW :

The weight reduction can be achieved through the application of either topol-

ogy optimization (i.e. to optimize the shape of a component to reduce excess

material weights that do not contribute to the stiffness and strength of the

BIW) or utilizing light metals (i.e. to use the low-density materials in the

BIW such as aluminium, magnesium, composites etc. However, it is more

difficult to laser weld these metals due to the lower absorptance of the laser

beam at the surface of these metals). The material used in this thesis is galva-

nized steel (i.e. zinc coated steel), which is highly utilized in the automotive

industry (Hosking et al., 2007). Thus, laser welding of any other metals is not

investigated in this thesis.

The RSW usually requires a large flange size (around 16 mm) in order to the
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spot guns (diameter around 8 mm) access the welding area to perform the

weld. This non-structural feature adds weight and increases material cost.

However, it can be considerably reduced and even eliminated by employing

the RLW since it is a non-contact welding process and requires one-sided

access to the welding area, which means that there is not any physical contact

between the scanner head and the workpiece. Furthermore, the spot diameter

of a modern laser beam (e.g. Nd:YAG, Ytb:YAG, etc.) are less than 1 mm.

Consequently, significant weight reduction in the BIW can be achieved. Figure

1.1 shows the flange size for the RSW and the RLW processes and highlights

the distinctive features of the RLW process which are being non-contact and

one-sided access.
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Fig. 1.1. A schematic diagram of the required flange size in RSW and RLW processes
[Adapted from Bea et al. (2011)]

A review conducted by Hong and Shin (2017) pointed out that total weight

reduction can reach up to 12.2 kg in the BIW by converting a spot-welded

structure into a laser welded structure. Furthermore, it has been reported that

for door panels a weight reduction up to 0.5 kg can be achieved by employing

the RLW (Ceglarek et al., 2015).

As there is a high emphasis on light-weighting in the automotive industry,

auto-makers have been investigating the replacement of steel with low-density

materials, such as aluminium, magnesium, composites, etc. The emerging

material must meet various criteria before it is fully utilized. One of these cri-
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teria is the safety requirement which can be examined by “crashworthiness”

and “penetration resistance”. The ability to absorb impact energy and be

survivable for the passengers is called crashworthiness. The penetration re-

sistance is concerned with the total absorption without allowing projectile or

fragment penetration (Jacob et al., 2002).

Components in the BIW should be able to absorb or transmit impact energy in

a crash situation. The materials deformation and progressive failure behaviour

in terms of the stiffness, the yield strength, and the total elongation at the

break point are very important in the energy absorption. The prime reason for

still using steel in the BIW is its inherent capability to absorb impact energy

in a crash (Marsh, 2000). Furthermore, the good formability, joining capa-

bility and low cost make steel the first-choice material for the light-weighting

(Magnusson and Anderson, 2001).

Specific strength or strength-to-weight ratio basically is the ratio of the yield

strength of a material to its density. It is a helpful measure when the mass

of a component is important because it characterizes the weight advantage of

material considering its strength. For example, the strength-to-weight ratio of

low carbon steel is very similar to that of aluminium alloy and high-strength

low-alloy (HSLA) steel, which means that the three materials can all be con-

sidered as “light materials”. The materials with the highest specific strengths

are typically fibres, such as carbon fibre, glass fibre and various polymers. The

specific strengths of different materials are tabulated in Table 1.1.

Table 1.1: The specific strength of different materials [Adapted from Cunat (2000)]

Property
Low Carbon Steel

(AISI 1010)

Aluminium Alloy

(6010-T4)

High Strength

Low Alloy Steel

Carbon Fiber

(T1100G)

Density

(g/cm3)
7.89 2.70 7.80 1.79

Tensile

Strength

(N/mm2)

370 130 410 7000

Specific

Strength

(kNm/kg)

46.8 48.1 52.4 3911
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(ii) better processing speed :

The term “remote” in the RLW is used to describe the stand-off distance (e.g.

around 1 m - 2 m in laser welding of steel) between the scanning head and the

base metal, and it emphasises that there is not any physical contact. In RLW,

the laser beam is delivered from the laser source via optical fibre. Then, pass

through the laser optics which is embedded within the robot, finally reaching

the scanning head. Mirrors are located inside the scanning head, and the weld

is accomplished by the rapid movement of the laser beam across the base metal.

Moreover, the robot repositioning time between two welds is much shorter in

RLW compare to RSW since the weld is performed while the robot is moving

from one location to another location. This is achieved by synchronization of

robot and mirror movements. As a result, the welding speed is increased, and

the robot repositioning time is reduced. The laser welding robot, laser optics

and the scanning head are shown in Fig. 1.2.

Robot Arm

Laser Optics

Scanning Head

Fig. 1.2. An industrial laser welding robot showing robot arm, laser optics and scanning
head

For example, in order to achieve an economically justified productivity in laser

welding of steels, the welding speed should be around 3 m/min - 6 m/min.

The welding time based on the given range is between 0.2 s - 0.4 s provided

that the weld seam is 20 mm long (Ceglarek et al., 2015). On the other

hand, Papkala (1992) reported that the welding speed in the RSW process

was around 30 spots/min - 40 spots/min for the metal sheet thickness of

1.0 mm to 1.2 mm. Furthermore, it was pointed out that the welding time
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increased when joining thicker sheet metals. For instance, the welding speed

was around 15 spot/min - 25 spot/min for the metal sheet thickness of 1.8

mm to 2.0 mm.

(iii) better weld quality :

In RLW, the laser beam is focused to a very small on-surface spot resulting

high laser intensity. When the laser intensity (I) exceeds the critical value (i.e.

(I > 106W/cm2) for steels), instantaneous vaporization occurs and generates

a cavity named as “keyhole”. It allows the laser beam to penetrate deeper

inside the material so that less energy is spent to heat up the surrounding

area which creates narrow heat affected zone (HAZ) leading to low thermal

distortion. Furthermore, continuous weld seams can be achieved with the

movement of the laser beam. On the contrary, the weld seam and its position

are limited to the spot gun location in the RSW. As a consequence of narrow

HAZ, deep penetration and continuous weld seam, the weld obtained by RLW

has better the weld quality (e.g. tensile, shear strength) than the weld obtained

by other welding methods. The keyhole, the molten pool and the weld seam

are illustrated in Fig. 1.3.

Base Metal Molten Pool

Keyhole

Laser Beam

Weld Seam
On-Surface Spot

Fig. 1.3. The longitudinal cross-section illustration of the laser welded joint

Yang and Lee (1999) concluded in their experimental research to compare the

fatigue strength of RSW and laser spot welding (LSW) in which the laser

beam is stationary. The diameter of the spot gun and the diameter of the

laser on-surface spot size were selected as equal in order to compare these two

processes. It was reported that the fatigue strength of joints obtained by LSW

was 3 times higher as well as the tensile strength was 5 times greater than that

of resistance spot welds in overlap configuration (Ribolla et al., 2005).

Heat input and power intensity are introduced to compare different welding
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processes. Heat input is the ratio of the heat delivered to the base metal

to the velocity at which the heat source travels. This means that a welding

process which has a high-speed capability has a low heat input value. Power

intensity is defined as the ratio of the delivered power from the heat source to

the area over which the heat source is applied. Power intensity associated with

a welding process directly affects the amount of heat required to be supplied

for welding. An increase in power intensity decreases the heat input because

it decreases the time required for melting the base metal. The decrease in

time lowers the amount of heat dissipated away so most of the applied heat

on the faying surfaces is used only for melting (Kou, 2003). The advantages of

increasing the power intensity are deeper penetration, higher welding speed,

better weld quality, and high capital cost as indicated in Fig. 1.4.

Gas Welding Processes

(Oxygen Welding, etc.)

Arc Welding Processes

(GMAW, GTAW, etc.)

Beam Welding Processes

(EBW, LBW, RLW, etc.)

Low High

High

Low

Power Intensity

Heat Input
Moving from point A to 

point C, there is a 

increase in: 

• Penetration

• Welding speed

• Weld quality

• Capital cost

Point A

Point B

Point C

Fig. 1.4. The variation of heat input to the workpiece with power intensity of the heat
source [Adapted from Kou (2003)]

Most welding processes use heat to transform the base metal from solid to

liquid phase. The molten pool solidifies when the applied heat is removed.

During the solidification stage, grains are formed. The grain size is impor-

tant because it affects the mechanical properties of the weld. The grain size

is determined by the number of nucleation sites in the molten pool and the

cooling rate (Zhao et al., 2013). Another factor influencing mechanical prop-

erties is the presence of grain boundaries. They represent imperfections in the

crystalline structure that interrupt the continued movement of dislocations.

Therefore, smaller grain size and more grain boundaries are generally prefer-

able from a design point because they increase the strength and hardness of

the material (Midawi et al., 2014).
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During the welding, the base metal is influenced by a thermal cycle, the rapid

heating and cooling. Such thermal cycle alters the microstructure of the base

metal. The grain size is inversely proportional to the cooling rate, and the

main parameters influencing the cooling rate are welding speed, heat input

and power intensity (Sokolov et al., 2011). RLW can produce deep and narrow

welds at high welding speed with a smaller grain size because of its higher

power intensity and lower heat input. Zhang et al. (2016) investigated grain

structure, tensile strength and hardness of TIG and laser welding. The heat

input of TIG and laser welding is about 250 J/mm and 50 J/mm, respectively.

Results showed that the mean grain size in the FZ for both processes are 33.9

µm and 6.1 µm respectively. It was noted that decrease in the heat input

results in an increase in the average hardness and decrease in the HAZ width.

Macro-section image, the grain morphology in the FZ and the HAZ for both

welding processes are given in Table 1.2.

Table 1.2: Macro-section images and the grain morphology of different zones in the joints
[Adapted from Zhang et al. (2016)]

Welding 
Process

Macro-section Image
The Grain Morphology 

in Fusion Zone
The Grain Morphology 
in Heat Affected Zone

Tungsten 
Inert Gas 
Welding 

(TIG)

Laser Beam 
Welding 
(LBW)

To sum up, RLW makes the welding process much faster with better weld

quality as well as helps to weight reduction. Furthermore, it provides flexible design

due to the single-side access and large stand-off distance. However, RLW still faces

many challenges in welding of zinc coated sheet metals, and in ensuring acceptable

as well as reliable weld quality, especially the required FZDs.
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1.2 The Research Scope

As for any other welding process, an unsuitable selection of process param-

eters leads to unacceptable weld defects. Without effective monitoring and control

strategy, many engineering solutions have to be considered in order to overcome

quality related problems which will increase time and cost of production (You et al.,

2014; Stavridis et al., 2017).

Traditionally, weld quality is assessed manually which consists of four steps:

(i) establishing satisfactory welding parameters by procedure trials and testing,

(ii) selecting and maintaining the same parameters/procedure in production, (iii)

monitoring process by final inspection (i.e. non-destructive/destructive testing to

ensure that the required results are being achieved), and (iv) correcting for deviation

from stated quality requirement by adjusting welding parameters. Furthermore,

final inspection may involve selecting random samples from a batch of finished welds

and corrective action is normally based on statistical quality control techniques. The

described approach, known as off-line inspection, is costly, reduces productivity, and

requires dedicated test equipment and people.

To ensure the acceptable weld quality, to increase productivity and to elim-

inate the need for post weld examination, the welding process can be monitored

during the process with sensors, known as in-process monitoring. The information

gathered from sensors is then transmitted to the process controller that fine adjusts

the welding process parameters to produce consistently acceptable quality welds. It

must be pointed out that the weld quality, in terms of FZDs, is difficult to measure

directly during the welding process unless production is stopped which is nearly

infeasible as it is economically unjustified; whereas, it is measured by signals and

relating these signals to relevant KPIs such as FZDs.

Therefore, development of in-process monitoring methodologies is essential

to assure the weld quality. The quality assurance consists of two stages: (i) process

monitoring, and (ii) process control. The process monitoring is the manipulation of

measurements in determining the current state of the welding processes; whereas, the

process control is the manipulation of process parameters based on the information

gathered from the monitoring stage in order to regulate the processes.

Figure 1.5 shows the outline of the dissertation consists of two major com-

ponents as follows:

(a) The process parameters are defined as the parameters required to setup a

welding process and they can be divided into two categories: (i) controllable

parameters are those that can be varied during welding (e.g. laser power, weld-
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ing speed, focal offset, etc.), and (ii) uncontrollable parameters are those that

cannot be modified during welding, such as joining gap. In this dissertation,

the laser dimpling process (upstream process) is utilized to develop a joining

gap between two sheet metals. A methodology is developed in Chapter 4 to

select robust the laser dimpling process parameters in the presence of process

variation.

(b) The primary aims of the proposed framework are to consistently produce ade-

quate quality welds by monitoring FZDs and to control the process parameters

that affect FZDs. The effectiveness of the proposed framework is dependent

on the prediction of the process model. It is the mathematical representa-

tion of the actual process (i.e. remote laser welding process) which could be

theoretical, empirical or simulation based.

Theoretical models are based on analytical solutions of governing physical

equations, empirical models are developed from experimental design methods

for example response surface methodology, and simulation models are numeric

solutions of the governing physical equations with the help of computers. It

should be noted that the computational time and accuracy of the developed

model should be as close as possible to the process time and the output (e.g.

macro-section image of the weld) to utilize the developed model in the pro-

posed framework. A physics-driven model based on the occurring physical

phenomena is developed in Chapter 5 by considering the computational time

and the accuracy of the prediction.
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Process Control RLW Process

KPI1:Penetration (PT)

KPI2:Top Width (TW)

KPI3:Interface Width (IW)

FZ

Profile
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Process
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Weld Defects
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Extraction

Welding 
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Fixturing Design
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Parameters

Beam 

Parameters

Laser Dimpling 

Process

(Chapter 4)

(Minimum Joining 
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Process 

Emissions

(a)

(b)

Fig. 1.5. The outline of the dissertation: (a) controlling minimum joining gap require-
ment in the RLW process by utilizing the laser dimpling process (Chapter 4),
(b) the physics-driven process model for quality assurance for the RLW process
(Chapter 5)

Based on the aforementioned research scopes, the definition of the research

questions (RQ) are outlined as:

RQ 1 How to select robust dimple process parameters to achieve given quality re-

quirements in the presence of process variation?

The scope of this thesis is the laser welding of galvanized sheet metal which is

highly utilized in the BIW due to its corrosion resistance, strength, cost and

hardness (Ma et al., 2012; Zhao et al., 2012; Chen et al., 2013). However, the

laser welding of this metal is unstable and difficult to control because of the

vaporization temperature of the zinc (∼ 907 ◦C) is lower than the melting tem-

perature of the steel (∼ 1500 ◦C) resulting in highly pressurized zinc vapour

on the faying surfaces during the welding process. Left unaddressed, such zinc

vapour can easily be trapped inside the molten pool which can lead to welding

defects such as porosity, spatter, burn-through, and severe undercuts (Norman

et al., 2009; Chen et al., 2013).
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Over the past few years, various methodologies have been developed to miti-

gate zinc vapour from the welding medium without causing any disturbance

in the molten pool and the keyhole. The state-of-the-art method in the auto-

motive industry is the ventilation of zinc vapour through a joining gap. The

required gap can be developed by, for example, “laser dimpling process”. It is

a very promising manufacturing process as it does not require any additional

equipment and suppliers. Additionally, the same laser source and the fixture

adopted for welding can be utilized. In this process, dimples with a height of

0.05 mm - 0.2 mm are produced on the surfaces by the rapid movement of

the laser beam at a short distance. The number of dimples and the position

depends on the weld seam (i.e. linear or circular weld). After the realization

of dimples, two sheet metals are placed in overlap configuration and welding

is performed.

Dimples work as a spacer between two sheet metals which control the mini-

mum joining gap. On the other hand, the maximum joining gap is controlled

by the welding fixture (Das et al., 2015). Since the joining gap is an un-

controllable process parameter and achieved by an upstream process, a novel

methodology is introduced to control dimples so that minimum joining gap is

always achieved in the presence of process variation to prevent weld defects,

such as blow-hole, spatters, etc.

According to the reviewed literature in Section 3.1, the research gap is identi-

fied as: (i) lack of KPIs to determine the dimple quality, (ii) complete char-

acterisation of the dimpling process since the existing literature have focussed

mainly on single-input (i.e. welding speed), single-output (i.e. dimple height)

scenario (SISO scenario), and (iii) selection of process parameters for given

quality requirement in the presence of the process variation.

RQ 2 How to directly monitor multi Fusion Zone Dimensions (Penetration, Top

Width, Interface Width) in the overlap laser welding of galvanized steels to

assess the weld quality?

Currently, data-driven process models are widely utilized for in-process mon-

itoring. These models work according to the principle of the acquisition of

data (i.e. acoustic, optical and visual emissions) using sensors then correlated

them using multivariate statistical methods and machine learning algorithms

to the formation of weld defects. The most common sensors in use today for

in-process monitoring are photodiode (Eriksson et al., 2010), high-speed and

thermal cameras (Kawahito et al., 2009; Tenner et al., 2015).
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According to the reviewed literature about process monitoring, which is given

in Section 3.2, the limitations of current data-driven in-process monitoring

methods are that sensor signals are multi-dimensional and multi-modal, it is

often not realistic to use them directly as an input for control algorithms.

They do not monitor directly weld defects, but instead they monitor signals

arising from the process and develop predictive models. As a result, changes in

process parameters or material properties can be handled only by rebuilding

these predictive models. Moreover, they are capable of detecting external KPIs

but insufficient to directly monitoring internal KPIs, especially FZDs such as

interface width.

An alternative to the data-driven process model is a physics-driven model

which numerically solves the governing physics in the laser welding process.

The developed model emulates the transverse cross-section of the weld. How-

ever, the problem is to obtain simulation results at a given accuracy within

the welding process time. Therefore, a simplified model is developed that al-

lows a fast estimation of FZDs namely; penetration, top width; and interface

width. The key idea is to integrate the physics-driven model with gathered

data to reduce computational time without losing accuracy. Furthermore, the

physics-driven model consists of four steps as: (i) calculating laser intensity

acting on the material, (ii) calculating keyhole profile in using an analytic

method, (iii) solving the heat equation using FEM to calculate fusion zone

(FZ) profile, and (iv) aforementioned FZDs are obtained from the calculated

FZ profile.

1.3 Research Objectives & Contributions

According to Research Question 1, the following key objectives that will

help to satisfy the aforementioned research gap to select the robust laser dimpling

process parameters to achieve given quality requirements in the presence of process

variation.

• Objective 1: To understand the quality requirements of a dimple:

In essence, the dimple works as a spacer between two sheet metals to create

a joining gap in which the zinc vapour is ventilated through. According to

the revised literature given in Section 3.1, the only studied key performance

indicator (KPI) is the dimple height which directly affects the joining gap size.

However, there is a continuous clamping force acting upon the dimple during
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welding. Thus, the dimple upper spot area can be another KPI to assess the

strength of a dimple to prevent excessive deformation of the dimple height un-

der compression of clamping force. Furthermore, the excessive amount of laser

power creates a dark black spot on the lower surface of the sheet metal which

degrades the surface finish. The dimple lower spot area can be considered as

another KPI to assess the aesthetic quality of a dimple.

• Objective 2: To obtain process capability space considering a multi-input,

multi-output (MIMO) based scenario:

Laser welding is a complicated multi-phases and multi-physics process which

involves interaction between the laser beam and material. This interaction is

governed by a number of factors including laser power, laser intensity distri-

bution; and process parameters such as scanning speed, incidence angle and

focal offset. The proposed modelling approach addresses two key limitations

as discussed in the literature by taking into consideration (i) approximation

of comprehensive multi-variate relations between multi-input (i.e. process pa-

rameters) and multi-output (i.e. key performance indicators), and (ii) process

variation over the design space by introducing deterministic and stochastic pro-

cess capability spaces. The deterministic process capability space is a measure

of the dimpling process capability to satisfy simultaneously all the allowance

limits of KPIs; whereas, the stochastic process capability space is the estima-

tion of success rate (SR) which is the probability of making a dimple that

satisfies simultaneously all the allowance limits.

• Objective 3: To find robust process parameters that are less sensitive to the

process variation:

The laser dimpling process is a pre-process for laser welding of galvanized sheet

metals. It is important to note that the requirements of the laser dimpling

process are determined by an upstream process, such as assembly fixture design

and clamp layout optimization. For example, assembly fixture design for laser

welding might require a specific value of KPIs with a given variability. In this

case, deterministic and stochastic process capability spaces are utilized to find

the robust process parameters that are less sensitive to process variation.

Based on the aforementioned objectives and the defined framework, the

methodology for calculating surrogate driven deterministic and stochastic process

capability space have been proposed in Chapter 4. The research contributions of

the proposed work are listed as:
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• Contribution 1: The new KPIs and their intervals are defined to assess the

dimple quality:

The product quality can be analysed by three features: (i) functionality, (ii)

durability, and (iii) aesthetic. According to the revised literature, one KPI,

which is the dimple height, is studied to address only the functionality of the

dimple. Two new KPIs (i.e. the dimple upper spot area and the dimple lower

spot area) are introduced to address the remaining features. The dimple upper

and lower spot areas are utilized the assess durability and aesthetic quality of

the dimple quality, respectively.

• Contribution 2: A comprehensive characterization of the laser dimpling

process:

The industrial needs are addressed in this study by (i) introducing two new

KPIs, and (ii) studying the effect of incidence angle and focal offset, which

are required for accessibility issue of the laser beam as well as scanning speed

and laser track, which are required for the cycle time. Furthermore, the de-

terministic process capability space is introduced to find feasible the process

parameters which simultaneously satisfy all quality requirements. Due to the

stochastic nature of the process, the feasible process parameters might produce

dimples that violate the allowance limits of KPIs. Therefore, the stochastic

process capability space is introduced to measure the success rate using a prob-

abilistic approach. Based on the desired success rate, the natural specification

limits are determined to satisfy all quality allowance limits.

• Contribution 3: Process parameters selection and optimization using

surrogate-driven process capability space:

The proposed methodology offers a unique simulation tool which is generic

and can be applied not only to the laser dimpling process but also it can be

exploited in the context of selection and optimization of process parameters

in the presence of process variation. The current best practice for process

parameters selection is based on costly and time-consuming trial and error

approach. The proposed methodology offers identification of risky areas and

low reliable parameters settings which help to the selection of optimum process

parameters and shorten the time for design and commissioning.

According to the Research Question 2, the following key objectives that

will help to satisfy the aforementioned research gap to directly monitor multi Fusion

Zone Dimensions (Penetration, Top Width, Interface Width) in overlap laser welding

of galvanized steels to assess the weld quality
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• Objective 1: To develop a fast model by decoupling occurring multi-physics

in laser welding:

Laser welding is a complicated multi-phases and multi-physics process. As

discussed, there is a requirement for monitoring multi FZDs to assess the weld

quality. The lack of comprehensive models linking (i) in-process monitoring

data (e.g. visual sensing, acoustic and optical emissions); with, (ii) multiple

quality indicators (e.g. penetration depth, interface width), and (iii) weld-

ing process parameters (e.g. laser power, welding speed, focal point position)

underscores the limitations of current data-driven in-process monitoring meth-

ods. Therefore, a model that gives results in a short time is required to predict

the transverse cross-section of weld in which FZDs are obtained. To meet this

objective, the sequential decoupled multi-physics model has been developed.

The model calculates the keyhole profile in overlap joint using an analytic

method; and then, solves the heat equation using FEM to obtain FZDs.

• Objective 2: To integrate experiment and numeric simulation results to im-

prove the accuracy of the model:

The term fidelity refers to the level of accuracy or complexity of the developed

model. A simplified numeric simulation model (i.e. Low Fidelity (LF) model)

of laser welding is developed by sequential solving the occurring physics. The

key idea is to integrate the LF model with experiment-based model (i.e. High

Fidelity (HF) model) to reduce computational time without losing accuracy.

For this purpose, two correction models are developed to increase the accuracy

of the keyhole profile calculation in overlap joint. Then, heat equation is

numerically solved based on the corrected keyhole profile.

Based on the aforementioned objectives and the defined framework, the

methodology for calculating the decoupled multi-physics multi-fidelity (DMPMF)

model is given proposed in Chapter 5. The research contributions of the proposed

work are listed as:

• Contribution 1: Development of sequential decoupled multi-physics model

considering incidence angle and joining gap:

Complex welding simulation models have a realistic estimation of the FZ pro-

file as well as FZDs, but they are often computationally expensive. Inexpensive

and less accurate the LF model can be achieved by dimension reduction, lin-

earisation and considering simple physics. However, the LF model cannot be

directly utilized for in-process monitoring because the output of the LF model

(e.g. the FZ profile, FZDs, etc.) has a significant error. In the literature,
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the influence of the incidence angle on the keyhole shape has not been fully

addressed. In this work, the laser beam was assumed as a hyperboloid and the

interaction of hyperboloid with any plane in the space was analytically cal-

culated so that the laser beam on-surface shape and the laser intensity were

obtained considering the incidence angle. According to the obtained intensity,

the keyhole profile was calculated using a well-established analytical method.

• Contribution 2: Integration of correction model in to the LF model:

The multi-fidelity (MF) modelling method combines the information gain from

both LF and HF models by using correction model. The correction model can

be based on either (i) scaling factor (β) which is the ratio of the HF model

results to the LF model results, (ii) discrepancy factor (δ) which is the differ-

ence between HF and LF model results, or (iii) combination of both. After

obtaining scaling and discrepancy factor, the correction model is generally de-

veloped by employing surrogate modelling approach (i.e. regression, Kriging,

etc.). The MF model in this research is based on scaling factor to corrected

calculated the keyhole profile based on the decoupled multi-physics modelling

approach.

1.4 Thesis Organization

Chapter 2 provides background information and basics concepts relevant

to this thesis such as the operational characteristic of the laser welding process, the

weld quality assessment criteria.

Chapter 3 reviews the related literature in the field of zinc vapour mitigation

methods during the laser welding of galvanized steels by addressing limitations in

terms of manufacturing perspective; and highlighting the research gap in the laser

dimpling process which is the best practice in the automotive industry. Further, it

reviews the reported work in the field of thermal modelling and prediction of fusion

zone dimension in laser welding of steels.

Chapter 4 presents the methodology used for process parameters selection

and optimization using surrogate-driven process capability space. Deterministic

and stochastic process capability spaces are developed by the proposed success rate.

It is calculated as the probability value of satisfying the allowance limits of given

KPIs namely; dimple height, dimple upper spot area, and dimple lower spot area.

The developed process capability spaces are used to optimize process parameters

under competing quality requirements such as maximizing the dimple height while

minimizing the dimple lower surface area.
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Chapter 5 introduces a novel decoupled multi-physics multi-fidelity

(DMPMF) model for predicting multi FZDs (penetration, top and interface widths)

in overlap laser welding of galvanized steel. The key idea is to calculate keyhole pro-

file in overlap joint using an analytic method; and then, to solve the heat equation

to obtain the transverse cross-section of weld in which FZDs are obtained by looking

melting isotherm. The key idea is to incorporate results derived from the welding ex-

periments (high fidelity model) into the low fidelity model to reduce computational

time without losing accuracy.

Chapter 6 presents the overall thesis conclusions and indicated a direction

for future work resulting from it.
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Chapter 2

Background

This chapter focuses on the background information related to the laser ma-

terial processing. A special focus has drawn on the fundamental information asso-

ciated with the laser beam in Sections 2.1 to 2.3. Section 2.1 highlights components

of the laser source and the classification of lasers; and further, it introduces the

characteristic properties of the laser beam by explaining coherence, monochromatic,

transverse electromagnetic mode (TEM), polarization and wavelength. The defini-

tion of geometrical parameters of the laser beam (i.e. beam waist radius, divergence

angle and Rayleigh length) is described in Section 2.2. Furthermore, the quality of

laser beam is presented in terms of M2 value and beam parameter product (BPP)

in Section 2.3.

The operational characteristics of laser welding are pointed out in Sections 2.4

to 2.6. Initially, the fundamental laser welding process parameters (i.e. laser power,

welding speed, focal offset, incidence angle, laser intensity and interaction time)

are given in Section 2.4. Secondly, modes of laser welding (i.e. conduction and

keyhole modes) are defined in Section 2.5. Finally, the assessment of weld quality

is explained in Section 2.6 by defining three major criteria namely; (i) mechanical

quality considers the functionality of weld, (ii) metallurgical quality refers to the

microstructure of the weld, and (iii) aesthetic quality related to the surface finish.

2.1 The Characteristic Properties of Laser Beam

The word “LASER” is an acronym for “Light Amplification Stimulated Emis-

sion of Radiation”. The stimulated emission was first hypothesised by Albert Ein-

stein in 1917. Maiman (1960) invented the first operational laser in the world which

produced a laser beam in the visible range of the spectrum around 694 nm wave-

length. In 1962, Robert N. Hall introduced the first diode pumped laser device which
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was made from gallium arsenide which emitted the laser beam at 850 nm wavelength.

Since then, various types of lasers have been developed for different applications such

as medical, industrial, scientific research, etc. Although their development purposes

are different, they are constructed from mainly three components namely; (i) pump

source, (ii) gain medium, and (iii) optical resonator.

The pump source supplies the required energy for stimulated emission to

the gain medium in terms of electrical current or light at the different wavelength.

The gain medium is a material with properties that allow the light to amplify by

stimulated emission. Optical resonator consists of two or more mirrors which are

replaced on either end of the gain medium. The basic working principle of stimulated

emission is that if a light bundle with proper energy is sent to an excited atom from

the pump, the atom falls into its lower energy and duplicates the light bundle. While

the light reflects back and forth between mirrors, it is being amplified each time and

finally the optical resonator focuses the amplified light in order to generate the laser

beam. Figure 2.1 shows three main components of laser.

Flashlamp (Pump Source)Highly 
Reflective
Mirror

Partially 
Reflective
Mirror

Nd:YAG crystal (Gain Medium)

Optical Resonator

Laser
Beam

Fig. 2.1. Components of a typical laser system: Pump Source, Gain Medium, Optical
Resonator

Lasers can be categorized according to either (i) the operation mode (i.e.

continuous wave or pulsed mode) or (ii) the type of gain medium (i.e. solid, liquid

and gas states lasers). In continuous wave (CW) mode, the laser beam is formed

by constant amplitude and frequency which is represented mathematically by a sine

wave which means that the laser emits a steady laser beam continuously over a period

of time. On the other hand, a series of light at a certain pulse width and frequency

is emitted until the laser is stopped in pulsed mode (PM). In general, there are on

and off periods to the pulsed laser beam which is the same concept with resistance

spot welding. Thus, the laser penetrates deeper in CW mode than pulsed welding

because it is emitting light continuously. Furthermore, the parameters normally
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used for characterising continuous wave lasers are laser power, beam diameter, and

welding speed; whereas, pulsed lasers are pulse energy, pulse duration and beam

diameter (Assuncao and Williams, 2013).

The gas-state lasers utilize a tube filled of low density gaseous in the gain

medium, which are made from neutral atoms, ions or molecules such as Helium,

Neon, Argon, Carbon dioxide, etc. The most commonly employed gas is carbon

dioxide (CO2) which generates a laser has a wavelength of 10.6 µm. The higher

the value, the less energy is spent on unnecessary heating which leads to thermal

distortion (Suder et al., 2011). In general, the CO2 laser is easily absorbed by organic

materials (e.g. plastics, glass, fabrics), but it is not easily absorbed by metal due to

its high wavelength value.

The solid-state lasers employ high-density solid material substances in gain

medium which is crystalline or glass. Glasses can be easier to fabricate, but crystals

have better thermal properties. Neodymium is extensively used in solid-state laser

and the most crystals such as Nd: YVO4, (Neodymium Yttrium Ortovanadate),

Nd: YLF (Neodymium Yttrium Fuoride) and Nd: YAG (Neodymium Yttrium Alu-

minium Garnet). Among those, Nd: YAG is the most common solid-state laser

which has an operating wavelength around 1.064 µm which makes it ideally suited

for absorption in most metals. Therefore, CW solid-state lasers have been widely

used in cutting, brazing, forming and welding due to its reasonable joining efficiency,

low-cost operation and small laser spot size compare to the gas-state lasers.

The laser has unique properties (i.e. coherent, monochromatic, collimated

and uniform polarization) setting it apart from conventional radiation source. The

power intensity of a laser cannot easily be diminished on the way from the laser

source. The most important characteristic properties are now examined in more

details in the following sections.

2.1.1 Coherence

The laser consists of streams of beams which can be spatial and temporal

coherent. If the beams propagate in the same direction, parallel to each other,

the laser is called spatially coherent. Likewise, the laser is temporally coherent if

wavelengths of beams are the same and constant over time. It is easy to understand

that the two properties are independent, the laser beam can be spatial coherence

without temporal coherence and vice versa. These different situations are illustrated

in Table 2.1. Temporal coherence expresses how the laser emits lights in a narrow

spectrum, whereas, spatial coherence defines the ability of collimation over great

distances.
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Table 2.1: The spatial and the temporal coherence of different beams. The laser beam is
both spatial and temporal coherent

Spatial

Temporal
Not Coherent Coherent

Not

Coherent

Coherent

2.1.2 Monochromatic

Monochromatic light consists only a single wavelength which leads to a single

colour. All the photons obtained in stimulated emission have the same energy level

and the photons are gathered in a narrow range of wavelength so that laser appears

in a single colour. For instance; in the visible spectra, the red laser has a wavelength

in the range of 635 nm to 660 nm, the green laser has the range of 520 nm to 532

nm and the violet laser has the range of 400 nm to 450 nm. The colour of the

laser is important because the delivered energy to the material is dependent on the

wavelength indirectly colour of the laser. In the visible range, lasers have shorter

wavelengths tend to look much brighter than longer wavelength lasers.

2.1.3 Transverse Electromagnetic Mode

Transverse Electromagnetic Mode (TEM) defines the spatial distribution of

the laser in a plane which is perpendicular to the propagating direction of the laser.

The distribution is determined by the geometry of the optical resonator which is

determined by the alignment of the mirrors, their radius of curvature, the spacing

and the bore of the discharge tube (Breck, 1986).

The mode is universally denoted as TEMpq where p and q are numbers of

nodes contained within two specified directions. In the rectangular coordinates, p

and q are the nodes in two orthogonal directions; whereas, in polar coordinates,

they describe the radial and angular directions, respectively.TEM00 beams have

the best focusing and highest symmetry characteristic among other modes. In most

laser welding application, TEM00 and TEM01 mode structures are employed as they

provide smaller focused spot size. A few examples of mode patterns and intensity

23



distribution are shown in Fig. 2.2 for rectangular and polar coordinates, respectively.

a) b)

Fig. 2.2. Transverse Electromagnetic Modes: a) Rectangular coordinate, b) Polar coordi-
nate

2.1.4 Polarisation

The electric and magnetic waves are orthogonal in space. Polarization is the

property that defines the direction of oscillations in the plane which is perpendicular

to the direction of the electromagnetic wave. Linear, circular and elliptical polariza-

tion are three basic forms of polarisation. In linear polarization, the electromagnetic

wave oscillates in a single direction. However, it has a constant magnitude, but its

direction rotates with time at a steady rate in circular polarization. The direction

rotates and the magnitude changes in the elliptical polarization. These three types

of polarization are illustrated in Fig. 2.3.
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Electromagnetic wave Electric field
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a) b) c)

Direction of motion

Transverse plane

Fig. 2.3. Polarization types: a) Liner polarization, b) Circular polarization, c) Elliptical
polarization

The importance of polarisation on laser welding is related to the absorption

mechanism because reflections are minimised since free electrons are vibrating par-

allel to the plane of incidence. Such effect has more influence on laser cutting since

the beam has direct interaction with surface whereas in welding operation the effect

is not significant since the beam is absorbed inside the molten pool regardless of the

plane of polarisation.

2.1.5 Wavelength

Depending on the wavelength of a laser (λ), each material has a different

absorption level. Therefore, the selection of a laser with the right wavelength is

very significant to the laser-material process since the wavelength is constant during

the welding process. The absorptivity level is higher in shorter wavelength (i.e.

Nd:YAG laser where λ = 1.064 µm) especially for the reflective metals such as

copper, aluminium. The absorptivity level significantly drops with the increasing

wavelength (i.e. CO2 laser where λ = 10.6 µm). By comparing high and low

wavelength lasers, less power is required for low wavelength lasers to achieve the

same amount of weld penetration for the same material. Thus, the joining efficiency

is low for high wavelength lasers. The absorption levels of various metals against
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wavelengths for different types of laser are given in Fig. 2.4.

Fig. 2.4. Absorption of various metals at relevant wavelengths [Adapted from Saucedo
et al. (2016)]

2.2 The Geometrical Parameters of Laser Beam

In laser optics, an ideal Gaussian laser beam is both spatial and temporal

coherent, monochromatic, and it has a TEM00 mode which enables the beam to be

focussed into the most concentrated spot. This makes them very useful for laser

machining applications, particularly in laser cutting of materials. Furthermore,

it has a circular shape in the transverse plane in which intensity distribution is

expressed in a Gaussian profile. The beam parameters determine the geometry of

the laser beam at a given wavelength (λ). These parameters are (i) beam waist

radius (w(z)), (ii) beam divergence angle (Θ), and (iii) Rayleigh length (zR) which

are illustrated in Fig. 2.5 and described below.
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Fig. 2.5. A schematic diagram of a typical optical system showing the geometrical param-
eters of a laser beam [Adapted from Abt et al. (2007)]

2.2.1 Beam Waist Radius

The beam waist radius (w(z)) is the distance to the propagation direction of

the laser beam (z). It is defined expressed as:

w(z) = w0

√
1 +

(
z

zR

)2

(2.1)

where w0 is the minimum beam waist radius and zR is the Rayleigh length

which is discussed in Section 2.2.3. A practical calculation of the minimum beam

waist radius (w0) is the product of optical magnification factor and the core diameter

of fibre (Df ). The optical magnification factor is the ratio between the focal lengths

of the focusing lens (fF ) and the collimating lens (fC). It is expressed in Eq. (2.2)

and the geometry of the laser beam is illustrated in Fig. 2.5.

w0 =
Df

2

fF
fC

(2.2)

2.2.2 Beam Divergence Angle

The beam divergence angle (Θ) of a laser beam is an angular measure of

beam waist (w(z)) from the optical aperture along the propagation direction (z) of

the laser beam. In other words, it measures how fast the laser beam diverging from

minimum beam waist (w0). For instance, the laser beams with a small divergence
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angle has a minimum beam waist that is almost constant over a long propagation

distance. This is important for applications such as communication, laser pointing,

laser cutting, laser cladding, etc. The beam divergence angle for an ideal Gaussian

beam is given as:

Θ =
2λ

πw0n
(2.3)

where n is is the refractive index of the medium the beam propagates through.

2.2.3 Rayleigh Length

In laser optics, Rayleigh length (zR) is mathematically defined such that it is

the distance along the propagation direction where the variation of the beam waist

is not larger than
√

2. It is the measurement of how sharply the beam is focused,

and it is written as:

zR =
πw2

0

λ
(2.4)

2.3 The Quality of Laser Beam

The characteristic properties and main three geometrical parameters of the

laser beam are defined in Section 2.1 and Section 2.2, respectively. In this section,

two new parameters are defined in order to measure the quality of the laser beam.

An ideal laser beam has got TEM00 mode which has a circular shape in

the transverse plane. However, it is difficult to generate TEM00 mode laser beam.

Therefore, M2 is introduced to define the ratio of the beam waist radius of the

actual laser beam to that of an ideal Gaussian beam at the same wavelength. By

definition M2 value is more than 1 and it is the measure of how close a laser beam to

the ideal Gaussian laser. For example, a laser beam characterised by an M2 value of

1.2 will provide a beam diameter larger by 20%, as compared to the ideal Gaussian

laser. The M2 is formulated as:

M2 =
π2w0Θ

4λ
(2.5)

On the other hand, the beam parameter product (BPP) is the product of

the minimum beam waist diameter and beam divergence angle which is given in

Eq. (2.6).

BPP =
2w0Θ

4
(2.6)
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A practical meaning of the BPP is the focus-ability of a laser beam into a

small spot. The lower the BPP the smaller beam waist diameter is achieved with

a given magnification factor. This can be beneficial in some applications where a

long working distance is required, such as remote welding. Furthermore, low BPP

enables a reduction of the dimensions of the laser optics allowing a faster movement.

In order to achieve the same minimum beam waist radius, the focal length of the

focusing lens (fL) and Rayleigh length (zR) are short in the high BPP compare to

the low BPP. This comparison is illustrated in Fig. 2.6.

Laser Optics

Laser 
Optics

zR
fF

zR

fF

(a) (b)

Fig. 2.6. The comparison between (a) high BPP, (b) low BPP that highlights focal length,
Rayleigh length, and laser optics

2.4 The Laser Welding Process Parameters

In the laser welding process, the parts to be joined are locally melted by a

high laser intensity, followed by a solidification process. The selection of process

parameters regulates the occurring physical phenomenon which determine the weld

shape and its quality. In order to achieve a high-quality weld, it is required to have a

knowledge of the key process parameters and their effects on the weld quality. This
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section represents the main process parameters namely; laser power (PL), welding

speed (WS), focal offset (FO), incidence angle (α), laser intensity (I0) and interaction

time (ti), which are shown in Fig. 2.7.
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Fig. 2.7. The fundamental process parameters for laser welding

2.4.1 Laser Power

The laser power (PL) is directly linked to the weld quality. It is the rate of

the energy flow from the laser source to the workpiece. Thus, it needs to be adjusted

within certain limits in order to produce a high-quality weld. If the power is too low,

the weld can be weak resulting in low levels of strength. On the other hand, high

power will lead to welding defects such as spatter, undercut that violate given quality

requirements. The laser power should be adjusted according to material composition

and its thickness. For a given material, penetration is controlled by the combination

of laser power, welding speed and on-surface spot area of the laser beam. Increasing

the laser power normally increases the penetration considering the other parameters

are kept constant (Khan et al., 2011). An experimental study by Li et al. (2015)

investigated the influence of laser power and welding speed on penetration-to-with

ratio, the maximum welding speed to achieve the full penetration was increased with

increasing laser power.
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2.4.2 Welding Speed

The welding speed (WS) is the linear speed of the laser beam along the

welding direction. It affects the weld shape, the fluid flow in the molten pool, and the

cooling rate which determines the final microstructure of the weld. The grain growth

during solidification is perpendicular to the boundary of the molten pool. Grains

are large, wide and the molten pool is elliptical at low speeds, whereas, they are

small, narrow and the molten pool is teardrop shape at high speeds (Lienert et al.,

2011). Figure 2.8 represents the effect of welding speed towards grain formation.

Fig. 2.8. The grain morphology (a) low welding speed, (b) high welding speed [Adopted
from Lienert et al. (2011)]

Rizzi et al. (2011) investigated the influence of laser power and welding speed

on penetration. During the experiments 2.5 kW CW CO2 laser was employed to

weld AISI304 stainless steel in overlap joint. It was found that penetration was

inversely proportional to the welding speed considering other process parameters

were kept constant. Furthermore, increasing welding speed caused undercut since

a strong fluid flow from the edge of the molten pool to the centre was observed;

and hence, the molten pool was solidified as an undercut at the sides of the weld.

In addition, the plasma plume electron temperature was increased as the keyhole

got deeper. This was because more material was vaporized resulting in more hotter

plasma plume.

2.4.3 Focal Offset

The focal offset (FO) means the distance along the laser beam axis between

the focal plane and workpiece. Eq. (5.1) is modified considering the focal offset as:

w(z) = w0

√
1 +

(
z ∓ FO
ZR

)2

(2.7)

The focal offset is generally controlled in such way that minimum beam

waist radius (w0) is located on the surface of workpiece so that the maximum laser
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intensity is achieved on the surface. Generally, the positive direction is inwards the

workpiece; whereas, the negative direction is outwards the workpiece.

Zhao et al. (2012) carried out experimental study on thin-gauge galvanized

steel with thickness of 0.4 mm in lap joint configuration. 1.5 kW CW mode IPG

YLR-1500 ytterbium laser source utilized which delivered an on-surface spot diam-

eter of 202.14 µm. The focal length of the laser beam was 200 mm. The focal

offset was varied in positive and negative directions. It was observed that penetra-

tion obtained with negative defocusing was shallower than the positive defocusing.

Since the maximum laser intensity was obtained inside the workpiece while positive

defocusing. Thus, powerful melting and evaporation occurred resulting deeper pen-

etration. Also, it was found that top concavity was larger in positive defocusing.

The experimental results are shown in Fig. 2.9.

Fig. 2.9. Transverse cross sections of weld using PL: 550 W , WS : 35 mm/s, Gap : 0.15
mm and FO of: (a) -0.3 mm, (b) -0.2 mm, (c) -0.1 mm, (d) 0 mm, (e) +0.1 mm,
and (f) +0.2 mm (D:Penetration, W:Top Width, C:Top Concavity) [Adopted
from Zhao et al. (2012)]

2.4.4 Incidence Angle

The incidence angle (α) is the angle between the beam axis and the normal

vector to the surface of the workpiece. The laser beam is not always perpendicular

to the workpiece because there might be an obstacle between the laser beam and

workpiece. Furthermore, the welding robot may not reach the certain position of

the workpiece without having an incidence angle. Therefore, the incidence angle is

crucial for practical applications. If the laser beam is perpendicular to the surface

of the workpiece, the on-surface spot is a circular shape, but if the laser beam hits

the surface, the spot becomes elliptical shape which decreases laser intensity.
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Liao and Yu (2007) investigated the influence of laser power and incidence

angle on the weld shape. The results illustrated that as the delivered energy in-

creased, deeper penetration was achieved while top width decreased at the same

incidence angle. On the other hand, both penetration and top width increased as

the incidence angle increased for constant laser power. The author’s experimental

results are shown in Fig. 2.10.
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Fig. 2.10. Experiment results showing the influence of incidence angle on the weld shape
(a) Top view of welded spot and (b) Transverse cross sections of the weld (c)
Characteristic lengths of the welded spot as functions of incident angle [Adopted
from Liao and Yu (2007)]

2.4.5 Laser Intensity

The four laser process parameters (i.e. laser power (PL), welding speed (WS),

focal offset (FO), and incidence angle (α)) play an important role to define the weld

quality. However, the same penetration can be achieved with many combinations

of these parameters. Apart from the similar depths of penetration, these welds may

exhibit different properties. Therefore, Suder and Williams (2012) conducted a com-

prehensive experimental study to gather these parameters together and represented

in terms of (i) laser intensity and (ii) interaction time.

The laser power per unit area at the on-surface spot is commonly known as

the laser intensity or irradiance (I). The peak laser intensity and its distribution

in Cartesian coordinates at a given focal plane is defined in Eqs. (2.8) and (2.9),

respectively.

I(x, y, z) =
2PL
πw(z)

(2.8)
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I(x, y, z) =
2PL
πw(z)

exp

(
x2

w(z)2
+

y2

w(z)2

)
(2.9)

2.4.6 Interaction Time

According to Suder and Williams (2012) defines interaction time (ti) as time

in which a particular point on the surface of the workpiece is exposed to the laser

beam, whilst the beam is moving with a constant speed. This is similar to the pulse

duration from pulsed laser welding. Based on this definition the interaction time

(ti) is given as:

ti(z) =
2w(z)

WS
(2.10)

Suder and Williams (2012) conducted a comprehensive experimental study

to investigate the amount of energy delivered to the workpiece. The work showed

that the following three parameters: (i) laser intensity, (ii) interaction time, and

(iii) specific energy point would define the weld. The results indicated that the

penetration was linearly correlated with laser intensity, but it was logarithmically

dependent on the interaction time. It is because a certain part of the laser inten-

sity develops the keyhole and the remaining is utilized to increase the penetration.

However, a certain keyhole depth can be obtained at a given laser intensity and a

further increase in the interaction time has only a small effect. It was also concluded

that constant laser intensity and interaction time did not provide a constant pen-

etration when the beam diameter was increased. Since the energy delivered to the

workpiece is increased when the beam diameter gets larger at a given laser intensity

and interaction time. The author’s experimental results are depicted in Fig. 2.11.

(b)

(a)

(a) (b)

Fig. 2.11. The experimental result that shows the penetration as a function of: (a) laser
intensity for different interaction times, and (b) interaction time for different
laser intensities [Adopted from Suder and Williams (2012)]
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2.5 Modes of Laser Welding

An important aspect in laser beam welding is the interaction of the laser

beam with the material. The interaction mechanism between the laser beam and

the workpiece is mostly influenced by the laser intensity at the surface, interaction

time and material properties such as absorption, reflectivity, conductivity, etc. This

mechanism defines the shape and mode of the welding. Two fundamental modes

of laser welding are namely; (i) conduction welding, and (ii) keyhole welding. The

main difference between these two modes is how the laser energy transfers to the

workpiece.

2.5.1 Conduction Mode

The dividing line between conduction mode and keyhole mode is the level

of the laser intensity. In conduction mode the intensity level is relatively lower

(I < 106 W/cm2 for steel) and on-surface spot size is rather large. A small amount

of the laser energy is absorbed in the surface of the workpiece and substantial amount

of the energy is reflected. The absorbed energy is transferred by heat conduction

within the workpiece. The main advantage of this mode is that material melts but

cannot vaporize. As a consequence, the welds show neither porosity nor undercut or

spatter formations. The cross section of the weld is in a bowl shape and the molten

pool is shallow and wide. However, it is a stable process that weld seam does not

needs any further post-processing. Conduction welding is usually used for welding

the compact size of parts in medical and electrical industries.

2.5.2 Keyhole Mode

When the laser intensity exceeds a critical value (I > 106 W/cm2 for steels),

instantaneous vaporization occurs along with melting on the surface of the work-

piece. Such vaporization generates a pressure which pushes liquid material down-

wards, creating a vapour cavity named as the “keyhole”. Due to the vaporization,

a plasma forms above the surface of the workpiece which absorb or inhibit laser

power. The keyhole allows the laser beam to go deeper in the material developing

“wine glass” shape. The molten pool is deep and narrow resulting a small heat af-

fected zone (HAZ). Moreover, during the welding, the keyhole walls are not stable,

they are vibrating since the vapour pressure and recoil pressure try to keep open

the keyhole walls whilst the hydrostatic pressure and surface tension try to close

it. Therefore, metal vapour can be easily trapped inside the keyhole and trapped

vapour cause weld defects such as porosity, spatter, cracks, etc. (Tzeng and Yih-
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Fong, 2006; Zhou and Tsai, 2007). A brief summary and schematic presentation of

modes of laser welding are given in Table 2.1 and Fig. 2.12, respectively.

Table 2.2: Comparison between conduction and keyhole welding modes

Welding Mode Advantages Disadvantages

Conduction Mode

Stable process without
controlling heat input

Slow process

No spatter, no porosity,
no crack

Low productivity

No vaporisation High thermal distortion
No requirement for high
quality beam

Low penetration

Keyhole Mode

High productivity Unstable process
Low thermal distortion High levels of porosity

and spatter
Low Heat Affected Zone Requires high quality

beam
High penetration High joining efficiency

b)a)
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Fig. 2.12. The modes of laser welding. a) Conduction mode, b) Keyhole mode

2.6 The Weld Quality

Welding is a joining process in which two or more parts are coalesced together

at their faying surfaces by a suitable application of heat and/or pressure. The faying

surfaces are the part surfaces that are going to be joined. These surfaces are either
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in contact or close proximity. The welding process is divided into two major classes:

(i) fusion welding, in which the weld is accomplished by melting the base metal,

in some cases using filler metal, and (ii) solid-state welding, in which heat and/or

pressure are used to achieve the weld, but no melting of the base metals occurs, and

no filler metal is used.

The purpose of any welding process is to join parts into a single structure.

The physical integrity of the structure depends on the weld quality. The typical

requirements for the weld quality can be listed as follows: (i) the weld satisfies the

design dimensions and has almost no distortion, (ii) the weld bead has uniform

waves, and no cracks or holes found in the weld bead, (iii) the weld offers the

required functionality and strength, and (iv) the appearance of the weld satisfies the

required level. Based on these requirements, the weld quality can be assessed into

the following three categories: (i) metallurgical, (ii) mechanical, and (iii) aesthetic.

The discussion of the weld quality in this dissertation primarily deals with fusion

welding.

2.6.1 Metallurgical Weld Quality

Metallurgical based weld quality refers to the weld microstructure. During

the welding process, the base metal to be welded experiences a thermal cycle, which

is the rapid heating and cooling. Such a thermal cycle results in microstructural

changes in the base metal. It is important to understand these microstructural

changes since they affect the mechanical properties of the weld (Mishra and Debroy,

1995).

According to the American Iron and Steel Institute (AISI), steels that include

carbon content up to 0.20% carbon is called “low-carbon steels”, and between 0.20%-

0.40% carbon is called “mild steels”. In this dissertation, a hot-dip galvanized low

carbon steel (DX54D+Z) with a nominal carbon content of 0.12% is used and its

chemical composition % by mass, mechanical and thermal properties are given in

Tables 2.3 to 2.5. These values are taken from the industrial standard (EN ISO

10327, 2004).

Table 2.3: The chemical composition of DX54D+Z steel (wt %)

Material
Elements (wt %)

C Si Mn P S Ti Fe

DX54D+Z 0.12 0.5 0.6 0.1 0.045 0.3 98.335
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Table 2.4: The mechanical properties of DX54D+Z steel

Material
Yield Strength

(MPa)

Tensile Strength

(MPa)

Total Elongation

(%)

DX54D+Z 120 - 220 260 - 350 38

Table 2.5: The thermal properties of DX54D+Z steel

Material
Density

(kg/m3)

Thermal Conductivity

(W/(m×K))

Specific Heat Capacity

(J/(kg ×K))

DX54D+Z 7800 49.8 435

The generalized heat transfer equation is solved using the Finite Element

Method (FEM) in Chapter 5. The required material properties for the FEM are den-

sity, thermal conductivity, specific heat capacity, latent heat, and liquidus, solidus

and vaporization temperatures. The aforementioned temperatures and the latent

heat of DX54D+Z steel are not given in the standard (EN ISO 10327, 2004). The

liquidus and the solidus temperature of DX54D+Z are calculated from the iron-iron

carbide phase diagram based on the equivalent carbon content. The vaporization

temperature and the latent heat of fusion of pure iron (Fe) are used for the vapor-

ization temperature and the latent heat of the DX54D+Z steel.

A phase diagram in metallurgy represents the equilibrium phases present in

a pure metal or an alloy. The most common type phase diagram used in the metal-

lurgy of steels is the iron-iron carbide phase diagram, which is used to understand

the solidification process and the subsequent microstructure (Blondeau, 2013). It

contains liquidus, solidus, and solvus temperatures as a function of carbon content.

The liquidus line separates all liquid material from a mixture of liquid and solid.

Similarly, the solidus line separates completely solid material from a mixture of

liquid and solid. The solvus line defines the limit of solid solubility.

Carbon Equivalent (CE) is an empirical value in weight percent, relating the

combined effects of different alloying elements used in the making of carbon steels to

an equivalent amount of carbon. This value is calculated in Eq. (2.11) (ANSI/AWS

D1.1, 2000).

%CE = %C +
(%Mn+ %Si)

6
+

(%Cr + %Mo+ %V )

5
+

(%Ni+ %Cu)

15
(2.11)

The solidus and liquidus temperatures of the material used in this thesis
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are determined according to the carbon equivalent value from the iron-iron carbide

phase diagram as 1477 ◦C and 1521 ◦C, respectively.

During the welding process (in the case of fusion welding), the region just

right under the heat source has experienced a temperature which is greater than or

equal to liquids temperature. This region undergoes melting followed by solidifica-

tion, similar to the casting process. On the other hand, the region which is slightly

away from the heat source undergoes heat treatment. In general, a weld can be

divided into four different zones depending upon experienced temperature. These

zones are (i) the fusion zone (FZ) is the region which has experienced a temperature

which is greater than or equal to liquids temperature, (ii) the partially melted zone

(PMZ) is defined as the region that experiences temperatures in the freezing range

(between liquidus and solidus temperature), (iii) the heat affected zone (HAZ) is

the region that experiences a peak temperature that is well below the solidus tem-

perature while high enough that can change the microstructure, and (iv) the base

metal (BM) is the region where there is not any heat treatment. The schematic il-

lustration of different zone in the weld and iron-iron carbide phase diagram is given

in Fig. 2.13.
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Fig. 2.13. (a) The distribution of the different zones in a welded joint as a function of
temperature in relation to (b) the iron-carbon phase equilibrium

2.6.1.1 Fusion Zone

The microstructure in the fusion zone is influenced by the solidification con-

ditions and process parameters. During the solidification process, grains tend to

grow in the direction perpendicular to the molten pool boundary because this is

the direction of the maximum temperature gradient. At high welding speeds and
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power intensity, the molten pool becomes teardrop shape and grains are essentially

straight in order to grow perpendicular to the pool boundary. On the other hand,

the molten pool becomes elliptical shape at lower welding speed and power inten-

sity, and grains are curved to grow perpendicular to the pool boundary. Figure 2.14

shows the grain structure of the fusion zone (at top view) for both high and low

welding speeds.

Welding Direction

Molten Pool

a)

b)

Molten Pool

Fusion 

Zone

Fusion 

Zone

Fig. 2.14. Top view of the fusion zone structure at different welding speeds (a) elliptical
molten pool, (b) teardrop shape molten pool [Adopted from Lienert et al. (2011)]

The temperature gradient (G), solid/liquid interface growth rate (R), and

cooling rate (e) are the important parameters for the solidification process. Kou

(2010) identified four possible solidification modes depending on these parameters.

The identified modes are listed as follows: (i) planer, (ii) cellular, (iii) dendritic,

and (iv) equiaxed dendritic. It is highlighted that the ratio of the temperature

gradient and the growth rate (G/R) determines the solidification mode, and the

product of the temperature gradient and the growth rate (G*R) determines the size

of the solidified microstructure. The effect of the temperature gradient (G) and the

growth rate (R) on the solidified microstructure is depicted in Fig. 2.15.
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Fig. 2.15. Effect of temperature gradient G and growth rate R on the morphology and size
of solidification microstructure [Adopted from Kou (2003)]

The temperature gradient (G) is relatively high at the fusion line (FL) be-

cause the molten pool is in contact with the metal that has not been melted. An

opposite trend exists for the interface growth rate (R), it is maximum at the fusion

line and reaching almost zero at the fusion line. Therefore, the solidification mode

change continuously in the fusion zone since the ratio G/R decreases from the fusion

line toward the centre line, as indicated in Fig. 2.16.
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Fig. 2.16. Variation in solidification mode across the fusion zone [Adopted from Kou
(2003)]

2.6.1.2 Partially Melted Zone

Temperature profile and history can be used to characterize a welding pro-

cess. The temperature profile indicates temperature distribution at a certain time,

and the temperature history represents the instantaneous temperature of a certain

point in the welded material. The partially melted zone (PMZ) is defined as the

region that experiences temperatures in the freezing range (between liquidus and

solidus temperature). This zone separates the FZ and the HAZ (See Fig. 2.17). The

width of the partially melted zone is determined by the size of the freezing range

and cooling rate. In laser welding, the PMZ is very narrow due to higher cooling

rates.

Partially Melted 

Zone (PMZ)

Base Metal

A

B

Molten 

Pool

C

Temperature

time

Liquidus

Temperature

Solidus
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Point B
Point A

Point C

b)
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Fig. 2.17. A schematic representation of a) the partially melted zone, and b) temperature
history for given points in the welded material

The fraction of liquid inside the grain in this zone depends on the local

temperature gradient. It is fully liquid at the edge of the molten pool. Consider an
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alloy of A and B that has an overall composition that places it to the left of the

eutectic point. The liquation will take place when the base metal is heated to the

eutectic temperature. At this temperature, the alpha phase and the beta phase react

with each other and forming the liquid of the eutectic composition. The liquation

occurs particularly along grain boundaries and to a lesser extent in the interior

of the grains. During solidification, grains have a tendency to solidify essentially

upward and toward the molten pool. However, if the grains are long and thin, the

direction of solidification is only upward (Huang et al., 2001). It is observed that

the solidification mode is predominantly planer in this zone. However, the cellular

mode is seen near the weld bottom because PMZ is thicker in this area resulting in

a lower temperature gradient. These two modes are depicted in Fig. 2.18.
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Fig. 2.18. The solidification modes of grain boundary liquid in the PMZ [Adopted from
Huang et al. (2001)]

2.6.1.3 Heat Affected Zone

The heat-affected zone (HAZ) lies outside the PMZ, and it begins where the

peak temperature is just below the solidus temperature of the alloy and extends

to a point where the temperature is high enough to alter the microstructure of the

base material. The HAZ is generally divided into two regions: (i) the grain growth

region, which lies adjacent to the PMZ, and (ii) the grain-refined region, which is

farther away from the weld. The grain growth is a function of the temperature,

and it decreases with increasing distance from the FZ. Thus, the coarser grains (the

maximum grain size) always occur along the PMZ. Due to the coarser grains, this

region will be softer and have lower strength. The heat applied during welding

recrystallizes grains that are away from the weld metal into fine, equiaxed grains.
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The typical grain structure for the fusion welded joint is shown in Fig. 2.19.

Grain Growth

Heat Affected Zone

Grain Refinement

Base MetalFusion Zone

Grain GrowthPartially Melted Zone

Fig. 2.19. The different microstructural regions in a steel weld highlighting the grain
growth and the grain refinement regions inside the HAZ [Adopted from Layus
et al. (2018)]

2.6.2 Mechanical Weld Quality

The mechanical-based weld quality quantifies the ability of the weld to per-

form the functional requirements during the service life. These requirements could

be either strength in static loading and/or durability in dynamic loading. Strength

is usually tested through a tensile machine applying a quasi-static force and checking

which is the maximum value of the load the joint can stand, and which is the corre-

spondent elongation for that load. Clearly, this characteristic plays a fundamental

role in the evaluation of a weld; the joined components are, in fact, utilized for the

creation of structural parts of the automotive frame, and they need, for safety issues,

to be resistant.

EN ISO 5817 (2014) is a industrial standard for fusion welded joints in steel,

nickel, titanium, and their alloys with quality levels and imperfections. The weld

quality is defined by quality levels (A, B, C, or D), where A is the highest and

D the lowest weld quality, respectively. Tensile-shear tests are widely employed

to evaluate tensile strength. It enables to obtain important information about the

breaking point, maximum load, fracture position and the percentage elongation of

the weld. An example Tensile-Shear testing configuration of a welded structure is

shown in Fig. 2.20.

44



45 mm

45 mm

1
0
5
 m

m

1
0
5
 m

m

1
6
 m

m

8
 m

m

25 mm

b)a)

Fig. 2.20. a) Instron 100kN tensile testing machine used for the lap shear tensile tests,
b) Dimensions of the welded samples to be tested via lap shear tensile test
[Prepared based on the industrial standard EN ISO 5817 (2014)]

Miyazaki and Furusako (2007) conducted an experimental examination to

examine the effects of the bead size on the tensile shear strength of laser welded lap

joints. In the tensile shear test of laser welded lap joints, fracture occurred either at

the base metal (BM), at the adjacent to the weld or at the weld depending on the

strength of the welded joint. When the weld width was 2.0 mm and the weld length

was 50 mm across, the fracture occurred at the base metal, and the joint strength

was the same as the base-metal strength. In contrast, when the weld width was 0.85

mm and the weld length was 50 mm, the weld metal failed. When the bead width

was 2.0 mm and its length was 30 mm, the test pieces failed at the adjacent to the

weld, and the joint strength increased as the base metal strength increased. Figure

2.21 illustrates the macro-section images for different welded structures highlighting

configuration of breaking point after fracture. It can be summarized that if the

weld strength is bigger than the base metal strength, the fracture occurs at the

base metal. If the base metal strength is bigger than the weld strength, the fracture

occurs at the weld. Depending on the thermal cycle, the fracture occurs at the HAZ.
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a) b)

c)

Fig. 2.21. Deformation of the different laser lap welded structures under tensile shear load
and configuration of breaking point after fracture a) at the base metal, b) at
adjacent to the weld, c) at the weld [Adopted from Miyazaki and Furusako
(2007)]

Weld profile is important not only because of its effects on the strength and

appearance of the weld but also because it can indicate incomplete fusion, imper-

fect shape or unacceptable contour. Thus, a significant body of research has been

conducted to establish a mapping relation between welding process parameters and

fusion zone dimensions to predict the weld quality; and, to find out optimum pro-

cess parameters to achieve quality requirements determined by the manufacturers

or the industrial standards (EN ISO 13919-1, 1997; EN ISO 13919-2, 2001). The

top width, interface width, penetration, and bottom concavity are the characteris-

tic fusion zone dimensions (FZDs) that determine the strength of the weld. The

allowance limits of FZDs and graphical description are shown in Table 2.6.
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Table 2.6: Welding quality in terms of Fusion Zone Dimensions (FZDs) and their allowance
limits. tupper indicates the thickness of the upper sheet; tlower indicates the
thickness of the lower sheet

Fusion Zone 

Dimension

Macro-Section Image 

Description
Allowance Limit

Penetration

(PT)
0.6 × 𝑡𝑙𝑜𝑤𝑒𝑟 ≤ 𝑃𝑇 ≤ 𝑡𝑙𝑜𝑤𝑒𝑟

Top Width

(TW)
𝑡𝑢𝑝𝑝𝑒𝑟 ≤ 𝑇𝑊 ≤ 2 × 𝑡𝑢𝑝𝑝𝑒𝑟

Interface Width

(IW)
𝐼𝑊 ≥ 1.1 × 𝑚𝑖𝑛   𝑡𝑙𝑜𝑤𝑒𝑟, 𝑡𝑢𝑝𝑝𝑒𝑟

Top Concavity

(TC)
𝑇𝐶 ≤ 0.5 × 𝑡𝑢𝑝𝑝𝑒𝑟

Bottom Concavity

(BC)

𝐵𝐶 ≤ 0.5 × 𝑡𝑙𝑜𝑤𝑒𝑟

1 mm

PT

1 mm

TW

1 mm

IW

1 mm

TC

1 mm

BC

2.6.3 Aesthetic Weld Quality

Spatter, which is the ejection of melt droplets from the molten pool, is the

main reason for the mass loss. This mass loss can cause weld defects, such as under-

filling, an unsteady appearance of the weld seam which deteriorate the aesthetics of

the weld seam. It is important to have less amount spatters for Class-A type surface

finish (Haider et al., 2007).
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The formation of spatter can be explained by two reasons. The first explana-

tion is based on the unstable keyhole. The recoil pressure tries to open the keyhole;

on the other hand, the surface tension pressure tries to close (Kägeler and Schmidt,

2010). The keyhole front is slightly tilted in the reverse direction of the welding

speed. This means that the upper part of the keyhole front is overheated. Thus, lo-

calized evaporation is occurred resulting in intense vapour jets at the keyhole front.

These vapour jets impinge on the keyhole rear, and in this case, total pressure that

opens the keyhole rear is the superposition of the recoil pressure and the vapour jet

pressure. Consequently, the keyhole rear is locally pushed backwards, resulting in

waves at the keyhole rear. When these waves are broken at the keyhole opening,

spatters are generated (Kaplan and Powell, 2011).

The second explanation relates to the flow conditions within the molten

pool. The keyhole opening fluctuates in diameter periodically. Any increase in

diameter narrows the distance between the keyhole and the liquid-solid interface.

This narrowing increases local flow around the keyhole opening, and the molten

pool around the keyhole rear was elongated vertically. A droplet can break from

the vertically elongated molten pool when the energy of the fluid element with the

vertically elongated molten pool overcomes the surface energy of the melt and the

energy of the escaping fluid element (Nagel et al., 2018). The flow conditions in the

molten pool around the keyhole and the localized evaporation of the metal in the

keyhole front are illustrated in Fig. 2.22.
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Fig. 2.22. A schematic description of spatter formation based on the localized evaporation
of metal in the keyhole front, and the flow conditions in the molten around the
keyhole

Also, corrosion has been recognized to have an influence on the aesthetics

of the weld. Beyond visual aspects, sealing capabilities must be ensured. Although

sealants are widely used for this purpose, welds must still be free of any defect that

could allow this to happen. Therefore, defects like burn-through and cracks should

be completely avoided.

2.7 Summary

This chapter presents a general overview of the background information of

the laser beam and the laser welding process. The first part of this chapter briefly

described the fundamentals of a laser beam. The second part gives information

related to laser-material processing specifically welding.
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The laser beam is generated based on the stimulated emission of electromag-

netic radiation and it consists of electromagnetic waves. The fundamental char-

acteristics are (i) coherent (i.e. travel in the same direction), (ii) monochromatic

(i.e. single colour), (iii) transverse electric mode (i.e. defines the intensity distri-

bution of the laser), (iv) polarization (i.e. a phase difference between electric and

magnetic fields), and (v) a unique wavelength. An ideal laser beam has a TEM00

mode where laser intensity distribution shows a Gaussian profile. The laser beam

geometry depends on the following parameters: (i) beam waist radius, (ii) beam

divergence angle, and (iii) Rayleigh length. Furthermore, the quality of the laser

beam is express with two metrics: (i) M2 value, and (ii) beam parameter product

(BPP).

The main parameters that affect the shape of the weld can be listed as (i)

laser power, (ii) welding speed, (iii) focal offset, and (iv) incidence angle. These

process parameters can be gathered into the spatial and temporal distribution of

the laser energy on the surface of the workpiece as laser intensity and interaction

time, respectively. Depending on these two distributions, different welding regimes

occur in laser processing, identified as conduction and keyhole modes. The shape of

the weld is in bowl shape (i.e. shallow penetration and wide width) in conduction

mode; whereas, it is in goblet shape (i.e. deep penetration and narrow width) in

keyhole mode.
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Chapter 3

Literature Review

The laser welding process is a recent welding method which is capable of

assembling several pieces of sheet metals using a laser beam. The laser beam is a

highly concentrated heat source, and its diameter ranges from 0.2 mm to 10 mm

in the knowledge that only the smaller diameters are employed. Furthermore, the

welding is often performed without using filler material and there is no physical

contact between the laser beam and the material. The main advantages are listed

as (i) the high laser intensity (I > 106W/cm2) which is capable of producing deep

penetration welding in a fraction of a second, (ii) high energy input in a short time

creates narrow heat affected zone (HAZ) resulting low thermal distortion, and (iii)

non-contact welding leads to joining materials by single side access gives an ability

to design thinner flanges in the automotive industry (Sinha et al., 2013; Enz et al.,

2017).

Despite numerous advantages of laser welding, it is difficult to laser weld

(i) steels especially galvanized steels due to the mitigation problem of zinc vapour

(Kim et al., 2015), (ii) aluminium due to the lower absorption of the laser beam

at the surface and hot cracking (Hu and Richardson, 2006), and (iii) magnesium

due to oxidation and pore formation (Cao et al., 2006). Furthermore, the pieces

to be welded need to be closely adjusted since it is non-contact welding and filler

material is not used (Li et al., 2003; Franciosa et al., 2014). Therefore, inaccurate

beam positioning can result weld defects such as lack of fusion, and other weld

defects, such as porosity and spatters may also result due to high cooling rates with

insufficient de-gasification metallic vapour from the welding medium.

The overall goal of this thesis is to emulate the RLW process to directly

measure the aforementioned FZDs (i.e. penetration, top width, interface width).

Furthermore, the developed model is a necessary enabler for the proposed closed-

loop quality assurance framework (See Fig. 1.5) for the RLW process. The strategy
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is to integrate the data gathered from the process to the physics-driven welding

model to obtain FZDs during the welding process. To accomplish this goal, it is

necessary to have control over process parameters that affect the weld quality as

well as a fast and accurate model which emulates the welding.

The remaining part of this chapter is organized as follows: (i) Section 3.1

summarizes the mitigation methods of zinc vapour in laser welding of galvanized

steel, (ii) Section 3.2 reviews on state-of-the-art of the in-process monitoring meth-

ods used in the laser welding process, and (iii) a brief overview the driving physical

phenomenon involved in laser welding is presented in Section 3.3.

3.1 Related Work on the Mitigation Methods of Zinc

Vapour in Laser Welding of Galvanized Steels

The galvanization is a process in which steels are coated with zinc. The

coating protects the metal against corrosion, also it allows the paint to adhere better

to the surface of the metal. Two most commonly used processes for galvanization

are “hot-dip galvanization” and “electrogalvanizing”.

Hot-dip galvanizing means immersing the steel in a molten zinc bath of about

450 ◦C. The zinc is metallurgically bonded to the steel due to the diffusion reaction

between the zinc and the iron in the steel. When the steel is removed from the

zinc bath, the coating is made up of different layers of zinc-iron alloys with a top

layer of pure zinc (Krauss et al., 1990). The immersion time varies according to

the dimension of the base metal and thickness of the coating. Depending on the

immersion time, the coating may be silvery and shiny (thinner layers) or dark grey

and matt (thicker layers) (Porter, 1991). Another commonly used method of zinc

coating is electrogalvanizing. It is an electroplating technique that uses electricity to

coat an object with a layer of metal. The coating is carried out immersing the object

being coated (cathode) and a bar of coating metal (anode) into an electrolytic bath

and connecting the anode and the cathode into a circuit with a battery or other

power supply. When the electricity flows through the circuit, the bar dissolves in

the electrolytic bath, and plates out on the object, forming a thin but durable

coating. Compared to hot-dip galvanization, electrogalvanizing provides a thinner

coating and more aesthetic appearances (Thiery and Frédéric, 2007; Duprat and

Kelly, 2009).

The most utilized welding technique in the automotive industry is resistance

spot welding (RSW). The main limitations of this process can be listed as (i) the

need for higher current, (ii) the longer welding time, and (iii) the tendency of zinc
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coating to stick to the electrodes (Holliday et al., 1996). With the advancement

of laser technology, RSW has been steadily taken over by RLW because it offers

better weld quality, cheaper and faster manufacturing process (Ribolla et al., 2005;

Kawahito et al., 2007; Ceglarek et al., 2015). However, laser welding of galvanized

steels is still challenging. Due to the difference between the melting temperature of

steel (1500 ◦C) and the vaporizing temperature of zinc (907 ◦C), the zinc vapour at

faying surfaces might be trapped within the molten pool (i.e. degrade mechanical

and metallurgical quality) or might cause disruption of keyhole stability leading

spatters (i.e. degrade aesthetic quality).

This section reviews past research on the mitigation methods of zinc vapour

that are utilized in laser welding of galvanized steel. Moreover, limitations of the

existing methods are highlighted in the context of the welding process and they can

be classified into three categories as (i) removal of zinc coating, (ii) reduction in

zinc vapour pressure, and (iii) ventilation of zinc vapour.

3.1.1 Removal of Zinc Coating

The simple solution is to eliminate the root cause of the problem which is

removal of zinc coating. The removal process is based on adequately controlling the

heating, melting and vaporization processes of the zinc coating.

Yang and Kovacevic (2009) achieved zero defect welding in overlap welding

of galvanized DP 980 steel by utilizing a hybrid process combing gas metal arc

welding (GMAW) and fibre laser welding. In this research, the auxiliary heat source

(GMAW) was used to preheat the surface of metal to transform the zinc coating to

zinc oxide. It was pointed out that the formed zinc oxide was higher vaporization

temperature
(
TvapZnO = 2248 K

)
than atomic zinc

(
TvapZn = 1180 K

)
. After pre-

process, the actual weld was accomplished using the fibre laser.

Similarly, Milberg and Trautmann (2009) proposed a bifocal hybrid laser

welding (BHLW) which was a superposition of high-power diode laser (HPDL) and

Nd:YAG laser systems. The HPDL system was utilized for the zinc removal and

welding is performed using an Nd:YAG laser system. The BHLW enables increased

top width due to the larger area was irradiated by the HPDL beam spot. Further-

more, Ma et al. (2013) utilized a 4 kW fibre laser for both pre-heating and welding

processes. In pre-heating, the laser intensity was diminished by defocusing the laser

beam. The welding was conducted after the zinc layer had been removed. The En-

ergy Dispersive Spectroscopy (EDS) was used to measure the zinc coating. Despite

obtaining better weld quality using this method, it allows the material to corrode.

Thus, it has been proposed that a nickel painting after removing the zinc coating
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provides good corrosion resistance without causing the same problem with zinc since

nickel has a higher melting temperature (TmeltNi = 1728 K).

3.1.2 Reduction in Zinc Vapour Pressure

This section summarizes the conducted research on the reduction of the zinc

vapour pressure accumulated at faying surfaces. The highly pressurized zinc vapour

is decreased by introducing active elements (e.g. Cu and Al) on faying surfaces or

adopting suction mechanisms.

Dasgupta and Mazumder (2008) suggested inserting an additional copper

(Cu) layer in joining gap. Hence, it was filled with this additional layer of copper.

During welding, zinc-copper alloy was formed that would prevent the violent be-

haviours of zinc vapour and would reduce the amount of porosity from 10% to 2%.

Furthermore, the experimental results indicated that the fatigue life of the welded

joint was 25% higher than a standardised spot weld for the same strain energy re-

lease rate. Likewise, Li et al. (2007) suggested inserting an aluminium (Al) foil.

The authors pointed out that 80% improvement in the shear strength was achieved

due to the less amount of porosities and deeper penetration. However, the place-

ment of additional metal is the most crucial parameter of the stability of the molten

pool. Thus, sufficient clamping force was required to tightly close sheet metals and

additional material to produce decent welds.

Chen et al. (2014) employed a novel method to reduce the zinc vapour by

using a suction device which was specifically designed to create a negative pressure

zone. A high-speed video camera was used to monitor the dynamic behaviour of the

plasma plume and the zinc vapour. According to the results, porosities and blow

holes were avoided, and the best surface quality was obtained using laser power of

3.4 kW , welding speed of 2.4 m/min and vacuum suction. However, undercuts were

observed on the top and bottom of the weld due to a small portion of liquid metal

is also sucked along with zinc vapour.

The limitation of inserting an additional metal is that inter-metallic com-

pounds will be created at the joint interface. These compounds lower the mechanical

quality of the joint. Furthermore, inserting additional metal is difficult of implement

and automate during the welding process. Similarly, the suction method requires

dedicated equipment which increases the complexity of the process.
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3.1.3 Ventilation of Zinc Vapour

The summarized methods in this section are based on de-gasification of zinc

vapour from the welding medium without causing any weld defects either by (i)

using pre-drilled “vent holes” inside base material for ventilation, (ii) stabilizing

the keyhole by employing shielding gas in which zinc vapour escapes through, (iii)

using a leading beam to cut ventilation channels along with the main welding beam,

and (iv) creating an appropriate joining gap between faying surfaces. The required

joining gap can be obtained by inserting calibrated metal shims in faying surfaces or

creating surface features such as dimple that work as a spacer between sheet metals.

Chen et al. (2009) studied the “vent hole” approach and investigated the

optimum distance between holes. In this work, the vent holes are drilled by using a

pulsed mode Nd:YAG laser with an average power of 200 W and a pulse duration

of 1 ms. The vent holes were aligned with the weld line, and welds were conducted

using CW mode CO2 laser. The material used in this experimental work was 0.7

mm thickness and 7 µm zinc coating. The results indicated that the optimum

distance between two vent holes was dependent on the welding speed and it should

be 0.14 mm for 9 m/min. However, the additional drilling procedure increases the

production cost and cycle time.

Carlson et al. (2011) investigated the effect of shielding conditions on the

weld quality. In this research, welding took place under different shielding conditions

such as; the mixture of argon and carbon dioxide as well as argon and oxygen. The

authors concluded that the shielding gas not only blew away the plasma plume, but

also reacted with the zinc vapour and stabilized the molten pool. The experimental

results demonstrated that for a given laser power of 3.6 kW , decent welds were

achieved at welding speeds up to 30 mm/s with mixtures of 75% Ar and 25% CO2

as well as 98% Ar and 2% O2. The lower processing speed is the main limitation of

this method.

Iqbal et al. (2010) offered the utilization of dual the laser beams which in-

volved a leading the laser beam for cutting exhaust slots in which zinc vapour vented

out; and followed by the main the laser beam for welding. The exhaust slots were

aligned with the welding line. Moreover, a specific offset distance between these two

the laser beams was needed in order to not to merge these two the laser beams.

The simple approach can be to create an appropriate joining gap between

faying surfaces in which the zinc vapour mitigated from the welding medium. Akhter

(1990) developed a model to calculate the joining gap size for CO2 lasers. The model

was derived from the volume rate balance of generated zinc vapour and escaping

through the joining gap. The minimum joining gap size (gmin) is calculated in
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Eq. (3.1).

gmin = K ×WS × tZn × t−1/2
p (3.1)

where tp is the thickness of the sheet, v is the welding speed, tZn is the

thickness of zinc coating; and, K is a material constant depending on laser power

which is 18.25 sm−1/2 for CO2 lasers. On the other hand, the maximum joining gap

size should be 35% of the thickness of the sheet for decent weld.

Graham et al. (1994) conducted experimental research on the weldability of

galvanized sheet metals by using 2 kW of Nd:YAG laser in a lap joint configuration.

The authors investigated the effect of the joining gap size on the weld quality. In

order to create the pre-set joining gap size, calibrated metallic shims were inserted

between faying surfaces. The authors concluded that high-quality weld could be

achieved at welding speed up to 2.7 m/min by using joining gap size in between

0.10 to 0.20 mm. In order to easily remove the zinc vapour from the medium,

the gap to be formed must be close enough to the welding area. However, it is

very difficult to adjust the position of shims since they are only contact with the

workpiece not bounded and they easily dislocate during the welding process.

The required gap can be obtained by surface features such as dimples gen-

erated by the stamping process. It is evident that the stamping process requires

additional equipment than the welding process. Moreover, it is difficult to create

such a small dimple, whose height is around 0.15 ∼ 0.20 mm, because the work-

piece might be damaged during the process. Dimples are also created by the rapid

movement of the laser beam on the surface of the material in a short distance. In

addition, there is no need for any additional equipment and the same laser source

as well as the fixture that is designed for the welding process can be utilized. This

process is called the “laser dimpling process”. It is a promising solution to generate

dimples near the welding area. These dimples work as a spacer between the faying

surfaces to obtain the required joining gap. During the welding, the zinc vapour

ventilated through this obtained joining gap. Each dimple is individually manu-

factured, and its shape, height, and position are determined locally by changing

the process parameters which gives flexibility in production. However, little data is

available in literature about the laser dimpling process.

An experimental study conducted by Gu (2010) in which dimples are gen-

erated on the bottom surface of the zinc coated sheet metal of 0.76 mm thickness.

During experimental studies, the laser beam focus position was varied between ∓3

mm above the top surface of the specimen, whilst both laser power and travel speed

were kept constant. Furthermore, Gu and Shulkin (2011) also developed dimples on
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the top surface of the same material at varying scanning speed and incidence angle,

while other parameters such as focal offset were kept constant. In these studies, the

laser power was kept constant at 4 kW . The results indicated that dimple height

monotonically decreased with increasing both scanning speed and incidence angle;

whereas, the dimple height firstly, increased and then decreased whilst increasing

the focal offset.

In a more recent study conducted by Colombo and Previtali (2014) applied

univariate linear regression model to determine the influence of scanning speed on

the dimple height keeping constant laser power, focal offset, and laser track. They

found that linear energy, which is the amount of energy supplied per unit time,

was the primary factor affecting the dimple height. Furthermore, it was stated that

obtained dimples have a negative – positive profile due to conservation of volume flow

around keyhole. However, this study has limitation as authors considered only the

influence of a single process parameter without exploring other important process

parameters and their interactions.

The existing literature has focussed mainly on a single-input-single-output

(SISO) scenario which is necessary but not sufficient to give a complete characteri-

sation of the dimpling process. The dimple quality is evaluated by one KPI, which is

dimple height. Thus, it is important to take into consideration a multi-input-multi-

output (MIMO) based scenario and to include the following multi-inputs: scanning

speed (SS), focal offset (FO), incidence angle (α), and laser track (LT ). The follow-

ing three KPIs are addressed as multi-outputs: dimple height (DH), dimple upper

surface area (DU ), and dimple lower surface area (DL). Another limitation associ-

ated with the current literature is the lack of modelling variation in the dimpling

process. The current models are developed under the assumption of ideal process

performance neglecting process variation. Due to lack of understanding process vari-

ation, the measurement of a KPI (e.g. dimple height) for given process parameters

might violate the given allowance limits and it will lead to the inaccurate selection

of process parameters. However, no comprehensive research work has been reported

in the laser dimpling process that considers MIMO-based scenario with process vari-

ation. Table 3.1 summarizes related research addressing the laser dimpling process

and highlights the contributions of the proposed modelling approach.
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Table 3.1: Related work on the selection of optimum laser dimpling process parameters

Process

Characterization

Process

Synthesis

SISO

Gu (2010)

Gu and Shulkin (2011)

Colombo and Previtali (2014)

Proposed in this thesis

(See Chapter 4)

MIMO -

3.2 Related Work on the Process Monitoring

A critical requirement for any manufacturing process to produce products

within defined specification limits. The term weld quality assurance generally refers

to use of technological methods and actions to guarantee quality by (i) gathering

process information, (ii) understanding of the occurring physical phenomena based

on the gathered information, and (iii) creating quality control methods to reduce

weld defects.

The process information is obtained by off-line inspection and in-process

monitoring. Traditional off-line inspection builds a relationship between process

parameters/conditions to the weld quality through statistical methods, such as Re-

sponse Surface Methodology (RSM). To build such relationships, a large quantity

of data should be required which can be gathered by conducting destructive and

non-destructive experiments (Moradi and Ghoreishi, 2011; Gao et al., 2016; Zhang

et al., 2015) or running comprehensive numerical simulation of laser welding (Geiger

et al., 2009; Otto et al., 2011; Courtois et al., 2016; Pang et al., 2016). Further-

more, off-line monitoring is expensive (i.e. time and material consuming), reduces

productivity, and the lack of effective implementation with automation. In compari-

son with experimental studies, a numerical simulation can give detailed information

about the weld quality concerning the weld profile (i.e. fusion zone dimensions) and

their relationships with the welding process parameters. However, creating such a

computer simulation is not possible, unless the process parameters and their effects

on the weld quality are fully understood.

To reduce manual expensive off-line inspection, in-process monitoring of laser

welding has been studied in recent years. In-process monitoring requires sensors

which convert the process emissions (e.g. optical emissions, acoustic emissions, elec-

tric and magnetic fields) into electrical signals. A signal conditioner which converts

the electrical signals to measurable variables. These variables are related to the
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weld quality. It is common practice defined by the industrial standards that the

weld profile is measured by FZDs.

The most commonly used sensors for capturing different process emissions

are given in Table 3.2. According to the monitoring target, in-process monitoring

methods are divided into two categories as a single-sensor, single-target monitoring,

and a multi-sensor, multi-target monitoring. Generally, a single sensor is not suffi-

cient to describe the complete welding process so that multi-sensors are utilized to

gain more comprehensive information.

Table 3.2: Process signals and detectors used in process monitoring for the laser welding

Sensor
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Molten pool image X X

Plasma plume image X X

Workpiece temperature X X X

Photo-emissions X X

Back scattered beam X X

Airborne acoustics X

High-speed cameras (e.g. Complementary metal oxide semiconductor

(CMOS) and charge coupled device (CCD)) are widely employed to study the evo-

lution of a very fast process. In the laser welding process, the weld takes place in

a few milliseconds (ms) and this kind of device becomes basically mandatory if the

objective is to understand the behaviour of the process. Three kinds of high-speed

cameras can be found in the literature, namely: (i) visible detection (350 - 750 nm),

(ii) infra-red (IR) detection (thermal camera (740 - 1170 nm)), and (iii) auxiliary

light source detection (high-frequency stroboscopic light and waveband within 800

- 990 nm). Abt et al. (2011) developed a closed loop control system of obtaining

full penetration by controlling laser power and welding speed. The methodology

was based on the analysing blind and open keyholes by controlling dark and bright

areas in captured images. If the keyhole is blind the laser light is back reflected

from the keyhole walls resulting in a bright area in the captured image so that it is
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possible to distinguish between the blind keyhole and the open keyhole (i.e. partial

and full penetration), but it is difficult to directly measure the actual penetration.

Similarly, Luo and Shin (2015) proposed an edge detection algorithm to monitor the

molten pool shape to obtain the top width and the molten pool length. The authors

used a co-axial CMOS camera and off-axial green illumination. According to the

authors, the molten pool dimensions are sensitive to the process parameters in the

blind keyhole mode; whereas, they are almost insensitive to power variation in the

open keyhole. Images obtained from the high-speed camera contain information on

the two-dimensional spatial distribution, but they have a low temporal resolution.

Recent investigations have focussed on IR thermography to provide informa-

tion on the temperature profile and history of the molten pool and the surrounding

metal. Thermal images are recorded on-line and temperature profile and history are

computed by using image processing methods. Weld external KPIs (quality indica-

tors), such as spatters, weld bead, molten pool dimensions, and cooling rates can be

identified (Chen and Gao, 2014; Speka et al., 2008). It is monitored cooling rates

using an infrared camera to detect weld defects during arc welding of steel. Specific

weld defects, such as variations in the joint gap, arc misalignment, and impurities

were found. The resulting surface isotherms were recorded to measure the weld bead

width in real time. Results showed that torch offset and bead width perturbations

could be separated and monitored simultaneously. However, the main drawbacks

of IR thermography are the low sampling frequency, the high price and the limited

field of view.

To detect and acquire signals from the welding process different technical

solutions can be adopted, using different types of sensors. The extensively used

sensor in the laser welding process is photodiodes because of their low cost and

high sampling frequency. The use of different combinations of optical filters have

shown that three types of optical radiation are of interest in laser welding which

are listed as: (i) ultraviolet and visible light emission generated from the plume

(P-Sensor), (ii) laser light emission from the beam reflection (R-Sensor), and (iii)

thermal radiation coming from the molten pool surface (T-Sensor). The optical

radiations are converted into electrical signals and analysed using signal processing

techniques. Apart from the signal analysis of particular spectral bands, analysis of

the full spectral waveband during the welding process can also be carried out by

using a spectrometer.

Olsson et al. (2011) demonstrated that UV signal could be a good quality

indicator in CO2 laser welding since the plume on the weld pool absorbed the great

amount of laser radiation and was heated to an ionized state. However, the plume
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in Nd:YAG lasers was transparent to the laser and did not get heated to a plasma

state. It radiated as a black body radiator over a continuous spectrum. Eriksson

et al. (2010) have pointed out that, since the infrared radiation coming from the pool

is picked up by the T-sensor, to study this signal thinking of getting information

from the pool is misleading. Better results were achieved if the analysed signal is

the difference between the T-sensor and the P-sensor.

An important aspect has been the study of the weld pool and keyhole fre-

quency oscillation. Schmidt et al. (2008) have found, in their process conditions,

that the weld pool oscillations occurred within 300-500 Hz, the keyhole ones within

2000-2500 Hz. Baik et al. (2000) employed photodiodes in a control system that

was able to detect separately power changes and focal shifts of the beam. The study

took advantage of chromatic filtering; the radiation from the melt pool was mea-

sured at two or more wavelengths and analysed using chromatic aberration of the

optics.

Photodiode based in-process monitoring systems have been commercialized

for several years (e.g. Laser Welding Monitor from Precitec, Welding Monitor PD

2000 from Prometec, Weldwatcher from 4D Porosearch) (Bardin et al., 2005). In

photodiode based in-process monitoring, a reference signal with lower and upper

allowance limits have been pre-defined for a decent weld for each P, R and T sensors.

If the welding process is in control without any defects, the gathered signals will fall

between the allowance limits. If a weld defect occurs, there is a sudden change in

the gathered signal; and hence, the allowance limits are violated. Any observations

outside the allowance limits suggest that weld defects have occurred. The limitations

of sensor/data-driven process monitoring are the indirect measurement of FZDs,

the limited field of view since process emissions gathered mainly from the keyhole,

and unable to distinguish between many possible defects such as porosities, lack of

penetration, etc.

Laser welding is a highly automated process that is being used more and

more in the automotive industry. The advantages of laser welding include high

speed, deep penetration, high aspect ratio, and low thermal distortion. To further

improve the efficiency of the laser welding systems, quality assurance measures are

required. Traditional off-line inspection of welds is expensive, reduces productivity,

and requires dedicated test equipment. Therefore, the development of an automated

on-line monitoring method for laser welding defect detection and closed-loop control

systems have been an open field of research in the last years. Several solutions have

been proposed to estimate the weld profile.

The weld profile is important because the weld should have a desired weld
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profile for achieving the maximum strength. The weld profile is determined by

the fusion zone dimensions (FZDs) and their allowance limits are defined in the

industrial standards (EN ISO 13919-1, 1997; EN ISO 13919-2, 2001). It must be

pointed out that the FZDs are difficult to measure directly during the welding pro-

cess unless production is stopped which is nearly infeasible as it is economically

unjustified; whereas, it is monitored by process signals (e.g. autistic, optical, ther-

mal) and relating these signals to relevant FZDs. The limitation of the current

in-process monitoring methods is an indirect measurement of the FZDs. To over-

come this limitation, a low coherence interferometer has been recently implemented

to direct measurement of the keyhole depth (penetration is slightly longer than the

keyhole depth), but most of the implementation is in the laboratory environment

(Authier et al., 2016; Kogel-Hollacher et al., 2017). Therefore, a fast and accurate

physics-based model is proposed in this study which is suitable for in-process mon-

itoring of multi FZDs (i.e penetration, top and interface widths). The proposed

model combines computer numeric simulation with process information. Therefore,

the occurring physics in the laser welding process are considered. The equations

and assumptions needed for the numerical simulation of the occurring physics in the

laser welding process are reviewed in Section 3.3. Table 3.3 summaries the direct

in-process monitoring of FZDs.

Table 3.3: In-process monitoring of KPIs highlighting the proposed monitoring approach

KPI
Monitoring Method

Current Proposed

Penetration Direct: Interferometer Only

single

KPI

Multi KPIs with

capability to

process adjustment

Top Width Direct: High Speed Camera

Interface Width Direct: N/A

3.3 Related Work on Numerical Simulation Modelling

of Laser Welding

Experiment-based statistical models in laser welding have received noticeable

attention during the last 20 years (Moradi and Ghoreishi, 2011; Gao et al., 2016;

Zhang et al., 2015). These models gather data from conducting destructive and

non-destructive physical experiments, then statistical methods such as Response

Surface Methodology (RSM), Artificial Neural Network (ANN), Taguchi approach

have been widely used to find out optimum process parameters in order to achieve

high weld quality.
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Simulation-based numerical models (Geiger et al., 2009; Otto et al., 2011;

Courtois et al., 2016) give detailed knowledge concerning the formation of the key-

hole, fluid flow around the keyhole, the interaction of laser beam with the plasma

plume. Such complex models enabled researchers to study welding process in de-

tail. Owing to the growth in computer performance, welding processes have been

simulated by numerical models, especially Finite Element Methods (FEM) to: (i)

design manufacturing production sequences, (ii) find out optimum process param-

eters (Rai et al., 2007; Saldi et al., 2013), and (iii) calculate the mechanical quality

of weld in terms of strength, residual stress and thermal distortion (Tsirkas et al.,

2003; Salonitis et al., 2010; Pang et al., 2016). Nonetheless, the numerical mod-

elling of laser welding is not easy, since the laser welding process is a multi-phase

and multi-physics process involving the interaction of heat transfer, fluid flow, and

mass transport.

This section represents reviews on the occurring physical phenomenon in the

laser welding process that determine the final weld shape as follows: (i) The heat

transfer to the surrounding area welding area, (ii) the fluid flow in the molten pool,

and (iii) the keyhole surface generation.

3.3.1 Heat Transfer

In order to evaluate the temperature distribution on the material, the heat

transfer is computed by solving the conservation of energy equation whose general

closed form is given in Eq. (3.2).

ρceqp

[
∂T

∂t
+ u · ∇T

]
= ∇ · (λ∇T ) +Qvol (3.2)

where T is temperature, ρ is density, λ is the thermal conductivity, u is the

fluid velocity vector; and, ceqp is effective specific heat capacity considering phase

change. It is given in Eq. (3.3) (Bachmann et al., 2014; Courtois et al., 2016).

Ceqp (T ) = Cpsolid + Lf
exp

(
−
(
T−Tm

∆T

)2)
√
π∆T 2

(3.3)

where Lf is latent heat of fusion, Tm is melting temperature; and, ∆T is

the difference between solidus and liquidus temperature of the material.The phase

change can be also represented in the energy equation in terms of enthalpy (H) (He

et al., 2003; Shaibu et al., 2015). The main difference is the consideration of latent

heat of fusion which is implicit with enthalpy.

It should be noted that the source term Qvol on the right-hand-side of

Eq. (3.2) refers to the volumetric heat source. Furthermore, the heat influx from
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the laser and the heat outflux on the surface are not incorporated in the energy

equation, instead, they are given as boundary conditions.

3.3.1.1 Heat influx on the surface

The heat flux into the material is determined by the laser. The geometry of

an ideal laser beam is defined in Eq. (2.7) and its intensity distribution is assumed

to be Gaussian distribution which is given in Eq. (3.4).

I(x, y, z) = Sabs
χ · PL
πw(z)

exp

(
−χ
(
x2 + y2

w(z)

))
(3.4)

where Sabs is the material absorption coefficient which depends on the wave-

length of the laser, PL is laser power, w(z) is the laser beam waist radius in the

propagation direction of the laser beam, χ is the laser beam distribution coefficient;

and, x, y, z are the Cartesian coordinates attached to the laser beam. The peak

intensity is obtained in the centre and it is constant depending on the laser power

and the laser beam waist radius.

3.3.1.2 Heat outflux on the surface

The total heat flux out of the material is composed of three different mecha-

nisms: energy radiation, free convection and evaporation flux due to the evaporation

of material. The energy radiation (Qrad) is given by the Stefan-Boltzmann law.

Qrad = εσ
(
T 4
surface − T 4

)
(3.5)

where σ is the Stefan-Boltzmann constant and ε is the emissivity of the

material. The convective heat loss (Qcon) is calculated as:

Qcon = hc (Tsurface − T ) (3.6)

where hc is the convection heat transfer coefficient expressing the heat ex-

change between the material surface and the environment. Frewin and Scott (1999)

developed an empirical relation between temperature and heat transfer coefficient

to combine the effects of radiative and convective heat flux. It is given in Eq. (3.7).

hc = 2.4× 10−3εT 1.61 (3.7)

The heat outflux associated with the evaporation of material is expressed as:

Qevap = ṁevapLv (3.8)
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where ṁevap denotes the evaporation mass flux and Lv is the heat of evap-

oration. ṁevap is approximated using Eq. (3.9) defined by Winkler et al. (1997)

as:

ṁevap = A1 + log(patm)− 0.5log(T ) (3.9)

where A1 is the material-dependent constant parameter and taken as 2.52

for hot-rolled steel plates.

3.3.1.3 Volumetric heat source

As aforementioned, occurring multi-physics phenomenon are highly coupled

resulting in longer calculation times. Therefore, the simple approach is to bring

some phenomenon together and others are decoupled. The Eq. (3.2) can be used as

its own to simulate the conduction mode laser welding, where the heat is transferred

uniformly from the surface. However, in the keyhole mode welding, the volumetric

heat source term (Qvol) is required to define according to the characteristic dimen-

sions of keyhole to obtain the same weld shape as in the experiments. Indeed, the

fluid flow and surface deformation are neglected in this type of modelling approach.

Goldak et al. (1984), who was one of the pioneers of the volumetric heat

source modelling approach, established a source term, known as “double ellipsoidal

model”, based on the real molten pool dimensions to investigate the temperature

field. Although this model has been successfully applied to arc welding, it is less

appropriate for laser welding applications since keyhole cannot be accurately simu-

lated. In this model, a Gaussian distribution is spread across a three-dimensional

double ellipsoidal shape and it is written as:

Qvolf (x, y, z) =
6
√

3ffηPL
afbcπ

√
π

exp

(
−3

x2

a2
f

+
y2

b2
+
z2

c2

)
(3.10)

Qvolr(x, y, z) =
6
√

3ffηPL
arbcπ

√
π

exp

(
−3

x2

a2
r

+
y2

b2
+
z2

c2

)
(3.11)

where af and ar are the front and the rear semi-axes of the heat source; as well

as ff and fr are the front and the rear fraction of the deposited heat, respectively.

Wu et al. (2006) proposed another volumetric heat source term, known as

the “conical Gaussian model”, which can be applicable to the keyhole mode laser

welding. According to the model, the keyhole is linearly decreased along the z-

axis and the laser intensity distribution at any plane perpendicular to this axis is

Gaussian distribution. The conical Gaussian model is described in polar coordinated

as:
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r(z) = re − (re − ri)× (ze − z)/(ze − zi) (3.12)

Qvol(r, z) = Q0 exp

(
−3

r2

r2(z)

)
(3.13)

where Q0 is the peak laser intensity, r(z) is the effective radius of keyhole;

and, re and ri are radii of the keyhole at the top and bottom of the workpiece,

respectively.

Wu et al. (2009) established a more realistic volumetric heat source model,

known as the “rotary Gaussian model”. In essence, it is similar to the previous model

proposed by the same authors. However, in this model, the attenuation of the laser

intensity inside the keyhole is modelled as a logarithmic function along the thickness.

The rotary Gaussian heat source model is defined in Cartesian coordinates as:

Qv(x, y, z) =
9SabsPL
πw2

0H
exp

(
9

log(z/H)
(
x2

w2
0

+
y2

w2
0

)

)
(3.14)

where PL is the laser power, Sabs is the surface absorption coefficient, w0 is

the on-surface spot radius of the laser beam, x is the axis in the welding direction,

y is the axis in perpendicular to the welding direction; and, z is the axis in the

laser beam propagation direction. H is defined as the depth of the keyhole. Ma

et al. (2012) applied the rotary Gaussian model to predict the temperature profile

and the vaporized zinc area in laser welding of zinc coated steels in a zero-gap lap

joint configuration. It was found that the vaporized zinc area was increased with

increasing laser power and decreasing welding speed.

3.3.2 Fluid Flow

In order to evaluate the velocity field on the material, the fluid flow is com-

puted by solving the conservation of momentum whose general closed form is given

in Eq. (3.15). The liquid region in the molten pool is assumed as Newtonian, laminar

flow and constant thermodynamic and transport properties.

ρ

[
∂u

∂t
+ (u · ∇)u

]
= ∇·[−pI+µ

(
∇u + (∇u)T

)
]+ρg+~FBuoyancy+~FDarcy(3.15)

where u is fluid velocity vector and coupled with thermal field, p is pressure,

I is the identity matrix; and, µ is the viscosity of the liquid.

The first source term in the right-hand side of Eq. (3.15) is Boussinesq’s

approximation to account for the lifting force due to thermal expansion. It is defined
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as:

~FBuoyancy = ρβlg (T − Tmelt) (3.16)

where βl is the coefficient of thermal expansion, g is the gravitational acceler-

ation, and Tmelt is the melting temperature of the material. The second source term

is the drag force associated with the frictional dissipation to cancel the fluid flow

inside the solid region where the temperature is lower than the melting temperature.

It is derived from the Carmaan-Kozeny equation, and it is given as:

~FDarcy = Kd
(1− fl)2

f3
l + ε

u (3.17)

where Kd is the volume force damping constant, fl is the volume fraction of

liquid; and, ε represents arbitrary constants to avoid division by zero. The velocity

boundary conditions are defined in Eq. (3.18) to solve Eq. (3.15).

µ
∂u

∂z
= −fl

∂γt
∂T

∂T

∂x

µ
∂v

∂z
= −fl

∂γt
∂T

∂T

∂y

µ
∂w

∂z
= −fl

∂γt
∂T

∂T

∂z

(3.18)

where u, v, and w are the fluid velocity components along the x, y, and z

directions, respectively. The w velocity is equal to zero since there is no outward flow

at the pool top surface. As shown in this equation ∂γt
∂T is the temperature coefficient

of surface tension known as the Marangoni effect. Cho et al. (2012) proposed that

the Marangoni effect could be neglected and the fluid flow was mainly driven by the

buoyancy force if the Grashof number was high.

3.3.3 Keyhole Surface Generation

In order to take into account the mass flux, the conservation of mass is

computed in Eq. (3.19).

∂ρ

∂t
+∇ (ρu) = ṁevap (3.19)

In general, the fluid flow in the laser welding is assumed as incompressible

Newtonian and terms associated with ρ is omitted. Furthermore, the source term

in the right-hand side of the Eq. (3.19) is set zero if the solid/liquid boundary is

considered. However, evaporation mass flux is introduced as a source term while
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considering the liquid/gas interface (i.e. keyhole boundary) (Zhou et al., 2006;

Dasgupta et al., 2007).

During the phase change, the evaporation mass flux produces vaporization

pressure, known as recoil pressure which is the driving force of keyhole generation.

The recoil pressure (prec) keeps the keyhole open whereas surface tension and other

forces try to close it. Thus, the keyhole vibrates during the welding at around 2 - 4

kHz depending on the process parameters (Kaplan, 2012). A pressure balance can

be written to obtained keyhole surface as:

p = prec + pg − pamb + psurf (3.20)

where pamb the atmospheric pressure far from the keyhole, pg the partial

pressure of surrounding gas, and psurf is surface tension pressure. The formulation

of the recoil pressure prec is based on the Clausius-Clapeyron equation defined as:

prec = p0 exp

[
∆Hv

R

(
1

Tevap
− 1

T

)]
(3.21)

where p0 is the surrounding gas pressure, ∆Hv is enthalpy of vaporization, R

is the gas constant; and, Tevap is the evaporation temperature. On the other hand,

surface tension pressure psurf is expressed as:

psurf = κ · γt (3.22)

The surface tension (γt) typically changes due to variations in temperature

along the keyhole. A small increment of surface tension is defined as:

γt = 1.2− 4.3× 10−4(T − 1720) (3.23)

where T refers to a temperature in the Kelvin scale.

The numeric simulation of the laser welding process involves the interaction

of the aforementioned physical phenomenon. Furthermore, the welding process has

the transient characteristic where the heat source (i.e. the laser beam) moves with

a constant welding speed. Thus, a very dense mesh is obtained near the on-surface

spot of the laser beam and elsewhere course mesh can be employed for the nu-

meric simulation. Table 3.4 presents occurring multi-physics phenomenon and their

interactions.
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Table 3.4: Interactions of occurring physical phenomenon in laser welding

Physical phenomenon
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A deeper understanding of laser welding allows improving weld quality, pro-

cess control and process efficiency. Many realistic welding models have been devel-

oped considering the aforementioned physical phenomenon, but the challenge is the

long computational time.

Some of the earlier models consider mainly the heat transfer phenomena

and they compute the temperature distribution by applying volumetric heat source

modelling. In this approach, the keyhole is modelled as a 3D geometric shape with

certain arbitrary values. These values are parametrized to get an actual represen-

tation of the keyhole. For example, Tsirkas et al. (2003) employed a 3D conical

Gaussian volumetric heat source model to obtain temperature distribution in the

laser welding of AISI304 stainless steel. In the model, temperature-dependent ther-

mal properties were used, and thermo-mechanical analysis was performed. In this

study, the computational domain of 150 x 300 x 4 mm is mesh with uniform grid

and the computational time took about 2 h using Intel X5355 2.66 GHz single-core

CPU Linux machine.
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In later models, the multi-physical coupling between heat transfer and fluid

flow has been widely used. The laser energy deposited on the workpiece is given

as a heat influx on the surface and formation of keyhole (liquid/gas interface) is

tracked with either volume-of-fluid (VoF) or level-set (LS) methods. The molten

pool (solid/liquid interface) is the outcome of these multi-physics models. For ex-

ample, Zhou et al. (2006) modelled pulsed mode Nd:YAG laser welding for stainless

steel in 2D. The keyhole boundary was track with the volume-of-fluid (VoF) method.

A non-uniform grid system with 202 x 252 points is used for the total computational

domain of 5.0 mm x 6.25 mm. According to the authors, the calculation time took

7 h of CPU time to simulate 100 ms of welding. Calculations were executed on the

DELL OPTIPLEX GX270 workstations with LINUX-REDHAT 9.0 OS.

Geiger et al. (2009) simulated transient behaviour of CW mode Nd:YAG

laser welding of stainless steel. In this model, the enthalpy form of the heat transfer

equation was employed and energy loss due to conductive, radiative and evapora-

tive flux was assumed. The computational domain consisted of 216,000 tetrahedral

elements and the calculation time took 8 h for 40 ms of welding process. The sim-

ulation run in a personal computer whose configuration was Intel Core2 CPU 6700

at 2.66 GHz, 3.86 GB RAM.

Laser welding models are becoming very sophisticated using a free liquid/gas

interface method. Nevertheless, the recent trend in modelling of laser welding in-

volves calculation of the flow inside the vapour region. Thus, the heat dissipation

in the solid part, the fluid flow in the molten pool, and the plume dynamics inside

keyhole can be examined. For instance, Bailey et al. (2015) conducted experimen-

tal study and numerical simulation on laser welding of magnesium alloy AZ31. The

mass transport phenomena between the liquid and the vapour phases modelled with

diluted transfer species. The liquid/gas interface is tracked with the level-set (LS)

method. It was reported that the computational time was roughly 80 h on a 24-core

cluster.

Another multi-physics study conducted by Courtois et al. (2016) by coupling

heat and fluid equations. In this case, the specific heat (cp) was temperature de-

pendent and a jump condition was denoted between the solidus and the liquidus

temperatures of the material. The model had 30,000 quadratic triangular elements

and 20,000 linear triangular elements and the solution time took almost 16 h to

describe 10 ms of welding. Similarly, Pang et al. (2016) developed a 3D transient

numerical model to study the temperature field, molten pool shape and the dynamic

behaviour of plume. The computational domain 3×1.5×3 mm meshed with a max-

imum element size of 2.5 × 10−5 mm and it took almost 14 h for 10 ms welding
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time. Furthermore, the author pointed out that an increase in welding speed results

increase in the inclination of the front edge of the keyhole.

The whole physical phenomenon occurring during the laser welding process

are highly coupled and it is difficult to handle. Thus, an alternative way is to

decouple the occurring phenomenon and solve them in sequential order. In this

case, numeric simulation models will use the experimental data to adjust process

parameters in the simulation model. Rai et al. (2007) employed an analytical method

to calculate the keyhole shape based on energy balance at the keyhole (Kaplan,

1994). The conservation of energy, and momentum equations were then solved in

three dimensions assuming that the boiling temperature was constant at the keyhole.

The solution domain was meshed with uniform grid (1.09 million grid points) and

the computational time was about 20 min. The simulation was stopped after 1500

iterations and the conservation of momentum was solved only in the molten pool

region. A desktop computer with 3.2 GHz Pentium 4 processor and 1 GB RAM

was used for the execution of the computer program.

Another decoupled analysis was performed by Bachmann et al. (2014) to

investigate the effect of electromagnetic fields on the molten pool shape. For this

purpose, the author used a pre-defined keyhole shape. It was concluded that the

hydrodynamic pressure inside the molten pool was compensated by the generated

magnetic field. By increasing magnetic force, a smooth molten pool shape is ob-

tained.

Similarly, Fetzer et al. (2017) suggested a model based on an experimentally

calibrated keyhole geometry in the solution domain. Only the conservation of energy

equation was solved using FEM to predict only penetration in lap welding. Accord-

ing to the results of the authors, there was a good correlation between simulated

and measured penetration values, but it was highlighted that the most significant

deviation up to 55% between simulated and measured values occurred at low weld-

ing speed and high laser power. The simulation was performed with an Intel Core

i5–4570 CPU and 8 Gb of RAM, and the computational time took 8 min.

These publications are concerned with numeric simulation of laser welding

using mainly heat transfer and fluid flow to predict the final shape of the weld. The

aim is to understand the relation between process parameters and the occurring

physical phenomenon. A summary of these modelling approaches with their main

properties are given in Table 3.5.
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The most studied process parameters can be listed as (i) laser power, (ii)

welding speed, and (iii) focal offset. However, the effect of the laser beam incidence

angle and the joining gap have not been intensively investigated. Since, the presence

of a gap between the sheet metals influences the thermal deformation and weld

quality as well as the incidence angle determines the accessibility of the laser beam to

the welding area. It is important because the laser beam is usually not perpendicular

to the material surface for practical application. The main aim is to develop a fast

model to estimate internal FZDs and the model has a capability to utilize as an

in-process monitoring method. Table 3.6 groups the listed publications in terms of

joining gap and incidence angle, and highlights the contributions of the proposed

modelling approach.

Table 3.6: The multi-physics and decoupled multi-physics modelling approaches

Not Considering

Joining Gap

Considering

Joining Gap

Multi-physics

modelling

Not Considering

Incidence Angle

Tsirkas et al. (2003)

Geiger et al. (2009)

Pang et al. (2016)

Zhou et al. (2006)

Bailey et al. (2015)

Considering

Incidence Angle
Courtois et al. (2016) -

Decoupled

multi-physics

modelling

Not Considering

Incidence Angle

Rai et al. (2007)

Bachmann et al. (2014)

Fetzer et al. (2017)

Proposed in this thesis

(See Chapter 5)

Considering

Incidence Angle
-

3.4 Summary

In Section 3.1, a comprehensive summary of zinc vapour mitigation methods

in literature is presented. Despite several approaches, currently, the best solution for

welding of galvanized steels is in an overlap configuration with a joining gap between

faying surfaces. However, it is challenging since a small gap results in explosive

zinc ejections; whereas, a very large gap causes inability to weld pieces. Although

the joining gap is one of the process parameters, it cannot be controlled during

the welding process. However, the joining gap can be controlled in a downstream

process. Nonetheless, the selection of optimum process parameters to achieve the

target joining gap in the process variation is not highlighted in the existing literature.

Section 3.2 focuses on quality monitoring and inspection methods in laser
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welding. In-process monitoring refers to the acquisition of signal during the process

through sensors; and then, correlating detected signal to defined KPIs, especially

FZDs. Process control refers to regulating the process parameters with knowledge

gain by the process monitoring to assure weld quality by avoiding defects. The

state-of-art in-process monitoring methods are mostly data-driven, implying that

predictive models are trained on gathered data using secondary information and

cannot be fully exploited outside of the training data set. Furthermore, the signals

are only an indirect measurement of FZDs. The drawback is the indirect measure-

ment because FZDs (for example: penetration and interface width in the overlap

joint) are inside the weld seam and cannot be directly measurable during the welding

process.

Section 3.3 reviews the driving physical phenomenon involved in laser weld-

ing. Most numerical laser welding processes consider heat transfer, fluid flow and

keyhole surface generation as the driving physical phenomenon. Complex models

have a realistic emulation of the welding process, but their computational times are

very costly so they cannot be directly used for the determining fusion zone during

the welding.
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Chapter 4

Laser Dimpling Process Parameters

Optimization Using Surrogate-Driven

Process Capability Space
1

Remote Laser Welding (RLW) is a fusion-welding process in which the heat

for welding is delivered by a focussed laser beam. Due to high power intensity and

low heat input, deep and narrow welds can be obtained with a high welding speed.

In the automotive industry, zinc-coated steel metals are widely utilized because

zinc coating improves corrosion resistance. Despite the benefits of laser welding,

it is challenging to laser weld of zinc coated steels (i.e. galvanized steels) since the

boiling point of zinc (907 ◦C) is significantly lower than the melting point of steel (∼
1500 ◦C), resulting in highly pressurized zinc vapour on the faying surfaces during

the welding process (Nicolosi et al., 2012). Left unaddressed, such zinc vapour can

easily be trapped inside the molten pool which can lead to welding defects such as

porosity, spatter, burn-through, and severe undercuts (Norman et al., 2009; Chen

et al., 2013).

According to the reviewed literature in Section 3.1, the predominantly used

technique to overcome the problem caused by the zinc vapour is to create a ven-

tilation channel where the zinc vapour freely escapes from the welding area. An

adequate channel can be the joining gap between metal parts because there is no

need for installing additional equipment, which increases production cost as well as

cycle time (Sinha et al., 2013). However, the major challenge is the tight control of

the joining gap in the welding area. Since RLW is non-contact welding, the precise

part-to-part fit-up is essential. The parts that are welded must fit together in such

1This section was published in the “Journal of Optics and Laser Technology” on 14 February 2017
with a DOI number of http://dx.doi.org/10.1016/j.optlastec.2017.02.012. A copy of the publication
is also presented in Appendix E
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a way that the joining gap between the parts must be controlled in a certain range.

However, the joining gap is not constant due to the geometrical variation of the

sheet metal part which is induced during their fabrication process, as depicted in

Fig. 4.1.

a) b)

Joining Gap

(Ideal Case)

Lower MaterialUpper Material

Joining Gap

(Real Case)

Lower MaterialUpper Material

Fig. 4.1. A schematic diagram of the joining gap between two sheet metals a) ideal case
b) real case

According to Jou (2003), the highly utilized welding method in the BIW

manufacture is Resistance Spot welding (RSW). In the RSW process, spot guns

apply pressure on the welding area to clamp metal parts. Therefore, the joining

gap can be controlled in the RSW process. However, there is not any physical

contact between the welding robot and metal parts in the RLW process. Therefore,

controlling the joining gap is challenging. The control of the minimum gap can

be obtained by the laser dimpling process (Gu, 2010). It is an upstream process

where adequate dimples are produced on the surface of the material by the rapid

movement of the laser beam in a short distance. Moreover, there is no need for

additional equipment, the same welding robot, laser source and fixture that are

going to be utilized in the welding process can be employed for the dimpling process

(Colombo and Previtali, 2014).

The maximum joining gap which allows the formation of a weld is controlled

by the fixture (Das et al., 2015). Fixtures are designed to hold the part(s) in

an accurate position and to secure the defined position during the process. The

major component of a fixture is the clamp. The economical design of a fixture aims

to minimize the number of clamps used while considering the part variation. The

joining gap along the weld changes as clamps are moved from one position to another

position. Therefore, clamps must be located in an optimal position to ensure that

the joining gap along the weld does not violate the minimum and the maximum

joining gap requirements (Das et al., 2015).

Alexander and Izquierdo (2010) conducted an experimental study using an

Nd:YAG laser with a laser power of 4 kW and a welding speed of 2.7 m/min

to investigate the effect of the joining gap size on the weld quality. The welding
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experiments were conducted on the lap joint configuration of two galvanized plates

of steel (DX54D+Z). The dimensions of metals were 130 mm x 30 mm x 1 mm,

and weld length was 25 mm. The results showed that when the joining gap was

too small (0.05 mm), the zinc vapour could only emerge through the keyhole. As a

result, some liquid material was expelled from the molten pool resulting in excessive

spatters on the surface of the metal. Due to the material ejection, the top surface

concavity was observed. When the joining gap was too large (0.40 mm), the zinc

vapour escaped through the joining gap, without causing any disturbance to the

molten pool. The weld seam was consistent and smooth, and spatters did not

appear at the top surface. However, the liquid material inside the molten pool

filled up the joining gap in order to create the weld, resulting in the top surface

concavity. Moreover, partial penetration was observed because most of the laser

power was dissipated during the bridging the gap. Based on the tensile test results

and macro-section images, the maximum joining gap (i.e. control by the fixture

design and clamp location), which allows the formation of a weld, was given as 0.30

mm; whereas, the minimum joining gap (i.e. control by dimples) was determined

as 0.10 mm. The authors also suggested that the optimum joining gap should be

in the rage of 0.10 mm – 0.20 mm. The key macro-section images and mechanical

test result are given in Fig. 4.2.
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1 mm 1 mm 1 mm

Fig. 4.2. The effect of joining gap variation on the weld quality (a) the strength at the
failure (b) macro-section image showing weld shape and contour
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This chapter reports on an experimental investigation carried out to under-

stand and subsequently control the dimple in the “laser dimpling process”. Dimples

are generated near the welding area in the upper sheet metal. The lower sheet metal

is placed on top of the upper sheet metal to form a lap joint. Dimples work a spacer

to create the joining gap between sheet metals. Furthermore, dimples can be created

by the rapid movement of the low power on-focus laser beam in a short distance.

The same laser source and the fixture designed for laser welding are utilized for the

laser dimpling process. Thus, there is no need for any additional equipment. The

generated gap, dimples and fusion zone of the weld are illustrated in Fig. 4.3.

Dimple

Fusion

Zone

Generated

Gap

Lower

Sheet Metal

Dimple

Upper

Sheet Metal

1 mm

Fig. 4.3. A macro-section image of a laser welded joint highlighting the fusion zone of the
weld, the generated gap, and two dimples

The physical principle behind the laser dimpling process is explained by the

“humping effect” which is influenced by the heat and mass transfer in the molten

pool (Gu, 2010; Gu and Shulkin, 2011; Colombo and Previtali, 2014). In general,

humps occur periodically along the weld bead which deteriorates the homogeneity

of the molten pool. In the laser welding process, when the beam hits the workpiece,

it creates a deep narrow cavity, known as the “keyhole”. While the laser beam is

moving, the liquid material at the bottom of the keyhole flows upwards to the rear

of the molten pool and generates a backward trail of a thin jet due to the surface

tension on the keyhole. The solidification of this jet on the surface forms the hump

at the rear and a valley at the front which is depicted in Fig. 4.4.
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(a)

Fig. 4.4. (a) Illustration of humping effect during a dimpling process, (b) dimple upper
surface, (c) dimple lower surface

The accurate characterization of a dimple is critical since the joining gap

generated by the dimple determines the weld quality. Furthermore, dimples obtained

by the laser dimpling process are often subjected to stochastic variations which can

be uncontrollable factors. Therefore, it is crucial to determine the optimum laser

dimpling process parameters, so that dimples are as close as possible to the desired

quality criteria, and the variability around the desired dimple quality criteria is

minimized in the presence of the process variation.

The existing literature has focussed mainly on a single-input, single-output

(SISO) scenario which is necessary, but not sufficient to give a complete charac-

terisation of the dimpling process. Furthermore, the dimple quality is evaluated

by one key performance indicator, which is dimple height. Thus, it is important

to take into consideration a multi-input, multi-output (MIMO) based scenario and

to include the following multi-inputs parameters for a dimpling process: scanning

speed (SS), focal offset (FO), incidence angle (α), and laser track (LT ) as well as the

following three dimple quality criteria to be addressed as multi-outputs parameters:

dimple height (DH), dimple upper surface area (DU ), and dimple lower surface area

(DL).

Another limitation associated with the current literature is the lack of mod-

elling variation in the laser dimpling process. The current models are developed

under the assumption of ideal process performance, neglecting process variation.

As a result of lack of understanding process variation, the dimple quality criteria

(i.e. dimple height, dimple upper surface area, and dimple lower surface area) for
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given process parameters might violate the given allowance limits, and it will lead to

erroneous process parameters selection. However, there is a lack of comprehensive

characterization of dimple by considering inherent changes in variability of the laser

dimpling process parameters.

Therefore, this chapter introduces a methodology to develop (i) a surrogate

model for dimpling process characterization considering a MIMO-based scenario by

conducting physical experimentation and using statistical modelling, (ii) process

capability space based on the developed surrogate model that allows the estimation

of a desired process fallout rate in the case of violation of process requirements in

the presence of stochastic variation, and (iii) the selection and the optimization of

the process parameters based on the developed process capability space. The pro-

posed methodology provides a unique capability to (i) simulate the effect of process

variation as generated by a manufacturing process, (ii) model quality requirements

with multiple and coupled quality requirements, and (iii) optimize process param-

eters under competing quality requirements, such as maximizing the dimple height

while minimizing the dimple lower surface area. The methodology is demonstrated

using a case study from the door assembly process in the automotive industry, where

dimples are determined based on the desired process fallout rate.

The rest of the chapter is organized as follows: Section 4.1 defines Key Con-

trol Characteristics and Key Performance Indicators. Section 4.2 presents the prob-

lem formulation of (i) surrogate modelling for the laser dimpling process charac-

terization, (ii) the deterministic and the stochastic process capability spaces, and

(iii) the laser dimpling process parameters optimization using calculated surrogate

models. Section 4.3 explains (i) experimental campaign by introducing materials

and experimental setup, (ii) the development of the deterministic and the stochastic

surrogate models, and (iii) the development of the deterministic and the stochastic

process capability spaces. Section 4.4 describes the proposed methodology for the

multi-objective optimization problem to obtain robust KCCs. Section 4.5 demon-

strates the results of (i) the laser dimpling process characterization, (ii) the de-

terministic and the stochastic process capability spaces, and (iii) the optimization

results with validation experiments. A sensitivity analysis is performed in Sec-

tion 4.6 to understand the effect of the change in mean and standard deviation on

the results. Section 4.7 summarises the research presented in this chapter.
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4.1 Definition of Key Control Characteristics & Key

Performance Indicators

The dimple quality criteria are evaluated by multi-outputs called Key Perfor-

mance Indicators (KPIs), which are delivered by multi-inputs (process parameters)

called Key Control Characteristics (KCCs). As shown in Fig. 4.4, KCCs considered

in this study are:

I Scanning Speed (SS) – The travelling speed of the laser beam along the upper

surface of the workpiece;

I Focal Offset (FO) – The distance along the beam axis between the focal point

and the interaction of the laser beam and the upper surface of the workpiece;

I Incidence Angle (α) – The angle along the beam movement between the beam

axis and the normal vector to the upper surface of the workpiece;

I Laser Track (LT ) – The linear distance of the beam movement to make a

dimple which is parallel to the upper surface of the workpiece.

It was observed that the aforementioned KCCs affect not only the selected

KPIs but also KPIs of other downstream processes. For example, scanning speed and

laser track can affect process cycle time and fixture clamp layout design. Moreover,

focal offset and incidence angle can be related to not only dimple height or dimple

upper surface area but also, they can affect detailed 3D fixture design includes the

beam visibility, accessibility and offline programming of the robotic scanner head.

This is caused by the fact that the robotic system used to make dimples needs to

gain access to the workpiece with no collision between the workpiece/fixture and the

laser beam. These examples illustrate the importance analysing dimpling process as

a MIMO–based system and also to develop a methodology which can be expanded

to include additional KPIs as required by downstream processes.

Let us define that four KCCs (SS , FO, α and LT ) are gathered as in Eq. (4.1),

where i and k represent the index of KCC and experimental configuration; whereas,

Ni and Nk are the total number of KCCs and experimental configurations, respec-

tively.

KCCs =


KCC

(1)
1 · · · KCC

(1)
Ni

... KCC
(k)
i

...

KCC
(Nk)
1 · · · KCC

(Nk)
Ni

 (4.1)

The following KPIs are proposed to measure the functionality, strength and

aesthetic quality requirements of the dimple which are illustrated in Fig. 4.4.

81



I Dimple height (DH) – This KPI is needed to evaluate the required and pre-

determined gap between sheet metals. It is reported in the literature that

dimple height needs to be in the range of [0.1, 0.3] mm to have a weld with

satisfactory quality (Akhter et al., 1991; Colombo and Previtali, 2014).

I Dimple upper surface area (DU ) – This KPI assesses (i) strength of the dimple

to prevent excessive deformation of the dimple height under compression of

clamping force applied during welding process, and (ii) uncertainty as mea-

sured by difference between dimple height and the required gap between the

faying surfaces during consecutive welding process and caused by geometric

surface defects, such as roughness, scratches, lines, etc. In essence, the larger

dimple upper surface area generates stronger and higher dimples, but it cre-

ates unwanted surface feature such as dark spots in the lower surface of the

workpiece. According to initial screening experiments, dimple upper surface

area should be in the range of [1.0, 5.0] mm2 in order to generate sufficient a

gap between faying surfaces to achieve a decent weld.

I Dimple lower surface area (DL) – The dark spot appeared in the dimple lower

surface is an aesthetic quality requirement which is an unwanted feature in

Class-A surfaces in the automotive industry (Haider et al., 2007). Thus, the

objective is to determine dimple lower surface area which minimizes dimple

height variation under compression clamping force in the lap joint. According

to initial screening experiments, dimple lower surface area should be in the

range of [0, 1.5] mm2.

Let us define three KPIs (DH , DU and DL), as shown in Eq. (4.2), where j, k

and l represent the index of KPI, experimental configuration number and its replica-

tion (KPI
(k,l)
j ); whereas, Nj , Nk and Nl are the total number of KPIs, experimental

configurations and replicates, respectively.

KPIs = {KPIj |∀j = 1, . . . , Nj}

KPIj =

 KPI
(1)
j

KPI
(k)
j

KPI
(Nk)
j

 =


KPI

(1,1)
j · · · KPI

(1,Nl)
j

... KPI
(k,l)
j

...

KPI
(Nk,1)
j · · · KPI

(Nk,Nl)
j

 (4.2)

The lower limits (LL) and upper limits (UL) for each KCC and KPI are

defined in Tables 4.1 and 4.2, respectively.
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Table 4.1: KCCs and their corresponding allowance limits

KCC Unit KCCLL KCCUL

Scanning speed m/min 2 4

Incidence angle ◦ 0 20

Laser track mm 2 4

Focal offset mm 25 55

The lower and upper limits of all KCCs have been defined by considering

technological constraints, such as the maximum scanning speed of the laser beam,

the minimum required laser power intensity on the upper surface of the workpiece to

create a dimple. These limits were determined by conducting initial laser dimpling

experiments, the results of which are not reported. The lower and upper allowance

limits of all KPIs are determined based on the quality requirements. The set of

all possible KCCs within the allowance limits defines the process parameters space

(KCC–space).

Table 4.2: KPIs and their corresponding allowance limits

KPI Unit KPILL KPIUL

Dimple height mm 0.1 0.3

Dimple upper surface area mm2 1.0 5.0

Dimple lower surface area mm2 0.0 1.5

4.2 Problem Formulation for the Proposed Research

Approach

A methodology is provided to select optimum process parameters (KCCs)

in the presence of process variation so that the observable quality indicators of

the product (KPIs) are as close as possible to their desired target values and the

variability around this target is minimized.

Let us consider one KPI, dimple height (DH), and one KCC, scanning speed

(SS) in order to explain the proposed methodology. The upper and the lower limits

of a KPI are determined by the quality requirements. For example, dimple works a

spacer between two sheet metals in order to create the joining gap. The gap should

be controlled within a certain range in order to have a decent weld. The upper and

the lower limits of a KCC are defined by considering the technological constraints,

83



such as the maximum scanning speed that allows making a dimple.

The space determined by the upper and the lower limits of a KCC is called

the “Design Space” or the “KCC-space”. The “process capability space (Cp—

space)” defines a region inside the KCC-space where selected KCCs will produce

acceptable KPIs. The Cp—space is obtained for both deterministic and stochastic

scenarios.

Initially, experimental configurations inside the KCC-space are defined by

the DoE methods. Then, experiments, as well as measurements of the KPI, are

conducted at the defined experimental configurations. Generally, experiments are

subject to the process variation. Thus, each experimental configuration is replicated

to help identify the sources of variation. For example, there is not one measured

KPI value for a given experimental configuration, instead, there are replicates, and

the mean value of these replicates is calculated for each experimental configuration.

Hence, two sets can be obtained. The first set is the set of mean values, which

contains the mean value for each experimental configuration. The second set is the

set of KCCs, which contains the KCC value for each experimental configuration.

In the deterministic scenario, a surrogate model is computed between these

two sets to estimate the KPI value over the KCC-space (See Fig. 4.5a in the

deterministic scenario). The model that might describe this relationship is given as:

µ̂KPI = FµKPI(KCC) (4.3)

If the estimated KPI value is within the allowance limits of the KPI, the KCC

is said to be feasible and the success rate (SR) gets the value 1. If the estimated

KPI value violets the allowance limits, KCC is considered as unfeasible and the

SR gets the value 0 (See Fig 9.1b in the deterministic scenario). Thus, the SR

in the deterministic scenario is a binary function, and the “Deterministic Cp—

space” envelops all the feasible KCC values inside the KCC-space. The largest

feasible KCC value is called the “upper specification limit” (USL), and the smallest

feasible KCC value is called the “lower specification limit” (LSL) (See Fig. 4.5b in

the deterministic scenario).

This modelling approach has its own limitation. For example, the estimated

KPI value using the developed surrogate model might not violate the allowance

limits of the KPI, but one of the replicates might violate the allowance limits. The

opposite situation might be also possible. The estimated KPI value might violate

the allowance limits, but one of the replicates might be within the allowance limits.

Therefore, it is important to consider mean and variance together.

In the stochastic scenario, mean and variance are considered together. The
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success rate (SR) is calculated as the probability value of satisfying the allowance

limits of the KPI. Initially, the probability density function (PDF) is developed

based on replicates. Afterwards, the SR is computed which is the probability value

of satisfying the allowance limits as illustrated shaded regions in Fig. 4.5a in the

stochastic scenario. Finally, a surrogate model is computed to estimate the SR over

the KCC-space, which is written as:

ξ̂KPI = FξKPI
(KCC) (4.4)

The developed surrogate model for estimating the SR over the KCC-space

is a non-binary function, and it gets any value between 0 and 1. Thus, the effect

of variation can be presented in the form of the SR model. For example, the low

SR means that most of the replicates are outside of the allowance limits of the KPI;

whereas, the high SR means that most of the replicates are between the limits (See

Fig. 4.5b in the stochastic scenario). It is also noted that an acceptable KPI might

be generated in the low SR conditions (e.g. SR ≤ 0.1) due to high variation. In

order to select the robust KCC that produce the replicates with less variation, a

threshold value (β) is defined. Thus, the space inside the KCC-space where the

KCC values give the SR equal to or higher than the defined (β) value is called

the “Stochastic Cp—space”. The maximum KCC value inside the Stochastic

Cp—space is called the “upper natural specification limit” (UNSL); whereas, the

minimum KCC value inside the Stochastic Cp—space is called the “lower natural

specification limit” (LNSL). The allowance limits for both KCC and KPI, specifi-

cation limits, the natural specification limits, the KCC-space, the deterministic and

the stochastic process capability spaces are illustrated in Fig. 4.5.
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Fig. 4.5. The conceptual representation of (a) Experimental results, (b) Success rate mod-
els for the deterministic and the stochastic scenarios. The tolerance limits that
determine the process capability space in each scenario are also presented.

An analogy can be given from the set theory in mathematics. The KCC-

space can be considered as the universal set, which contains all KCC values. The

Deterministic Cp—space is the subset of the KCC-space which contains feasible

KCC values. The Stochastic Cp—space is the subset of the Deterministic Cp—

space, which contains robust KCC values. They are selected from the feasible KCC

values which are less sensitive to process variation. Therefore, selecting robust KCC

values is accomplished in two steps. In the first step, feasible KCCs are determined

using the Deterministic Cp—space. In the second step, the robust KCCs are

selected among the feasible KCCs using the Stochastic Cp—space. However,

robust KCCs do not always guarantee to obtain the maximum KPI. For example,

the estimated KPI value (µ
(k)
(KPIj)

) and the estimated SR value (ξ
(k)
(KPIj)

) for the same

given KCC are illustrated in Fig. 4.5. At this given KCC, the SR is very high, which

means that the variation is less, but the estimated KPI value is not the maximum

value in the allowance limits of the KPI. Therefore, these two competing objectives

(i.e. maximizing the KPI and the SR values) have to be taken into account during

the optimization. In this case, the process engineer has to determine initially the

process fallout rate (i.e. how much scraps can be tolerated?) because the β value

(a threshold value for the minimum SR) is also referred to 1–process fallout rate
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in the manufacturing terminology. A high β value results in a small Stochastic

Cp—space; whereas, a low β value results in a large Stochastic Cp—space. In

a small Stochastic Cp—space, it is more likely to find out the robust KCCs, but

not the maximum KPI; on the other hand, in the large Stochastic Cp—space, it

is more likely to find out maximum KPI, but the variation around this value is high.

The proposed approach addresses two key limitations of the currently avail-

able models for dimpling process characterization as discussed in the introduction

section by taking into consideration (i) approximation of a comprehensive mul-

tivariate relations between multi–inputs (KCCs) and multi–outputs (KPIs) of the

dimpling process, and (ii) process variation over the KCC–space which can be either

homoscedasticity (all KPIs across the KCC–space have the same variance) or het-

eroscedasticity (variability of a KPI is unequal across the KCC–space). The process

capability space (Cp–space) is then presented to address both limitations by defin-

ing a set of KPIs comprehensively evaluate dimpling process and identifying process

parameters inside the KCC–space that satisfy the given quality requirements.

4.2.1 Formulation of Surrogate Modelling for the Process Charac-

terization

The first objective is to compute the deterministic and stochastic surrogate

model capable of analytically formulate relationships between multi–inputs (KCCs)

and multi–outputs (KPI (µ
KPI

(k)
j

) and SR (ξ
KPI

(k)
j

)). The mean value of the kth

experimental configuration of the jth KPI is defined in Eq. (4.5), where N
(k)
s is the

sample size in the kth experimental configuration.

µ
KPI

(k)
j

=
1

N
(k)
s

N
(k)
s∑
l=1

KPI
(k,l)
j

µKPIj =
[
µ
KPI

(1)
j

, · · · , µ
KPI

(k)
j

, · · · , µ
KPI

(Nk)

j

]T
∀j = {1, . . . , Nj}

(4.5)

The range statistics and corrective coefficient (d2) are used to estimate the

standard deviation because the sample size is quite small to directly calculate the

standard deviation. It is computed in Eq. (4.6).

σ
KPI

(k)
j

=
max

(
KPI

(k)
j

)
− min

(
KPI

(k)
j

)
d2

σKPIj =
[
σ
KPI

(1)
j

, · · · , σ
KPI

(k)
j

, · · · , σ
KPI

(Nk)

j

]T
∀j = {1, . . . , Nj}

(4.6)

where d2 is determined according to the sample size in each experimental

configuration. Furthermore, the Shapiro-Wilk normality test, which provides better

87



results than other normality tests for small sample size (between 3 and 10) (Thode,

2002), is applied to assess the normality assumption for each experimental config-

uration; hence, the PDF is given as a normal distribution. The KPIs might not

be independent of each other and their joint relationship becomes important to de-

fine the PDF. Therefore, the Pearson correlation coefficient test has been initially

conducted to measure dependence among all KPIs, which is written in Eq. (4.7).

ρmn =
cov(KPIm,KPIn)

σKPImσKPIn

∀m,n = {1, . . . , Nj} (4.7)

The correlation result indicates the linear relationship among KPIs which

takes a value between -1 and +1. Even though correlation and dependency are

statistically different terms, if KPIs are linearly correlated, it can be deduced that

they are interdependent. As a result, the dependence among KPIs changes the form

of the PDF. The function describes the simultaneous behaviour of the dependent

KPIs is the “joint probability density function” that is given in Eq. (4.8).

PDF
KPI

(k)
1 ...KPI

(k)
d

=
1√

(2π)d|Σ(k)|
×

exp

(
−1

2
(KPId − µKPI

(k)
d

)T (Σ(k))
(−1)

(KPId − µKPI
(k)
d

)

) (4.8)

where d is the number of dependent KPIs. If all KPIs are interdependent, it

will equal to the number of KPIs (Nj). Moreover, the symmetric covariance matrix

in the kth experimental configuration is given as Σ(k). The PDF for each univariate

independent KPI is represented as a function of mean value (µ
KPI

(k)
j

) and standard

deviation (σ
KPI

(k)
j

), which is given in Eq. (4.9).

PDF
KPI

(k)
j

=
1√

2πσ
KPI

(k)
j

exp

−1

2

(KPIj − µKPI(k)j

)

σ2

KPI
(k)
j

 (4.9)

The success rate is determined by the integral of the PDF over the given

allowance limits, and it is written in Eq. (4.10) for dependent KPIs; whereas, in

Eq. (4.11) for each independent KPI.

ξ
KPI

(k)
1 ...KPI

(k)
d

=∫ KPIUL1

KPILL1

· · ·
∫ KPIULd

KPILL
d

PDF
KPI

(k)
1 ...KPI

(k)
d

(KPI
(k)
1 ...KPI

(k)
d ) dKPI

(k)
1 ...dKPI

(k)
d

∀k = {1, . . . , Nk}

(4.10)
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ξ
KPI

(k)
j

=∫ KPIULj

KPILLj

PDF
KPI

(k)
j

(KPI
(k)
j ) dKPI

(k)
j ∀j = {d+ 1, . . . , Nj}, ∀k = {1, . . . , Nk}

(4.11)

The general forms of deterministic and stochastic surrogate models for esti-

mating the KPI and the SR values for dependent and independent KPIs are given

in Eqs. (4.12) to (4.14), respectively.

µ̂KPIj = FµKPIj
(KCC1, . . . ,KCCNi) ∀j = {1, . . . , Nj} (4.12)

ξ̂KPI1...KPId = FξKPI1...KPId
(KCC1, . . . ,KCCNi) (4.13)

ξ̂KPIj = FξKPIj
(KCC1, . . . ,KCCNi) ∀j = {d+ 1, . . . , Nj} (4.14)

4.2.2 Formulation of Deterministic & Stochastic Process Capabil-

ity Spaces

The KCC-space can be considered as the universal set, which contains all

KCC values. The Deterministic Cp—space is the subset of the KCC-space

which contains feasible KCC values. The Stochastic Cp—space is the subset

of the Deterministic Cp—space, which contains robust KCC values. For the

jth KPI, the deterministic process capability space (DCpj
–space) is expressed in

Eq. (4.15).

DCpj
− space (KCC1, · · · ,KCCNi) ={

1 if KPILLj ≤ FµKPIj
(KCC1, · · · ,KCCNi) ≤ KPIULj

0 otherwise

∀j = {1, · · · , Nj}

(4.15)

The stochastic process capability spaces are defined in Eqs. (4.16) and (4.17)

for dependent and independent KPIs, respectively.

SCpKPI1...KPId
− space (KCC1, · · · ,KCCNi) ={

ξ̂KPI1...KPId if β ≤ FξKPI1...KPId
(KCC1, · · · ,KCCNi) ≤ 1

0 otherwise

(4.16)

SCpj−space (KCC1, · · · ,KCCNi) ={
ξ̂KPIj if β ≤ FξKPIj

(KCC1, · · · ,KCCNi) ≤ 1

0 otherwise

∀j = {d+ 1, . . . , Nj}

(4.17)
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where β is the minimal desirable success rate. The identification of the final

deterministic and stochastic process capability spaces is done by aggregation of indi-

vidual deterministic (DCp–space) and stochastic (SCp–space) process capability

spaces, and they are obtained from Eqs. (4.18) and (4.19), respectively.

DCp − space =

Nj⋂
j=1

DCpj
− space (4.18)

SCp−Space = SCpKPI1···KPId
−Space ·

Nj∏
j=d+1

SCpj−Space (4.19)

It is noteworthy that d is the number of the dependent KPIs which is de-

termined according to the Pearson correlation coefficient test. The final stochastic

process capability space is obtained by the probability theory which is a product

of the independent and dependent stochastic process capability spaces. If the all

KPIs are dependent, final stochastic process capability is only computed from the

dependent stochastic process capability space.

4.2.3 Formulation of Process Parameter Optimization Using Cal-

culated Surrogate Models

The aim of this study is to identify optimum KCCs which maximize a KPI

(evaluated by deterministic surrogate model) and the probability of satisfying the

allowance limits of that KPI (evaluated by stochastic surrogate model) at the same

time. Therefore, the multi–objective optimization problem can be formally stated

in Eq. (4.20).

FµKPIj
(KCC1, · · · ,KCCNi)

maximize FξKPI1···KPId
(KCC1, · · · ,KCCNi)

FξKPIj
(KCC1, · · · ,KCCNi)

subject to KCCLLi ≤ KCCi ≤ KCCULi ∀i = {1, · · · , Ni}
KPILLj ≤ µ̂KPIj ≤ KPIULj ∀j = {1, · · · , Nj}

(4.20)
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4.3 Research Methodology to Develop Surrogate-

Driven Process Capability Space

4.3.1 Materials & Experimental Setup

The material used in this study was DX54D+Z hot dip galvanized steel with

a thickness of 0.75 mm. It has a nominal carbon content of 0.12% and its chemical

composition % by mass, mechanical and thermal properties are given in Tables 2.3

to 2.5, respectively. These values are taken from the industrial standard (EN ISO

10327, 2004).

Two series of experiments were carried out. The initial experiments served

to characterise the dimpling process and develop the deterministic and stochastic

process capability spaces. The second series was used to validate the calculated

optimum KCCs based on the process capability spaces by confirmation experiments

which were carried out on coupon experiments.

Dimpling experiments were carried out using an IPG Photonics YLR-4000

laser source with a nominal power of 3 kW . The laser beam was delivered using an

optical fibre, which had a core diameter of 200 µm. The spot diameter of the laser

beam on the surface was 900 µm. The laser source generated a multi-mode beam

with an M2 of 31.4 (measured by Primes Focus meter) at a central wavelength of

1064 nm. Neither shielding nor backing gases were used during the experiments.

Figure 4.6 shows the experimental setup for the laser beam quality measure-

ment, the Laser Dimpling and the RLW processes. The laser beam is delivered

by COMAU SmartLaser robotic system which is a dedicated for the Remote Laser

Welding/Laser Dimpling processes and it consists of 4 axes with dynamics and

kinematics of a standard industrial robot with an optical system able to deflect the

focused beam with high dynamics. The system specifications are given in Table 4.3.
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Fig. 4.6. An overview of the experimental setup (a) Beam quality measurement (b) Laser
Dimpling setup (first series of experiments) (c) Remote Laser Welding setup
(second series of experiments)

Table 4.3: Laser focusing and repositioning module (SmartLaser)

Characteristic Feature Unit Specification

Collimating length mm 50

Maximum focal length mm 1200 ∓15

Measured spot size µm 900 ∓10

Working area mm 700 x 450 x 400

Working distance mm min 894 max 1216

A 3D optical surface profilometer (Bruker, Contour GT) was used to measure

dimple height (DH) and dimple upper spot area (DU ). The top surface of the sheet

metal was scanned at a speed of 5 µm/s with a vertical resolution of 10 nm on

a rectangle region 4.5 mm x 6.5 mm. The raw data obtained from the optical

profilometer was filtered and then reconstructed in 3D using the Laplacian smoothing

filter. The experimental setup for the profilometer and an example of a scanning

result with corresponding process parameters are given in Fig. 4.7.
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Fig. 4.7. (a) Experimental setup for profilometer, (b) An example of 3D reconstruction.
Process parameters: SS : 2 m/min, α: 20◦, LT : 4 mm, FO: 35 mm

The dimple lower surface area (DL) was computed by the image segmen-

tation method using MatLab c©. Each image is captured with a high-resolution

camera (3264 pixels × 2448 pixels). Its focal axis perpendicular to the surface of

the workpiece to avoid image distortion. Initially, the number of pixels in a straight

line having a length of 10 millimetres is calculated to obtain a scale between pixel

length and millimetre. Then, the image was converted into 256 grey levels. After

removing the background from the original image, it was binarized (black and white

image). The number of black pixels inside the binarized image gives the area in a

pixel unit. This is converted into millimetre square using the obtained scale to get

the corresponding lower surface area (DL). The reconstructed measurement of (DL)

is illustrated in Fig. 4.8.

Fig. 4.8. Measurement of the dimple lower surface area (a) Grabbed image with scale
bar. (b) Dimple lower surface area for the first right experiment configuration.
Process parameters: SS : 2 m/min, α: 10◦, LT : 4 mm, FO: 25 mm
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4.3.2 Design of Experiments

Several methods are available for the design of experiments to establish the

relationship between input and output variables, which include, among others, a

single-factor by single-factor approach, factorial or fractional factorial approaches,

Box-Behnken, Doehlet or Taguchi experimental designs. Even though the full facto-

rial design requires a larger number of experimental configurations than other alter-

native techniques, it allows to spread out design points uniformly to obtain complete

information on an unknown design function with limited sample size for capturing

both main factors and interactions. Therefore, a full factorial design approach with

4–factor and 3–level experimental design was adopted. This experimental design

requires 81 experimental configurations (Nk), and each experiment is replicated 5

times to understand the stochastic nature of the process. Totally, 405 experimental

runs were conducted. The DoE table was created in randomized order and it was

distributed into 9 batches of sheet metal plates (130 mm × 110 mm). Thus, each

plate had an equal number of dimples and dimpling experiments were conducted

according to the created DoE table. However, this equal division did not guarantee

that each replicate was conducted in different metal plates.

Table 4.4: Key control characteristics and corresponding levels

KCC Unit Level [1] Level [2] Level [3]

Scanning speed m/min 2 3 4

Incidence angle ◦ 0 10 20

Laser track mm 2 3 4

Focal offset mm 25 35 55

Replication was conducted to detect the variation of the process. 5 replica-

tions were selected because they represent the right balance between expected model

accuracy and time needed to perform experiments and to collect data (one single

dimple experiment, including laser processing, measurement and data collection,

took about 2 h). It was intended to provide a general methodological approach,

whose accuracy may be enhanced whenever more replications would be available.

4.3.3 Development of Surrogate Models

The first objective of this work is to compute surrogate models between

multi–inputs (KCCs) and multi–outputs (KPI and SR values). This study applied

multivariate adaptive regression spline (MARS) method developed by Friedman
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(1991). The MARS method is a non-linear and non-parametric regression that

can model complex non-linear relationship among input variables by developing

regression models locally rather than globally by the dividing the parameter space

into several pieces and then performing piecewise fitting in each piece. Furthermore,

it does not require a larger number of training data sets and long training process

compared to other methods such as neural networks, support vector machines (Lee

et al., 2006).

The piecewise fitting is more appropriate for obtained data in dimpling exper-

iments which are actual measurements and calculated success rates. The behaviour

of the obtained data in one region inside the KCC–space cannot be easily corre-

lated to its behaviour in other region caused by a sudden change which reduces the

goodness of the regression. For instance, the high success rate can be achieved in

one experimental configuration, but low success rate might be obtained in the next

experimental configuration. This sudden change can be handled by using piecewise

fitting methods.

The MARS models were developed using ARESLab c© (Jekabsons, 2016), a

dedicated MatLab toolbox. The parameters used for developing the surrogate mod-

els were as follows: (i) the maximum number of basis functions that included the

intercept terms was set as 101. These functions were necessary to build the model in

the forward building phase, (ii) the maximum degree of interactions between KCCs

was set as 4, (iii) piecewise cubic type was chosen, (iv) the least important basis

functions and high-order interactions were eliminated by feature selection and Gen-

eralized Cross-Validation (GCV) score in the backward elimination phase and set

as 3, and (v) k-fold cross-validation (with 20 k-fold) was used for model validation.

4.3.4 Development of Deterministic & Stochastic Process Capabil-

ity Spaces

The second objective of this work is to develop deterministic and stochastic

process capability spaces. A probabilistic approach was used to develop the stochas-

tic capability space. In some problems, the measured KPIs might be dependent on

each other and their simultaneous behaviour defines the probability space. There-

fore, the Pearson correlation coefficient test was initially conducted to determine the

number of dependent KPIs (d). Consequently, a stochastic surrogate model and a

stochastic process capability space were computed for the dependent KPIs; whereas,

different stochastic surrogate models and process capability spaces were computed

for each independent KPI.

The Dixon’s Q test was employed for identification of outliers for each exper-
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imental configuration and KPIs since it was designed for small sample size (between

3 and 10 samples) and assumed the normal distribution (Dean and Dixon, 1951).

When an outlier detected in one of the dependent KPI, the corresponding values in

other KPIs were also considered as an outlier even if the passed were not identified

as outliers. The procedure flow for computing final deterministic and stochastic

process capability spaces are summarized in Fig. 4.9.
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Fig. 4.9. The procedure flow for computing process capability spaces
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4.4 The Laser Dimpling Process Parameter Optimiza-

tion Using Surrogate-Driven Process Capability

Space

The last objective of this work is the optimization of the process parameters

based on the deterministic and stochastic process capability spaces. Both deter-

ministic and stochastic Cp––spaces provide necessary models for selection KCCs

to optimize the KPIs using various strategies, reflecting the engineering needs of

the laser dimpling process. In general, the optimisation entails two competing ob-

jectives: (i) to obtain the maximum KPI value, and (ii) to maximize the proba-

bility of satisfying the allowance limits of the selected KPI. It is important to note

that the requirements for the laser dimpling process are determined by downstream

processes such as assembly fixture design (Franciosa et al., 2016). For example,

assembly fixture design for welding which is a downstream process might require

a specific KCCs/KPIs configuration which will impose the laser dimpling process

to achieve the best success rate in satisfying the requirements of achieving lower

allowance limits of KPIs. Therefore, the proposed optimization strategy is based

on the ε-constraint method rather than solving the Pareto Frontier. This involves

optimization of success rate in achieving pre–selected KPIs configuration and using

the other functions as constraints.

In this study, three design options are defined to optimize all KPIs. The first

design option maximizes success rate of the dependent KPIs which addresses the

functional and strength requirement of a dimple (i.e. DH , DU ) to control simulta-

neously minimum gap requirement and strength of dimple. Similarly, the second

design option evaluates the success rate of the independent KPI which focuses on

aesthetic requirements of a dimple (i.e. DL) that is important for Class–A surfaces.

The other design option is the combination of these options, and it is handled as a

multi–objective optimization problem. Table 4.5 describes the proposed optimiza-

tion strategies for various pre–defined KCCs/KPIs configurations.
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4.5 Results of Surrogate-driven Process Capability

Space

4.5.1 Statistical Data Analysis

The total number of KCCs, KPIs, experimental configurations, replication

and dependent KPIs are determined as Ni, Nj , Nk, Nl and d, respectively. The

dependency among KPIs are evaluated using the Pearson product-moment corre-

lation coefficient test, and its result (ρ) takes a value between +1 and -1, where 1

is the total positive linear correlation, 0 is no linear correlation and -1 is the total

negative linear correlation. The result of the Pearson test is given in Eq. (4.21). Ac-

cording to the results, dimple height (DH) and dimple upper surface area (DU ) are

determined as dependent KPIs and dimple lower surface area (DL) is independent

of other KPIs.

ρmn =
cov(KPIm,KPIn)

σKPImσKPIn

∀m,n = {1, . . . , 3}

=

 1 0.7852 0.2409

0.7852 1 0.5515

0.2409 0.5515 1

 (4.21)

The SR in the stochastic case is not a binary value and it gets any value

between zero and one. However, its behaviour in one region inside the KCC–space

cannot be easily correlated to its behaviour in another region. This change can be

handled by using piecewise fitting methods. Thus, the MARS model is implemented

in this study. The goodness of a surrogate model is assessed by computing the

coefficient of determination (R2) and the root mean square error (RMSE). The

goodness of the MARS models is compared with the second and the third order

polynomial regressions which are reported in Table 4.6. The DoE table, along with

measured dimple height (DH), dimple upper surface area (DU ) and dimple lower

surface area (DL) are given in Appendix A.
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Table 4.6: R2 & RMSE values for different surrogate models

MARS 2nd order polynomial 3rd order polynomialSurrogate

Model R2 RMSE R2 RMSE R2 RMSE

FµKPI1
0.9281 0.011 0.9527 0.0266 0.9624 0.0235

FµKPI2
0.9634 0.1219 0.9293 0.3288 0.9358 0.3025

FµKPI3
0.9874 0.2213 0.9506 0.5621 0.9534 0.5329

FξKPI1
ξKPI2

0.8872 0.1450 08068 0.2766 0.8114 0.1866

FξKPI3
0.9754 0.0684 0.9187 0.2241 0.9039 0.1353

4.5.2 Deterministic Surrogate Models

In the deterministic scenario, a different surrogate model is calculated for

each KPI to estimate the KPI value over the KCC–space. The results of these

deterministic surrogate models are illustrated in Figs. 4.10 to 4.12 for varying scan-

ning speed (SS) and incidence angle (α) for constant laser track (LT ) and focal

offset (FO) values. These figures provide two types of information: (i) the effect

of the process parameters on KPIs which can be directly used by the automotive

industry, and (ii) individual deterministic process capability spaces which lead to

final deterministic process capability space.

It is interesting to note that the dimple is formed in the same direction with

laser track movement for a high defocus (∼55 mm); whereas, the dimple is formed in

the opposite direction of the laser movement for a low focal offset (∼25 mm). This

behaviour is one of the findings of this study and is shown in Fig. 4.13. It can be

explained by the fact that larger defocusing generates bigger laser beam spot size,

which reduces laser intensity. In this case, the molten material is moved forward

by the movement of the laser beam. The dimples obtained in this condition are

characterized by a cavity in the rear and higher dimple in front, which is highlighted

in Fig. 4.4.

4.5.2.1 Characterization of Dimple Height (DH)

According to the literature, dimple height decreases with scanning speed.

However, as predicted in Fig. 4.10, this can only be obtained for a high focal offset

(∼55 mm) and constant incidence angle. For a low focal offset (∼25 mm), the

laser track clearly affects the dimple height, whilst a bi-polarized pattern can be

observed because of the mutual interaction between speed and incidence angle. At

medium focal offset (∼35 mm), scanning speed slightly affects dimple height, whilst

100



the interaction between laser track and incidence angle generates a unipolar pattern.

The highest dimple height is observed around 5◦ –10◦. The reason for this could

be the amount of energy absorbed by the material and tilted keyhole that pushes

the melting upwards. It can be deduced that the dimple height increases while

increasing laser track, as is also indicated in the literature (Gu and Shulkin, 2011).

Fig. 4.10. The estimated dimple height value (DH) over KCC–space in the deterministic
scenario for varying Scanning Speed (SS) and Incidence Angle (α) for constant
Laser Track (LT ) and Focal Offset (FO) values

4.5.2.2 Characterization of Dimple Upper Surface Area (DU)

Dimple upper surface area (DU ) decreases with only increasing scanning

speed (SS) while other parameters are kept constant. TheDUgrows with the increase

in both scanning speed (SS) and laser track (LT ), but it decreases with increasing

both incidence angle (α) and focal offset (FO). It is evident that increasing laser

track results in higher and larger dimples since the longer displacement creates longer

trailing jet on the surface, as is also indicated in the literature (Earl et al., 2012).

The correlation patterns exhibit a unipolar shape, which tends to be elongated,

moving toward a higher laser track and focal offset.
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Fig. 4.11. The estimated dimple upper surface area value (DU )over KCC–space in the
deterministic scenario for varying Scanning Speed (SS) and Incidence Angle (α)
for constant Laser Track (LT ) and Focal Offset (FO) values

4.5.2.3 Characterization of Dimple Lower Surface Area (DL)

It is interesting to note that the main and interaction effects of incidence

angle into dimple lower surface area (DL) can be negligible. This can be seen in

Fig. 4.12 that the correlation pattern is almost identical. On the other hand, DL

is directly correlated with laser track and inversely correlated with focal offset and

scanning speed. The minimum DL is observed in the medium (∼35 mm) and the

high (∼ 55 mm) focal offset for a lower laser track (∼ 2 mm).

102



Fig. 4.12. The estimated dimple lower surface area value (DL) over KCC–space in the
deterministic scenario for varying Scanning Speed (SS) and Incidence Angle (α)
for constant Laser Track (LT ) and Focal Offset (FO) values
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Fig. 4.13. Effect of focal offset on three KPIs when process parameters are constant at:
SS : 3 m/min, α: 10◦, LT : 3 mm. (Upper Surface) Surface profilometer re-
sults – (Lower Surface) Image processing results
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4.5.3 Deterministic Process Capability Space (DCp–space)

The deterministic process capability space (DCp–space) is illustrated in

Fig. 4.14. The shaded area represents the feasible region and any value inside

corresponds to feasible process parameters (KCCs) that simultaneously satisfy all

quality requirements defined in Table 4.2. According to the DCp–space, feasible

process parameters cannot be achieved for a lower focal offset (∼25 mm) since the

DL is more likely to exceed its allowance limits that are highlighted in Fig. 4.12.

The reason might be that a lower focal offset creates higher laser intensity and thus

the more amount of material is molten, which results in a wider and deeper molten

pool. The rate of change of the laser intensity determines the occurring physics in

the process. For instance, a bigger dimple with a larger DL is generated by selecting

a slow speed, a short laser track and a low focal offset. Therefore, feasible regions

are gathered in the medium levels of each process parameters.

Fig. 4.14. Deterministic Process Capability Space (DCp–space) over KCC–space for
varying Scanning Speed (SS) and Incidence Angle (α) for constant Laser Track
(LT ) and Focal Offset (FO) values

4.5.4 Stochastic Process Capability Space (SCp–space)

The calculated stochastic process capability space (SCp–space) is presented

in Fig. 4.15. The achievable SRs are displayed in the contour plot by initially select-
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ing the desirable success rate (β) at zero. Therefore, it will provide more information

to select a set of KCCs. For example, point A and point B are inside the feasible re-

gion in Fig. 4.14 which define two different sets of KCCs that simultaneously satisfy

KPIs allowance limits. On the contrary, these points represented in Fig. 4.15 are

different SRs since the process variation is less at point B. Therefore, point B pro-

vide more robust process parameters (KCCs). The SCp–space is utilized to select

KCCs according to predefined success rate (β). Furthermore, the SCp–space and

DCp–space must follow the same pattern since the probability value is a function

of the mean and the standard deviation.

According to the results, the region with the higher SR values is at the

medium focal offset (∼35 mm). The SR is nearly zero at the lowest focal offset (∼25

mm). Thus, it confirms the results obtained by the DCp–space. The minimum

desirable success rate (β) was set at 0.8, and it was highlighted in the shaded region

in Fig. 4.15.

Fig. 4.15. Stochastic Process Capability Space (SCp–space) over KCC–space for vary-
ing Scanning Speed (SS) and Incidence Angle (α) for constant Laser Track (LT )
and Focal Offset (FO) values

4.5.5 Process Parameters Optimization

Even though evolutionary algorithms do not guarantee the global optimum,

their convergence speeds to the optimal results (nearly global) are better than those

of the traditional optimization methods (Anawa and Olabi, 2008; Zhao et al., 2012;

Rong et al., 2015; Gao et al., 2016). Thus, evolutionary algorithms have been used
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for optimization of real-world problems in many applications instead of traditional

techniques. Therefore, the Genetic Algorithm (GA) was implemented to solve the

process parameter selection and optimization problem. Population size, the prob-

ability of crossover and mutation numbers were selected as 500, 0.60 and 0.12,

respectively.

Three design options are defined to find out optimum KCCs under different

constraints. These design options are described in Table 4.5 and the optimization

results are given in Table 4.7. The results indicate that the optimum configurations

are collected between the middle and the high values of each process parameter. This

can be explained by the amount of time spent by the laser beam on the workpiece. It

can be deduced that by decreasing the interaction time, the less amount of materials

was molten, and the molten pool becomes shallow because the less amount of laser

energy was absorbed. The design option three is illustrated at Point C in Figs. 4.14

and 4.15.

Table 4.7: The optimization results showing the proposed design

Design

Option
SS α LT FO µ̂KPI1 µ̂KPI2 µ̂KPI3 ξ̂KPI1KPI3 ξ̂KPI2

1 2.0020 15.0069 3.9692 54.9941 0.198 2.756 4.868 1.000 0.000

2 3.3709 0.2704 3.0229 52.8982 0.092 0.710 0.000 0.283 1.000

3 3.9967 19.9778 3.4845 37.2153 0.199 1.592 0.000 1.000 0.993

The validation experiments were conducted using optimum KCCs given in

Table 4.7. Each validation experiment is replicated 5 times. These validation exper-

iments are used to validate optimum KCCs, and the estimated KPI and SR values

using the developed surrogate models. The validation experiment results are re-

ported in Table 4.8. The validation experiments were conducted according to the

defined methodology in Section 4.3.1. The mean value and the success rate are

calculated from the validation experiments (5 replications) for each design option

according to the defined methodology in Sections 4.3.3 and 4.3.4. The calculated

mean and success rate values are compared against estimated values from the de-

veloped surrogate models.
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Table 4.8: The validation of the optimization results for all design options

Design

Option
KPI Rep. 1 Rep. 2 Rep. 3 Rep. 4 Rep. 5 µKPI• µ̂KPI• ξKPI• ξ̂KPI•

1

DH 0.183 0.190 0.185 2.090 0.189 0.191 0.198 1 1

DU 2.184 2.055 2.080 2.192 2.154 2.133 2.756 1 1

DL 4.467 4.318 4.415 5.028 3.417 4.329 4.868 0 0

2

DH 0.124 0.130 0.114 0.084 0.118 0.114 0.092 0.558 0.283

DU 1.123 1.186 1.037 0.776 1.076 1.039 0.710 0.588 0.283

DL 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1 1

3

DH 0.207 0.198 0.184 0.179 0.179 0.1894 0.199 0.996 1

DU 1.741 1.707 1.647 1.261 1.438 1.513 1.592 0.996 1

DL 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1 0.993

These design options are offered to find robust KCCs which are least affected

by process variation. The first option is to find the robust KCCs that maximize the

DH and DU . The second option considers obtaining robust KCCs for achieving

only the minimum DL. The third option is the combination of both. According

to the results, the calculated and the estimated mean and success rates are quite

similar for the first design option. However, this similarity is not achieved for the

second design option. This is because the variation of the validation experiments is

more than the conducted experiments to develop the deterministic and stochastic

surrogate models. Therefore, the estimated mean and the success rate using the

developed surrogate models is less than the mean and the success rate calculated

from the validation experiments.

The laser dimpling process is currently utilized for the laser welding of zinc

coated steels in the automotive industry. The dimple generate a small gap between

faying surfaces where the zinc vapour is vented out through. However, obtaining a

constant gap without having a darker spot at the back side of the steel is the major

challenge of the laser dimpling process. An optimum set of KCCs was validated

by welding experiments, and the results are given in Fig. 4.16. The figure shows

images of the welded specimen before and after the optimization of the laser dimpling

process. The dark spots are not visible on the lower surface, and there are no spatters

around the stitch after implementing optimum KCCs. Likewise, the quality of the

weld seam is improved, and no blow holes are detected in the weld seam.
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Fig. 4.16. Remote laser welded joint looking from the backside. (a) Trial-and-error
method before optimization. (b) Optimized configuration based on the pro-
posed methodology

4.6 Sensitivity Analysis

In an experimental design problem, the choice of the number of replicates

to use is important due to the cost. The cost can be associated with the amount

of material used and the time spent to complete all the planned experiments. The

proposed methodology was applied to find out the optimum KCCs for the laser

dimpling process. The number of KPIs was set as 3, and the number of KCCs

was set as 4. The full factorial design was employed and each KCC was run at

3 levels, resulting in 81 (34) experimental configurations (Nk). Each experimental

configuration was replicated 5 times. Totally, 405 experiments, as well as 1215

(405x3 for each KPI) measurements, were conducted.

The probability density function (PDF) is the function of the mean and the

standard deviation of replicates. The increase in the replicates results in a change

in the mean and the standard deviation as well as the PDF function, as illustrates

in Fig. 4.17. Depending on the change, the PDF will be shifted without changing

its form (i.e. change in the mean only), or PDF change its form (i.e. change in

the standard deviation only). The exact change cannot be understood without

conducting physical experimentation. Therefore, a sensitivity analysis is performed

to understand the effect of the change in the mean and the standard deviation on

the results.
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Fig. 4.17. The schematic illustration of shifting mean and standard deviation on the PDF
(a) The original mean and standard deviation, (b) The new mean µ1 is bigger
than the original mean µ0, (c) The new standard deviation σ1 is bigger than
the original standard deviation σ0

A full factorial design is used to determine the effect of the change in the

mean and the standard deviation to the results. The results include (i) the optimum

KCCs that are the least sensitive to process variation, and (ii) success rate at the

optimum KCCs. The maximum and the minimum change in the mean and the

standard deviation (2 factors) is considered as ∓ 10 % from the original values, and

each factor is run at 21 levels. Thus, the total number of sampling points (SP) is

441 (212). Let us assume that the % change in the mean from the original value for

the ith level is defined as c(m,i). Similarly, the % change in the standard deviation

from the original value for the jth level is defined as c(s,j). Thus, the sampling points

defined by the full factorial design can be gather as:

SP(i,j) = c(m,i)c(s,j)
∀i = 1, . . . , Nm

∀j = 1, . . . , Ns

(4.22)

where Nm and Ns are numbers of levels for % change in the mean and %

change in the standard deviation, respectively. As explained before, 81 experimental

configurations were defined for the laser dimpling process characterization. Each

experimental configuration has its own original mean (µ
(k)
0 ) and standard deviation

(σ
(k)
0 ). Both the mean and the standard deviation values for each experimental

configuration can be grouped as:

µ0 =
{
µ

(1)
0 , . . . , µ

(k)
0 , . . . , µ

(Nk)
0

}
(4.23)
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σ0 =
{
σ

(1)
0 , . . . , σ

(k)
0 , . . . , σ

(Nk)
0

}
(4.24)

where Nk is the number of experimental configurations. Let us take a sam-

pling point (SP(i,j)), and calculate the scaled mean and the scaled standard deviation

for each experimental configuration.

SP(i,j) = c(m,i)c(s,j) (4.25)

µi = c(m,i) × µ0 =
{
c(m,i) × µ

(1)
0 , . . . , c(m,i) × µ

(k)
0 , . . . , c(m,i) × µ

(Nk)
0

}
(4.26)

σj = c(s,j) × σ0 =
{
c(s,j) × σ

(1)
0 , . . . , c(s,i) × σ

(k)
0 , . . . , c(s,j) × σ

(Nk)
0

}
(4.27)

Based on the scaled means (µi) and the scaled standard deviations (σj), the

new results are obtained according to the defined methodology (See Fig. 4.9). The

new results include: (i) the new optimum KCCs that are the least sensitive process

parameters to process variation, and (ii) the new success rate (SRi,j) at the new

optimum KCCs. The major objective of the Chapter 4 is to find out the optimum

KCCs that are the least sensitivity to the process variation while maximizing the

KPIs. Therefore, the effect of the change in the mean and the standard deviation

is analysed by looking into % change in SR from the original value (SR0,0), which

is formulated as:

% change SRi,j =
(SRi,j − SR0,0)

SR0,0
× 100

∀i = 1, . . . , Nm

∀j = 1, . . . , Ns

(4.28)

After calculating all % change in SR, the change is determined as a function

of % change in the mean and % change in the standard deviation using a second order

polynomial fitting. The fitting results are provided as a contour plot in Fig. 4.18.
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Fig. 4.18. The two-dimensional design space showing the effect of % change in the mean
and the standard to the change in success rate. The change in the mean value
is much more significant than the change in the standard deviation.

The SR is the probability value under the PDF function. A change in the

mean and the standard deviation changes the PDF function as well as the obtained

SR. Depending on the original values, this change either increases or decreases the

SR. For example, up to 5% change in the mean without changing the standard

deviation causes 2% increase in the SR. It can be explained that the allowance limits

of KPIs do not centre the PDF so that some part of the PDF is not considered while

calculating the SR rate. Another example, a decrease in the standard deviation

while keeping the same mean value, up to 3% increase in SR is observed because a

narrow PDF function will be developed when the standard deviation is decreased.

The best-case and the worst-case scenarios are chosen to demonstrate the effect of

% change in mean and standard deviation on the results. The obtained results for

both scenarios are compared to each other in Table 4.9.

Table 4.9: The effect of % change in mean and standard deviation into the results

Scenario
% Change

in µ

% Change

in σ
SR KCC1KCC2KCC3KCC4KPI1KPI2KPI3

The best case 5 -10 0.922 3.489 15.637 3.271 39.680 0.191 1.594 0.119

The worst case -10 6 0.727 3.502 11.260 2.745 32.212 0.146 1.008 0.420
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4.7 Summary of the Chapter

This chapter presents a novel methodology to select process parameters for

the laser dimpling process. It is based on the process capability space which al-

lows the estimation of a desired process fallout rate in the case of quality failures

or violation of process requirements. The success rate is offered to measure the

process fallout rate using a probabilistic approach. First, two surrogate models are

developed to estimate the mean and the success rate over the KCC-space. Then,

the process capability spaces are computed using the developed surrogate models.

Finally, an optimization strategy was proposed to find out the robust KCCs. Fur-

thermore, the mean value is illustrated in the deterministic process capability space

(DCp–space); whereas, success rate, indirectly process variation, is in the stochas-

tic process capability space (SCp–space). It is noteworthy that the robust KCCs,

which are the least sensitive to process variation, does not guarantee to maximize

the mean value. Thus, the optimization problem is considered as a multi-objective

optimization with two competing objectives.

The industrial needs are also addressed and two new key performance indi-

cators (DU , DL) which are first time offered for the laser dimpling process. DU is

required to control the gap between faying surfaces, whereas DL affects post-weld

operations. For example, a large DL (a dark black spot) is unwanted for the down-

stream process. Thus, it requires an additional process to cover these dark spots.

Furthermore, four process parameters (SS , α, LT , FO) are offered to have a more

comprehensive characterization of the process and to determine their effect on the

proposed KPIs. These parameters are selected because scanning speed and laser

track can affect the process cycle time, and focal offset and incidence angle can be

related to the beam visibility, accessibility and offline programming of the robot

scanner head.

The following guidelines have been pointed out: a dimple is formed in the

opposite direction of the laser beam movement for a low focal offset; whereas, it is

generated in the same direction for a large defocus. In addition to that, a larger

defocus will lead to a reduction in the dimple lower surface area. Conversely, in-

creasing laser track will result in a reduction of the dimple lower surface area. It

can be concluded that laser intensity and the rate of change of the laser intensity

are the key factors affecting the formation of the laser dimple.

The current best practice for process parameters selection is based on the

costly and time-consuming trial-and-error method (up to 2-3 weeks to set up the

proper combination of process parameters for the door assembly process). The pro-
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posed methodology offers the following opportunity and applicability: (i) selection

and optimization of process parameters at the early design stage, and (ii) identifi-

cation of risky areas and low reliable process parameters which help to speed up the

process of detecting and correcting defects. This will lead to shorten the time for

design and commissioning and reduce production scraps.

The proposed methodology offers a unique simulation tool which is generic

and can be applied not only to the laser dimpling process but also can be exploited in

the context of selection and optimization of process parameters with heteroscedas-

ticity. This research will be further expanded to integrate the developed surrogate

models with task planning and sequencing algorithms in order to simultaneously

optimize quality, cost and cycle time of robotic remote laser welding systems.
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Chapter 5

Decoupled Multi-physics

Multi-Fidelity Modelling of Laser

Welding for In-process Monitoring
2

Chapter 4 presents a methodology to select robust process parameters in

the laser dimpling process so that a constant joining gap can be achieved in the

presence of process variation. The joining gap is required in the laser welding of

zinc-coated (galvanized) steel to expel the zinc vapour away from the welding area.

If the joining gap is too wide, no welding occurs; whereas, if it is too narrow, welding

takes places with defects such as explosions, spatters and porosities (See Fig. 4.2).

The maximum joining gap size is controlled by the welding fixture; on the other

hand, the minimum joining gap is controlled by dimples which are generated by the

laser dimpling process.

Chapter 5 focusses on the developing a physics-driven model which can be

used as a process model in the proposed closed-loop control system (See Fig. 1.5).

RLW is a highly automated process that is being used more and more in the au-

tomotive industry. The advantages of RLW are deep penetration, high speed, high

aspect ratio, and low thermal distortion. To further improve the efficiency of the

RLW process, quality assurance measures are required. Traditional off-line inspec-

tion of welds is expensive, reduces productivity. Therefore, the development of an

automated in-process monitoring method for laser welding defect detection and a

closed-loop control system have been an open field of research in the last years

(Ancona and Sibillano, 2008).

Several solutions have been proposed to estimate the weld profile. The weld

2This section was partially published in the “Journal of Laser Application” on 28 March 2017
with a DOI number of http://dx.doi.org/10.2351/1.4983234. A copy of the publication is also
presented in Appendix F

114



profile is important because the weld should have a desired profile for achieving the

maximum strength. The weld profile is determined by the Fusion Zone Dimensions

(FZDs) and their allowance limits are defined in industrial standards EN ISO 13919-

1 (1997); EN ISO 13919-2 (2001). It must be pointed out that the FZDs are difficult

to measure directly during the welding process unless production is stopped which

is nearly unfeasible as it is economically unjustified; whereas, it is monitored by

process signals (e.g. autistic, optical, thermal) and relating these signals to relevant

FZDs. The limitation of the current in-process monitoring methods is an indirect

measurement of the FZDs. Therefore, an accurate model to perform non-destructive

measurement of the FZDs is essential for on-line monitoring of laser welding as a

part of quality assurance.

Simulation-based numerical models are developed using the Finite Element

Method (FEM) to predict the weld profile and FZDs to develop a better understand-

ing of the process behaviour. Many studies related to this topic have focused on

modelling (i) the dynamic behaviour of the keyhole (Ye and Chen, 2002; Pang et al.,

2015), (ii) heat transfer and fluid flow in the molten pool (Montalvo-Urquizo et al.,

2009; Longuet et al., 2009), and (iii) the laser absorption mechanisms (Jin et al.,

2012; Courtois et al., 2013). Due to this complexity, no model can fully explain

and correlate all the occurring physics with process parameters. Furthermore, high

computational resources are required depending on the complexity of the considered

physics. Therefore, it is still impracticable to utilize the FEM models directly in the

in-process monitoring because the computational time is much longer than the pro-

cessing time of the weld. Thus, experimental design methods have been applied to

build a model of the system being modelled by the FEM models. This new model is

called the “meta-model”, the model of the model. Then, the meta-model is utilized

as a process model in the in-process monitoring or the closed-loop control system.

The assumption is that if the FEM model is a faithful representation of the real

system, the meta-model will result in an adequate determination of the optimum

conditions for the real system.

The term “fidelity” refers to the degree of exactness to reality. An

experiment-based model or a simulation-based numeric model (i.e. the FEM model)

can be either high-fidelity (HF) or low-fidelity (LF) depending on their predicted

results. The creation of this high-fidelity model and the solution of this model defi-

nitely takes a lot of time. To overcome the conflict between high accuracy and low

computational time requirements for in-process monitoring, a multi-fidelity (MF)

modelling approach is proposed based on the interaction between high-fidelity (HF)

and low-fidelity (LF) models. An HF model is able to accurately describe the weld-
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ing process; whereas, an LF model is one that is able to reflect the most prominent

physical phenomena at a less computational cost. In the case of physical experiment,

the HF model is the experiment.

As a result, the occurring physics in the laser welding process are decoupled

by sequential modelling which consists of three steps as follows: (i) calculating

the laser intensity acting on the material, (ii) calculating the keyhole (KH) profile

by using an analytic method, and (iii) solving the heat equation using the FEM to

calculate the temperature distribution. After obtaining the temperature distribution

(TD), the fusion zone (FZ) profile is defined by selecting an isotherm. Then, the

aforementioned FZDs (i.e. Penetration, Top Width, Interface Width) are measured

from the calculated the FZ profile according to the industrial standard.

Even though the sequential model (low-fidelity (LF) model) has fast compu-

tational time, it suffers from low accuracy. Therefore, scaling functions, which are

derived from the experiments (high-fidelity (HF) model), are introduced to increase

the accuracy without increasing computation time. These functions are initially cal-

culated off-line. Then, they are embedded in the LF model. The proposed modelling

approach is computationally efficient and it is suitable for the closed-loop quality

control system.

The rest of the chapter is organized as follows: Section 5.1 defines Key

Control Characteristics and Key Performance Indicators. Section 5.2 presents the

problem formulation of the proposed approach which includes: (i) formulation of

the laser intensity (I0), (ii) formulation of the keyhole (KH) profile, (iii) calculation

of the temperature distribution (TD), and (iv) extraction of FZDs from the FZ

profile. Section 5.3 explains (i) experimental campaign by introducing materials

and experimental setup, (ii) the development of scaling functions, and (iii) the

development of the multi-fidelity model. Section 5.4 demonstrates the results of

(i) the laser welding process characterization, (ii) the scaling functions, and (iii)

the validation experiments. Section 5.5 summarises the research presented in this

chapter.

5.1 Definition of Key Control Characteristics & Key

Performance Indicators

The key parameter that influences the laser welding process is the laser in-

tensity (I0). When the laser intensity exceeds a critical value (I0 ≥ 106 W/cm2

for steels), instantaneous vaporization occurs along with melting on the surface of

the workpiece. Such vaporization generates a pressure which pushes the molten
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material downwards resulting in the keyhole. The laser intensity (I0) is a function

of the laser power and the on-surface spot area (Aspot) of the laser beam which is

correlated to focal offset (FO) and incidence angle (α). Furthermore, the interaction

time (ti) is also considered as an important process parameter since it controls how

long the laser beam will be located at a point on the surface of the workpiece. In

addition to these parameters, the joining gap (g) is important because it influences

the weld profile/weld quality. Generally, the laser beam is focussed on the surface

of the workpiece and the maximum laser power is delivered to obtain the maximum

laser intensity (I0), so that the keyhole mode is guaranteed. Therefore, the inci-

dence angle, the joining gap, and the welding speed are selected as Key Control

Characteristics (KCCs) in this study.

In optics, a beam of light is called Gaussian when its intensity profile on a

plane perpendicular to the propagation direction (z) follows a Gaussian distribution.

In addition, the Gaussian beam tapers approximately linearly until it reaches the

narrowest point, called the focus or waist, and then grows again as well. The shape

of a Gaussian beam at a given wavelength (λ) is governed solely by the beam waist

(w0). This is a measure of the beam size at the point of its focus (z = 0). The

Rayleigh length (zR) is the distance along the propagation direction of the beam

where the variation of the beam waist is not larger than
√

2. The listed process and

laser beam parameters are given in Fig. 5.1.
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Fig. 5.1. A schematic diagram showing laser welding process parameters and laser beam
parameters

In the mechanics of materials, the strength is defined as the intensity of the

internal forces acting perpendicular to a plane which is created by external loadings.

The ultimate tensile strength is the maximum stress that a material can withstand

before it breaks. It is usually calculated as force per unit area. For this reason, the

welded area is important in any welding process, and the area is represented as the

Fusion Zone Dimensions (FZDs). Their allowance limits are defined in industrial

standards. Figure 5.2 presents a macro-section of the weld that is obtained by laser

welding the steel used in this study. The figure shows all the FZDs and distinct

zones in the weld. In this study, Key Performance Indicators are selected as top

width (TW ), interface width (IW ), and penetration (PT ) which can represent the

welded area and the weld profile.
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Fig. 5.2. The distinct regions and the fusion zone dimensions to assess the weld quality

5.2 Problem Formulation for the Proposed Research

Approach

The term “fidelity” refers to the degree of exactness to reality. An

experiment-based model (i.e. surrogate model) or a simulation-based numeric model

(i.e. the FEM model) can be either high-fidelity (HF) or low-fidelity (LF) depending

on their predicted results. The engineering problem that needs to be addressed in

the field of in-process monitoring is to develop a process model that accurately and

rapidly predicts the outcome (e.g. quality criteria, KPIs, FZDs, etc.) of the process.

To overcome the conflict between high accuracy and low computational time

requirements for in-process monitoring, a multi-fidelity (MF) modelling approach

is proposed based on the interaction between high-fidelity (HF) and low-fidelity

(LF) models. The core idea of the MF modelling approach is that the LF model is

employed to provide an overall behaviour of the process, while physical experiments

with high-fidelity are used to guarantee the accuracy of the prediction of the MF

model.

There are three common methods downgrading an HF model to an LF model

(See Fig. 5.3 - Moving from Point A to Point B). These methods can be summarized

as follows: (i) simplifying the analysis (e.g. by using a coarse finite element mesh
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instead of a refined finite element mesh), (ii) simplifying the modelling concept (e.g.

by using a two-dimensional (2D) model instead of a three-dimensional (3D) model),

and (iii) simplifying the mathematical or physical description (e.g. by using the

most prominent physical phenomena. It is heat transfer in the laser welding).

Fidelity

Time

High-Fidelity

(HF)

Low-Fidelity

(LF)

Scaling

Physical Experiment

Computer Experiment Sampling Space

Multi Fidelity Results Model (current)

Surrogate Model Based 

on Physical Experiments

Surrogate Model Based on 

Computer Experiments

A

B

C

Model (future)

Fig. 5.3. The overall representation of the proposed methodology in multi-fidelity mod-
elling. It highlights the high-fidelity model (Point A), the low-fidelity model
(Point B), the low-fidelity model with scaling, called the multi-fidelity model
(Point C), and physical experimentation with high-fidelity

The occurring physical phenomenon in laser welding is downgraded into an

LF model by the sequential modelling (decoupled multi-physics) approach. It con-

sists of three steps: (i) calculating the laser intensity acting on the material, (ii)

calculating analytically the keyhole profile, and (iii) calculating the temperature

profile by applying FEM to the heat equation. FZDs are extracted from the tem-

perature profile which depends on the choice of a reference temperature, such as the

liquidus temperature (TL), then the area enclosed by this isotherm (T = TL) repre-

sents the weld. The FZDs are computed from this area according to the industrial

standards (EN ISO 13919-1, 1997; EN ISO 13919-2, 2001). The framework of the

proposed LF model is depicted in Fig. 5.4.
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Fig. 5.4. The framework of the proposed sequential decoupled model (Low-Fidelity (LF)
model – Moving from Point A to Point B in Fig. 5.3)

The proposed LF model has a fast-computational time, but it suffers from low

accuracy. Therefore, a correction function is introduced to increase accuracy without

increasing computational cost. In the literature (Fernández-Godino et al., 2016), the

chosen correction function can either output (i) the scaling factor (β) which is the

ratio between the results of the HF and the LF models, (ii) the discrepancy factor

(δ) which is the difference between the results of the HF and the LF models, or (iii)

a mix of both. In this research, the correction function is expressed based on the

scaling factor (also called the scaling function due to the chosen method), and the

methodology to compute the scaling function is given in Fig. 5.5.
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Fig. 5.5. The methodology of computing the scaling function over the design space

The laser intensity is the most important parameter for the keyhole model.

Therefore, the scaling factor is applied before the laser intensity model to ensure that

it is being used within the laser model and that henceforth its effect is propagated

throughout. The methodology for multi-fidelity (MF) is given in Fig. 5.6.
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Fig. 5.6. The flow chart of the sequential decoupled model with scaling function (Multi-
Fidelity (MF) Model – Moving from Point B to Point C in Fig. 5.3)

The formulation of each sub-models presented in the LF model is given in

the following sections.

5.2.1 Formulation of the Laser Intensity

In this section, the peak laser intensity (I0), the laser intensity absorbed by

the material surface (I1) and the laser intensity acting on the keyhole wall (I2) are
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defined. The beam radius (w(z)) for a given distance (z) from the beam waist radius

(w0) is expressed as:

w(z) = w0

√
1 +

(
z ∓ FO
zR

)2

(5.1)

where zR is the Rayleigh length. The laser intensity is simply the laser power

(PL) divided by the spot area of the laser beam (Aspot(z)). The laser intensity for

a given laser power and beam radius is defined as:

I(x, y, z) =
2PL

πw(z)2 exp

[
−2

((
x

w(z)

)2

+

(
y

w(z)

)2
)]

(5.2)

where x is the coordinate in the direction of welding, y is perpendicular to

the direction of weld, and z is the propagation direction of the laser beam. Equation

5.2 considers the on-surface spot of the laser beam is a circle. However, when the

laser beam hits the surface with an incidence angle (α), the on-surface spot is no

longer a circle, instead, it is an ellipse, and its the semi-major (wx0) and the semi-

minor axes (wy0) can be found using the intersection of a hyperboloid with a plane.

The calculation of these dimensions is explained in Appendix B. In this case, the

laser beam intensity can be calculated as:

I(x, y, z) =
2PL

π·wx(z)·wy(z)
exp

[
−2

((
x

wx(z)

)2

+

(
y

wy(z)

)2
)]

(5.3)

The maximum laser intensity (I0) is achieved at the beam waist radius (w0)

which is written as:

I0 =
2PL

π·wx0 ·wy0
exp

[
−2

((
x

wx0

)2

+

(
y

wy0

)2
)]

(5.4)

The laser-material absorption mechanisms play a fundamental role in de-

termining the occurring physics in the laser welding process. The mechanisms are

divided into two categories as follows: (i) absorption outside the keyhole which in-

volves the plasma plume absorption (αplasma) and the surface absorption (αsurf ),

and (ii) absorption inside the keyhole which involves the inverse Bremsstrahlung

(αin−Bre) and the Fresnel absorption (αFre).

Step 1: Calculating the laser intensity absorbed at the material surface

The first mechanism involves the transfer of laser intensity between the laser

source and the surface of the work. It defines the actual laser intensity received
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by the base metal from the total laser intensity generated at the laser source. The

laser beam has an initial laser intensity of I0. When the laser beam passes through

the plasma plume, a part of its energy is absorbed by the plume (αplasma) and the

remaining (1 − αplasma) is transferred to the base metal. Then, the laser beam is

absorbed according to the surface absorption mechanism (αsurf ) to melt the base

metal and to form the keyhole. The surface absorption mechanism is generally

dependent on the wavelength of the laser beam (See Fig. 2.4). To sum up, the laser

intensity that is absorbed by the material surface is given as:

I1 = I0 · αsurf · (1− αplasma) (5.5)

Step 2: Calculating the laser intensity absorbed at the keyhole wall

The absorbed laser intensity (I1) is further decreased along the keyhole depth

direction which obeys the inverse Bremsstrahlung absorption (αinBre). Finally, the

laser intensity that reaches the keyhole wall (I2) is absorbed at the keyhole wall

according to the Fresnel absorption (αFre) are given in Eqs. (5.6) and (5.7), respec-

tively.

I2 =

{
I1 · exp(−αinBre ·∆z) z 6 tu

I1 · exp(−αinBre ·∆z) · exp(−αgap · g) z > tu + g
(5.6)

I2abs = I2 · αFre (5.7)

where I2abs is the absorbed laser intensity at the keyhole wall, and ∆z the

distance that the laser beam travels inside the keyhole before hitting the keyhole

wall. All these absorption mechanisms are shown in Fig. 5.7.
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Fig. 5.7. A schematic description of the absorption mechanism in the laser welding pro-
cess (a) outside the keyhole: the plasma absorption (I0 · (1 − αplasma)) and the
surface absorption (I1 = I0 · αsurf · (1 − αplasma)) (b) inside the keyhole: the
inverse-Bremsstrahlung absorption (I2 = I1 · exp(−αinBre ·∆z)) and the Fresnel
absorption (I2abs = I2 · αFre)

5.2.2 Formulation of the Keyhole Profile

The energy balance method was developed by Kaplan (1994). It is assumed

in this method that the heat flow through the keyhole wall is equal to the heat loss

at the keyhole. The heat loss depends on the absorbed laser intensity which is given

in Eqs. (5.5) to (5.7). The heat flow is determined by applying Fourier’s law of heat

conduction by substituting the Rosenthal’s moving line source solution. Then, the

following equation is obtained in the polar coordinates (r, φ) as:

q(r, φ) =
1

r
(Tv − T0) kPe

(
cos(φ) +

K1(Pe)

K0(Pe)

)
(5.8)
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where q is the heat flow, Tv is the vaporization temperature, T0 is the ambient

temperature, Pe is the Peclet number, K1 and K0 is the modified Bessel function of

the second kind the first order and the second kind the zero order, respectively. As

mention before the plane of interest is perpendicular to the welding direction (the

Y Z plane) because it is the transverse cross-section of the weld in which FZDs are

measured. Therefore, the r is equal to y, and the φ is equal to π/2. Furthermore,

it is assumed in the energy balance method that the laser beam is perpendicular

to the workpiece surface and the keyhole opening radius (rKH0) is pre-determined.

In this study, the method is generalized by considering the incidence angle and the

keyhole opening radius (rKH0) based on the pressure balance.

Step 1: Calculating keyhole opening radius (rKH0)

When the keyhole has fully developed, pressures acting on the keyhole wall

are in balance. In this quasi-steady state, the ablation pressure (pabl) of the va-

porized material counteracts mainly against the pressure due to the surface tension

(pγ) of the melt around the keyhole. When these two pressures are in balance the

keyhole is widely opened. The pressure due to the surface tension is described as:

pγ =
γsurf
rKH0

(5.9)

where γsurf is the surface tension coefficient and rKH0 is the keyhole opening

radius. The ablation pressure is written as:

pabl =

(
Iv
Lv

)√(
γ ·R · Ts

M

)
(5.10)

where Iv is expressed as:

Iv = I1 − k
(Tv − Tm)(

κ
Ws

) (5.11)

where Tv and Tm are the evaporation and melting temperatures of the mate-

rial, κ is the thermal diffusivity, Ws is the welding speed, k is the thermal conduc-

tivity, and I1 is the laser beam intensity that is absorbed by the material surface.

The keyhole opening radius (rKH0) is calculated by solving Eqs. 5.9 to 5.11 (Volpp

and Vollertsen, 2016).

Step 2: Calculating the keyhole (KH) profile

The energy balance method calculates the KH profile at the defined 2D plane.

The plane of interest in this study is the YZ plane which is perpendicular to the
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direction of the weld. It is the transverse cross-section of the weld which corresponds

to the same plane with macro-section images of the weld.

Let us consider an infinitesimally thin layer of thickness dz, and a point

Pi = [yi, zi] at the keyhole (See Fig. 5.7b). The local incoming laser intensity

(I2(yi, zi)) at this point is absorbed according to the Fresnel absorption in the di-

rection perpendicular to the keyhole wall (See Fig. 5.7b). The absorbed intensity

(I2abs) at the point Pi is defined in Eq. (5.7). Within the infinitesimally thin layer

dz, it is assumed that the tangential component of the absorbed beam intensity is

much larger than those parallel to the incoming beam direction. Therefore, the ab-

sorbed laser intensity is mainly transported along horizontally to the base material.

The energy balance at the point Pi is described as:

I2abs · tan(θ (yi, zi)) = q (yi, zi)

αFR(ϕ (yi, zi)) · I2 (yi, zi) · tan(θ (yi, zi)) = q (yi, zi)

tan(θ (yi, zi)) =

1
yi

(Tv − T0) kPe
(
K1(Pe)
K0(Pe)

)
αFR(ϕ (yi, zi)) · I2 (yi, zi)

(5.12)

The position of the next point (Pi+1) at the keyhole is found updating co-

ordinates as:

zi+1 = zi + dz

yi+1 = yi −∆yα −∆yθ

∆yα = dz · tan(α) and ∆yθ = dz · tan(θ (yi, zi))

(5.13)

The solution of Eq. 5.13 requires initial coordinates of the point P0 =(y0, z0).

The y0 equals to the keyhole opening radius and the z0 equals to zero to indicate

the surface of the material. The energy balance method defined by Kaplan (1994)

assumes that the keyhole opening radius equals to the on-spot radius of the laser

beam. In this study, y0 equals to rKH0 , which is computed based on Eqs. 5.9

to 5.11. The KH profile is calculated point-by-point starting from the surface of

material downwards until the yi reaches zero (for the blind keyhole) or when the zi

equals to the metal thickness (for the open keyhole mode).

5.2.3 Formulation of the Temperature Profile

The LF-model consists of three sub-models. These models are the laser

intensity model, the KH profile model and the temperature distribution model. The

first two models are based on analytic solutions. However, the temperature profile is

calculated by solving the heat transfer equations using the FEM, after obtaining the
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KH profile. The heat transfers from the KH profile into the base metal in conduction

for a time duration equal to the interaction time (ti). It is defined as a duration at

which a given point is exposed to the laser. Therefore, the heat transfer equation is

defined as:

ρceqp

(
∂T

∂t

)
= k

(
∂2T

∂y2
+
∂2T

∂z2

)
(5.14)

The phase change from solid to liquid is taken into account by employing

the effective specific heat capacity method. The equivalent specific heat capacity is

written as:

Ceqp (T ) = Cpsolid + Lf
exp

(
−
(
T−Tm

∆T

)2)
√
π∆T 2

(5.15)

where Lf is latent heat of fusion, Tm melting temperature; and, ∆T is the

difference between solidus and liquidus temperature. Two types of boundary con-

ditions were specified; constant temperature on the keyhole wall and the heat dissi-

pation by convection on the other surfaces. All surfaces are at room temperature as

an initial condition. The assumptions employed in this study are listed as follows:

• The heat transfer is the main driving physical phenomena to compute fusion

zone shape. The other phenomena are not considered in this study.

• The material thickness and the joining gap are assumed to be constant.

• The temperature of the KH equals to the vaporization temperature (Tv)

• Two types of boundary conditions are specified: the constant temperature on

the keyhole and surface convection on the other boundaries.

• The heat transfer between the material and the welding table is ignored.

The heat transfer problem was numerically solved by utilizing the FEM which

was implemented in COMSOL Multiphysics R© v5.2. The computer specification used

in this study was Intel-i7 2.8 GHz CPU and 16 GB DDR3 Memory. In order to

determine the optimum mesh configuration, a mesh convergence study was applied

in the FEM model where a different temperature profile was obtained using different

mesh sizes. The other parameters, such as the KH profile, material properties, and

the boundary conditions were kept constant. The computational domain was 5

mm x 2.5 mm. The mesh was constructed using a non-structure grid using (a)

972 elements with the maximum element size of 0.65 mm (coarse mesh), (b) 11549

elements with the maximum element size of 0.335 mm (normal mesh), and (c) 23976

elements with the maximum element size of 0.05 mm (fine mesh). Three different

points were selected inside the computational domain. The computational domains

generated employing different mesh sizes and three sampling points within these
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domains are illustrated in Fig. 5.8. The temperature values at the sampling points

within the different computational domains created using different mesh sizes, and

the computational time for each domain are recorded in Table 5.1.

It is a known fact that the FEM model with fine mesh (small element size)

may give very accurate results but can take longer computational time. On the

contrary, the FEM with coarse mesh (large element size) may give to less accurate

results but can save more computing time. According to the results, the temperature

value at each sampling point converged at a certain temperature value as the mesh

size increased. However, the computational time also increased with the increase

in the mesh size. The subject of physics in the FEM study is the two-dimensional

heat transfer problem which involves one unknown parameter that is temperature

(T ). Therefore, there is no need to have a high computational time. Thus, the

computational domain was meshed by the non-structure mapping method with a

maximum element size of 0.3 mm.

Point A

Point C

Point B

a) b)

c)

Point A

Point C

Point B

Point A

Point C

Point B

Fig. 5.8. The computational domains generated employing different mesh sizes (a) Coarse
Mesh, (b) Normal Mesh, (c) Fine Mesh, and three sampling points within these
domains
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Table 5.1: The temperature values at the sampling points and the computational time for
each mesh size. The temperature value at each sampling point converges to
a certain temperature value as the mesh size is increased. The computational
time also increases with the increase in the mesh size

Mesh Size 

The Temperature 

at Point A  

(K) 

The Temperature 

at Point B  

(K) 

The Temperature 

at Point C  

(K) 

The Computational 

Time  

(s) 

Coarse 

(The maximum element 

size 0.65 mm) 

2625.706 1018.007 2273.003 16 

Normal 

(The maximum element 

size 0.335 mm) 

2619.545 1020.190 2274.190 53 

Fine 

(The maximum element 

size 0.05 mm) 

2619.511 1020.144 2274.011 128 

5.2.4 Formulation of FZDs Extraction

In this study, the fusion zone (FZ) profile is extracted from the temperature

profile which depends on the choice of a reference temperature, such as the liquidus

temperature (TL). Then the area enclosed by this isotherm (T = TL) represents the

weld. The FZDs are computed from this area according to the industrial standards

(EN ISO 13919-1, 1997; EN ISO 13919-2, 2001).

The FZDs are calculated according to the linear distance between two points

which are on the obtained FZ profile. Top Width (TW : (FZD1)) is not yet clearly

defined. In most of the cases, it can be considered the width of the weld bead along

the top surface. In order to guarantee that the interface width is enough to provide

the required strength, the minimum top width should be 50% of top sheet thickness.

Interface Width (IW : (FZD2)) characterise the welded area that holds both sheets

together. Thus, penetration and interface width are the main FZDs that affect weld

strength. Interface width is normally measured as the horizontal distance along

the weld interface, and it should be no less than 90% of thinnest sheet thickness.

Penetration (PT : (FZD3)) is the most critical parameter, strictly related to the

weld strength. In a lap joint, it is the vertical extension of the weld in the lower

sheet. For an acceptable weld, the minimum penetration must not be lower than

the 60% of the thickness of the lower sheet metal.

The constant parameters used for developing the LF model are given in Table

5.2.
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Table 5.2: The constant parameters used in the LF model

Parameter Symbol Value Unit

Thermal conductivity k 49.8 W/(mK)

Specific heat cp 435 kJ/(kgK)

Latent heat of fusion Lf 2.72e5 J/kg

Latent heat of evaporation Lv 6.1e6 J/kg

Density ρ 7800 kg/m3

Initial temperature T0 293 K

Vaporisation temperature Tv 3100 K

Liquidus temperature Tm 1800 K

Solidus temperature Tm 1750 K

Temperature difference ∆T 50 K

Wavelength of the laser beam λ 1.064 µm

Molar mass M 24.3 g/mol

Surface Tension γsurf 0.288 N/m

Heat transfer coefficient of air hc 25 W/(m2K)

Isentropic expansion factor of air γ 1.3 -

Upper sheet metal thickness tu 1 mm

Lower sheet metal thickness tl 1 mm

5.3 Research Methodology to Develop Multi-Fidelity

Model

5.3.1 Materials & Experimental Setup

The material used in this study was DX54D+Z hot-dip galvanized steel with

a thickness of 1.00 mm. It has a nominal carbon content of 0.12% and its chemical

composition % by mass, mechanical and thermal properties are given in Tables 2.3

to 2.5, respectively. These values are taken from the industrial standard (EN ISO

10327, 2004).

Two series of experiments were carried out. The first series served to char-

acterise the welding process and to develop the model. The second series was used

to validate the developed model by confirmation experiments. Each experiment was

conducted on a 100 mm × 40 mm 1 × mm sheet metal and a linear weld of 25

mm was performed in an overlap joint configuration. The control of the joining gap

size is crucial during welding. Thus, it was created using calibrated metal shims of
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required thickness, and a fixture was designed to prevent distortion and to have a

uniform joining gap. A pressure plate was put over the sheets and tightly clamped

in order to minimize welding distortion and metal strip variation.

Laser welding experiments were carried out using an IPG Photonics YLR-

4000 Ytterbium Fibre laser source with a nominal power of 3 kW . The laser was

delivered using an optical fibre which had a core diameter of 200 µm. The spot

diameter of the laser beam on the surface was 900 µm, while the output wavelength

of the laser beam was 1064 nm. In order to vary the position of the laser beam focus

in space, a standard industrial robot (COMAU SmartLaser Robotic) was employed.

The robot integrated the focusing optics and repositioning scanning head in a single

architecture. Thus, the robot could weld on-the-fly. The shielding gas was not

employed, but the laser head was equipped with an “air knife” to repulse eventual

spatter coming from the material under process. The compressed air also had the

function to move away from the plume from the welding area. The welding robot,

the top and front images of designed fixture, and its cross-section image highlighting

the welding location are given in Fig. 5.9.

(a) (b) (c)

Fig. 5.9. Experimental setup. (a) The welding robot, (b) The welding table and clamp
locations, (c) Top view and cross-section of welding fixture showing laser welding
location and direction

After laser welding two sheet metals, the welded sample was initially sec-

tioned in the transverse direction. Then, the cut sample was mounted using a

mounting press. Later, the surface of the mounted sample was polished with differ-

ent abrasive plates. Finally, the polished sample was etched by a mixture of acid to

reveal the fusion zone. The image was taken by an optical microscope and fusion

zone dimensions were measured by an image processing software. The steps followed

for preparation and measurement are described in Table 5.3.
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Table 5.3: The procedure to be followed for the metallographic analysis of the weld

Operation Description Equipment

Sectioning
The test specimens

were cut into two pieces

Linear Precision Saw

Buehler IsoMet 5000

Sample mounting
Samples mounted at 290 bar

3 minutes of heat and cool time

Automatic Mounting Press

Buehler SimpliMet 1000

Surface preparation

Phase 1

Polishing Disc: Abrasive disc

(Grit 600/P1200)

Duration: 1 min

Revolution speed: 275 rpm

Rotation: Complementary

Compressing Force: 25 N

Lubricant: Water

Sample Preparation System

Buehler Phoenix 4000

Surface preparation

Phase 2

Polishing Disc: Grinding Disc

9 µm diamond

Duration: 3 min

Revolution speed: 275 rpm

Rotation: Contrary

Compressing Force: 25 N

Lubricant: 9 µm Plycristaline

Diamond Suspension

Sample Preparation System

Buehler Phoenix 4000

Surface preparation

Phase 3

Polishing Disc: Trident Disc

3 µm diamond

Duration: 5 min

Revolution speed: 275 rpm

Rotation: Complementary

Compressing Force: 25 N

Lubricant: 3 µm Plycristaline

Diamond Suspension

Sample Preparation System

Buehler Phoenix 4000

Surface preparation

Phase 4

Polishing Disc: Micro-cloth Disc

0.05 µm

Duration: 2 min

Revolution speed: 275 rpm

Rotation: Contrary

Compressing Force: 25 N

Lubricant: 20 ml Master Prep.

Polishing Suspension

Sample Preparation System

Buehler Phoenix 4000

Etching
45 ml of methanol

6 ml of Nitric Acid
-

Inspection

Macro-section pictures

were taken for every sample.

Fusion zone dimensions

were digitally measured.

Optical Microscope

LEICA DM 4000 M

Buehler OmniMet

Image Capturing Software
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5.3.2 Design of Experiments

The welding process can be performed in many configurations, such as edge

welding, butt welding, overlap welding, etc. From screening experiments, it was

understood that Penetration (PT ) and Top Width (TW ) were correlated to each

other in overlap welding. However, Interface Width (IW ) was not correlated with

each other FZDs. The proposed LF model simultaneously calculates the defined

FZDs (See Fig. 5.4). To increase the accuracy of the LF model, two new ratios are

introduced, called the first scaling factor and the second scaling factor. The first

scaling factor considers the joint behaviour of Penetration (PT ) and Top Width

(TW ); whereas, the second scaling factor takes into account only Interface Width

(IW ).

In the manufacturing terminology, process parameters are called “Key Con-

trol Characteristics” (KCCs). The space determined by the upper and the lower

limits of each KCC is called the “Design Space” or the “KCC-space”. The scaling

factors are not constant for given process parameters. Instead, there are varying

over the KCC-space. Thus, a mathematical function is obtained over the KCC-space

for each scaling factor.

As a pre-process, the design of experiments (DoE) table was generated to

define KCCs to be used in each experimental configuration. The first scaling factor

was obtained from the bead-on-plate welding experiments. A full factorial design

of experiments was generated by considering the blocking effect. It was setup with

five levels of welding speed (2.0 m/min, 2.3 m/min, 2.6 m/min, 2.9 m/min and

3.2 m/min), and three levels of incidence angle (0◦, 10◦ and 20◦). Five replications

were performed for each experimental configuration. Thus, 75 welding experiments

were conducted. After the welding experiments, the post-processing was performed

according to the defined procedure (See Table 5.3) to obtain a macro-section image

of the weld. Finally, the 2 FZDs (Penetration, Top Width) were measured from the

macro-section image. The macro-section image of the weld and the result of each

measurement are presented in Appendix C.

The second scaling factor is obtained from the overlap welding experiments.

Again, a full factorial design of experiments was generated. It was arranged with

four levels of joining gap (0.10 mm, 0.15 mm, 0.20 mm and 0.25 mm), five levels of

welding speed and three levels of incidence angle. The levels used for welding speed

and incidence angle in the bead-on-plate experiments were also used in the over-

lap welding experiments. Seven replications were performed for each experimental

design. Thus, 420 welding experiments were conducted, and the same procedure

(See Table 5.3) was performed to obtain FZDs. The experimental results for each
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replication are presented in Appendix D.

5.3.3 Off-line Generation of Scaling Functions

The scaling factor is the ratio between the results of the HF and the LF mod-

els. The HF model is the physical experiments, and the LF model is the proposed

sequential (decoupled) model (See Fig. 5.4)). The proposed MF model is basically

the LF model with utilizing the scaling factor. However, the scaling factor is not

a constant value over the KCC-space. Instead, it is varying, and the mathematical

function that estimates the scaling factor over the KCC-space is called the scaling

function.

In this research, the scaling factors are developed based on two scenarios:

(i) mean (µ) only analysis, and (ii) mean and standard deviation (µ∓ σ) analysis.

Therefore, the process variation is represented inside the scaling factor.

Suppose that all KCCs at each experimental configuration can be gathered

as:

KCCs =


KCC

(1)
1 · · · KCC

(1)
Ni

... KCC
(k)
i

...

KCC
(Nk)
1 · · · KCC

(Nk)
Ni

 (5.16)

where i is the index of KCC, k is the index of experimental configuration,

Ni is the total number of KCCs, and Nk is the total number of experimental config-

urations. The set of KCCs given in Eq. (5.16) implicitly represents the DoE table.

According to the defined experimental procedure, the physical experiments were

conducted at each experimental configuration. The measured results of each Fusion

Zone Dimension (HFFZDs) can be written as:

 
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 (5.17)

where j is the index of HFFZD, l is the index of the replication, Nj is the

total number of FZDs, and Nl is the total number of replications. The mean value

of the kth experimental configuration of the jth FZD is calculated using Eq. (5.18).

The calculated mean values at each experimental configuration can be collected in
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a set using Eq. (5.19). Similarly, the standard deviation of the kth experimental

configuration of the jth FZD is computed using Eq. (5.20). The computed stan-

dard deviations at each experimental configuration can be grouped in a set using

Eq. (5.21).

µHFFZDs(k)j

=
1

Nl

Nl∑
l=1

HFFZDs
(k,l)
j (5.18)

µHFFZDsj =

[
µHFFZDs(1)j

, · · · , µHFFZDs(k)j
, · · · , µ

HFFZDs
(Nk)
j

]T
(5.19)

σHFFZDs(k)j
=

√√√√ 1

Nl − 1

Nl∑
l=1

(
HFFZDs

(k,l)
j − µHFFZDs(k)j

)2

(5.20)

σHFFZDsj =

[
σHFFZDs(1)j

, · · · , σHFFZDs(k)j
, · · · , σ

HFFZDs
(Nk)
j

]T
(5.21)

Computer experiments are also carried out in parallel with the physical ex-

periments. The same DoE generated for the physical experiments is used for the

computer experiments and the computed results of each Fusion Zone Dimension

(LFFZD) can be written as:

LFFZDsj =
[
LFFZDs

(1)
j , · · · , LFFZDs(k)

j , · · · , LFFZDs(Nk)
j

]T
(5.22)

As aforementioned, the scaling factor is the ratio between the results of

the HF and the LF models. The first option is based on the mean value. Let

us consider the mean value of the jth FZD at the kth experimental configuration(
µHFFZDj

)
, and the computed result according to the LF model at the same config-

uration
(
LFFZD

(k)
j

)
. The jth scaling factor as defined in Eq. (5.23). The calculated

factors at all experimental configurations are gathered in a set employing Eq. (5.24).

β
(k)
jµ

=
µHFFZD(k)

j

LFFZD
(k)
j

(5.23)

βjµ =
[
β

(1)
jµ
, · · · , β(k)

jµ
, · · · , β(Nk)

jµ

]T
(5.24)

In general, the scaling factor is developed by using mean-only analysis. Even

though the mean value implicitly contains the process variation, it is better to

consider the mean value and the standard deviation together. Therefore, the second
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and the third options are introduced to consider one standard deviation above and

below the mean value of the experimental results (µ∓ σ). The jth scaling factor at

the kth experimental configuration based on these options is formulated in Eq. (5.25).

β
(k)
jµ+σ

=
µHFFZD(k)

j
+ σHFFZD(k)

j

LFFZD
(k)
j

, β
(k)
jµ−σ

=
µHFFZD(k)

j
− σHFFZD(k)

j

LFFZD
(k)
j

(5.25)

The calculated factors at all experimental configurations based on one stan-

dard deviation above the mean value are gathered in a set utilizing Eq. (5.26).

Similarly, the calculated factors at all experimental configurations based on one

standard deviation below the mean value are collected in a set using Eq. (5.27).

βjµ+σ =
[
β

(1)
jµ+σ

, · · · , β(k)
jµ+σ

, · · · , β(Nk)
jµ+σ

]T
(5.26)

βjµ−σ =
[
β

(1)
jµ−σ

, · · · , β(k)
jµ−σ

, · · · , β(Nk)
jµ−σ

]T
(5.27)

To sum up, 4 different sets are calculated. These sets are as follows: (i) the

set of KCCs (Eq. (5.16)), (ii) the set of scaling factors developed considering only the

mean value (Eq. (5.24)), the set of scaling factors developed considering one standard

deviation above the mean value (Eq. (5.26)), and the set of scaling factors developed

considering one standard deviation below the mean value (Eq. (5.27)). Generally,

the least squares method is used to develop a regression model (i.e. a mathematical

function) between two sets. A mathematical function is computed between the set of

KCCs and the chosen set of scaling factors by using the least squares method. The

form of the function is selected as the second-degree polynomial. The jth scaling

functions that estimate the jth scaling factors developed based on the mean value,

one standard deviation above the mean value and one standard deviation below the

mean value are given in Eqs. (5.28) to (5.30), respectively.

β̂jµ = fβjµ (KCC1, · · · , KCCNi) (5.28)

β̂jµ+σ = fβjµ+σ (KCC1, · · · , KCCNi) (5.29)

β̂jµ−σ = fβjµ−σ (KCC1, · · · , KCCNi) (5.30)

Even though the scaling factor (β
(k)
jµ

) and the error (ε
(k)
j ) between the results

of the HF and the LF models are different, a mathematical relation between these

two terms can be driven in Eq. (5.31).

ε
(k)
j =

µHFFZD(k)
j

− LFFZD
(k)
j

µHFFZD(k)
j

= 1−
LFFZD

(k)
j

µHFFZD(k)
j

= 1− 1

β
(k)
jµ

(5.31)
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5.3.4 Development & Validation of Multi-Fidelity Model

The goal of this study is to obtain the FDZs from the FZ profile in the overlap

welding. The occurring physics in laser welding is decoupled by initially obtaining

laser intensity acting on the surface of the material, then calculating the keyhole

profile using an analytic solution. Finally, only heat transfer via heat conduction

in the solid is solved using the FEM to obtain a temperature profile. FZDs are

extracted from the FZ profile which is the area enclosed by the melting isotherm.

From screening experiments, it was understood that Penetration and Top

Width were correlated with each other in overlap welding. However, Interface Width

was not correlated to other FZDs. The proposed LF model simultaneously calculates

the defined FZDs. To increase the accuracy of the LF model, two new ratios are

introduced, called the first scaling factor (β(1/3)µ) and the second scaling factor

(β(2)µ). The first scaling factor considers the joint behaviour of Penetration and Top

Width; whereas, the second scaling factor takes into account only Interface Width.

The procedure flow for developing the multi-fidelity (MF) model that calculates

FZDs in the overlap welding is given in Table 5.4.
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Table 5.4: The methodological steps for computing FZDs using the multi-fidelity (MF)
model in the overlap welding

Step Methodological steps for developing the multi-fidelity (MF) model in the

overlap welding

1.1 Obtain the 1st scaling factor (β(1/3)µ) for given KCCs using the 1st scaling

function (j=1 in Eq. (5.28))

1.2 Obtain the 2nd scaling factor (β(2)µ) for given KCCs using the 2nd scaling

function (j=2 in Eq. (5.28))

2.1 Calculate the laser intensity (I1) that is absorbed by the surface using

Eq. (5.5)

2.2 Scale the calculated laser intensity (I1) with the 1st scaling factor

3 Compute the KH profile in the upper sheet using Eqs. (5.8) to (5.13)

4.1 Calculate the laser intensity (I2) acting on the surface of the lower sheet

using Eq. (5.6)

4.2 Scale the calculated laser intensity (I2) with the 2nd scaling factor

5 Compute the KH profile in the lower sheet using Eqs. (5.8) to (5.13)

6 Gather the upper and the lower KH profiles

7 Determine the temperature profile by solving the heat equation given in

Eqs. (5.14) and (5.15)

8 Extract FZDs from the temperature profile as defined in the standard (See

Table 2.6)

It is noteworthy that the validation experiments are conducted on the unseen

experimental configurations. These configurations are not used for the developing

scaling factors and scaling functions. Thus, another design of experiment (i.e. vali-

dation DoE) table is created for the validation experiments. The experiments were

conducted according to the defined experimental procedure (See Table 5.3).

It is obvious that physical experiments are subject to process variation. Thus,

different results are obtained when the same experiment is repeated. Therefore, the

mean and standard deviation are important values to explain physical experiment

results. However, computer experiments yield a single result which cannot be ex-

press either the mean value or standard deviation. To compare physical experiments

and computer results, some statistical metrics are presented. The maximum abso-

lute error (MAE), which is one of these statistical metrics, is utilized to assess the

prediction accuracy of the MF model and scaling functions. The MAE value is found

for each experimental configuration defined by the validation DoE table. Thus, the
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local accuracy of the MF model is found. The formulation of the MAE is as follows:

MAE
(k)
j = max

({∣∣∣HFFZD(k,l)
j −MFFZD

(k)
j

∣∣∣}∀l = 1, · · · , Nl

)
(5.32)

where k is the index of the experimental configuration, j is the index of FZD,

l is the index of replication, Nl is the total number of replications, HFFZD
(k,l)
j is the

HF model result (i.e. physical experimental result), and MFFZD
(k)
j is the MF model

result (i.e. computer experimental result). The process flow diagram describing how

to conduct validation experiments to verify the MF model and scaling functions is

illustrated in Fig. 5.10.

Sequential 

(Decoupled) Model

Scaling Functions

FZDs Extraction

DoE RLW

Is Model 

Valid?

No

Multi Fidelity Model

Computer Experiments

Multi Fidelity FZDs

FZD1=TW

FZD2=IW

FZD3=PT

Physical Experiments

High Fidelity FZDs

FZD1=TW

FZD2=IW

FZD3=PT

Yes

𝛽 2 = 𝑓𝛽2𝜇
(𝑲𝑪𝑪𝒔)

𝛽 1/3 = 𝑓𝛽1/3𝜇
(𝑲𝑪𝑪𝒔)

Fig. 5.10. The process flow of the validation experiments to verify the MF model and
scaling functions utilized in the MF model

5.4 Results & Discussion

5.4.1 The Results of the High-Fidelity, Multi-Fidelity, & Low-

Fidelity Models

Graphical interpretation of the results is always useful because it shows the

variability of the results within an experiment and the variability between experi-

ments. Therefore, it is easier to compare the variation occurring in an experiment

with the variation occurring in another experiment. A point that should be empha-

sized is that there is not an error in experiments, instead, there is a certain variation

in each experiment.
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The allowance limits of each FZD and the results of each FZDs according to

the HF, the MF, and the LF models are plotted in Figs. 5.11 to 5.13, respectively.

The results of the HF model (i.e. physical experiments) are presented in the form

of the error bar graph over the KCC-space. It is customary to define the “allowance

limits”, which may be set by standards or the designer, etc. However, the “tolerance

limits” (the whiskers of each error bar) are determined by ∓3 standard deviations

(∓3σ) from the mean value (6-Sigma method). The 6-Sigma is a well-established

method in the Statistical Process Control (SPC). A distribution defined by the 6-

Sigma includes 99.73% of the results of the HF model.

According to the results of the HF model (See Fig. 5.11), the top width re-

duces with increasing welding speed and joining gap, but it increases with increasing

incidence angle. This is mainly because of the increase of the laser beam spot area

acting on the workpiece surface. However, the top width will gradually decrease if

the incidence angle continues to increase since the laser intensity will reduce as the

spot area gets larger.

The MF model simultaneously calculates one value for each FZD for given

process parameters. The MF model is basically the LF model by utilizing two differ-

ent scaling factors, which are calculated using two different scaling functions. These

functions are developed for three options, the mean value, one standard deviation

above and below the mean value (See Section 5.3.3). For a given option, the MF

model simultaneously calculates one value for each FZD. By running the MF model

for three options at the same process parameters, three different values for each

FZD are obtained. Therefore, a range for each FZD can be obtained to describe the

process variation in the MF model.

It is noteworthy to mention that the results of the HF model (i.e. physical

experiments) are also distribution which has a mean value and a standard deviation.

This distribution is defined according to the 6-Sigma method.

If a result of the MF model, for example the calculated result of Top Width

in a given experimental configuration, is within the ∓3σ tolerance limits of the HF

model, the result of the MF model can be considered as a sample obtained from

the 6-Sigma distribution. This is because the 6-Sigma distribution includes 99.73%

of the possible results of the HF model, and one of the replicates can be the result

of the MF model. Therefore, the range to be obtained by using the MF model

should be within the range defined by the HF model to utilize the MF model for

the in-process monitoring of FZDs.

According to Fig. 5.11, the results of the LF model decreases as the welding

speed increases. This can be attributed to the decrease in the interaction time, and
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there is not a certain correlation between the results of the LF and the HF model.

However, the results of the LF model follow the same pattern as the results of the

HF model. The reason for this is the scaling factors used in the MF model are

developed based on the variation in the HF model (See Eqs. (5.16) to (5.30)).

Experiment Results with 3 Sigma from the Mean Allowance Limits

Multi-fidelity model with 1 Sigma from the Mean Low-fidelity Model
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Fig. 5.11. The results of the HF, the LF and the MF models are presented to the charac-
terization of Top Width (TW) over the KCC-space. TW reduces with increasing
welding speed and joining gap, but it increases with increasing incidence angle.
The results of the MF model follow the same pattern as the results of the HF
model, and they are within the tolerance limits.

According to the results of the HF model presented in Fig. 5.12, the interface
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width decreases with the increasing welding speed. An increase in welding speed

leads to a decrease in heat input. As a result, the less volume of the base metal is

melted. Moreover, the increasing of joining gap leads to an increase in the interface

width. A larger joint gap means that the more molten material is needed to fill

the volume between the two sheet metals in order to accomplish the weld. Thus,

the top width shrinks; whereas, the interface width increases. On the other hand,

the effect of the incidence angle is not significant for the interface width. However,

a tilted laser beam means a wide on-surface spot size of the laser beam results in

spreading the laser intensity onto a wide area. Therefore, melting occurs in a larger

area on the surface of the metal leading to an increase in the top width.

As the gap increases, the results of the LF model will become lower than the

results of the HF model (i.e. experimental results). This is because mass transfer

due to the sagging effect is not considered in the LF model. Furthermore, the results

of the LF model are monotonically decreasing with increasing welding speed, and

there is not any correlation with the results of the HF model. However, the use of

the scaling factor in the MF model improves the calculated interface width. The

scaling factor is not a fixed value over the KCC-space, but it is obtained using scaling

functions for given KCCs. Based on the formulation three different functions are

developed for a scaling factor. Therefore, a range for each FZD can be obtained to

describe the process variation in the MF model.

The calculated range for interface width is within the allowance limits even

though some results of the HF model (i.e. physical experiments) violets the al-

lowance limits. This violation can be seen for a larger joining gap. Moreover, the

calculated range follows the same pattern as the results of the HF model, but it is

not within the tolerance limits in some experimental configuration. This is because

the results calculated without scaling factor (i.e. the LF model) are far from the

experimental results.
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Experiment Results with 3 Sigma from the Mean Allowance Limits

Multi-fidelity model with 1 Sigma from the Mean Low-fidelity Model
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Fig. 5.12. The results of the HF, the LF and the MF models are presented to the char-
acterization of Interface Width (IW) over the KCC-space. IW reduces with
increasing welding speed, but it increases with joining gap and increasing in-
cidence angle. At the larger joining gap, the HF model results (i.e. physical
experiments) violate the allowance limits. At these points, the results of the LF
model will become lower than the results of the HF model because the mass
transfer is not considered in the LF model. The results of the MF model fol-
low the same pattern as the results of the HF model, and they are within the
tolerance limits.

Generally, all the fusion zone dimensions, including penetration decrease with

the increasing welding speed. The results of the HF model clearly show this fact
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and the results are given in Fig. 5.13. This fact can be explained in the decreased

heat input per unit length. Thus, the lower amount of materials is molten, the weld

becomes shallow and narrow. Moreover, if the joining gap is too large, more molten

metal fills the gap and thus prevents the laser intensity reaching the lower metal.

A large part of the laser is absorbed in the gap, resulting in a lower penetration.

In addition, bottom concavities are seen in the weld. These have occurred during

welding due to the backflow of the molten pool which is driven by the “Marangoni

effect”. Since the penetration is defined as the extension of the weld only in the

lower sheet. In most of the experiments, penetration is less than the thickness of

the lower sheet metal.

According to the penetration results of the HF model (i.e. physical experi-

ments), two different conditions can be seen. In the first case, the keyhole is more

than the thickness of the metal (i.e. the open keyhole mode). In the second case,

the keyhole is less than the thickness of the metal (i.e. the blind keyhole mode). In

the open keyhole mode, the backflow and thus bottom concavities are seen. Thus,

the results are less than the thickness of the metal (i.e. 1 mm). However, the results

of both LF and MF models give a constant value of 1 mm because the backflow is

not considered in these models and the scaling factor is not applied. In blind key-

hole mode, the calculated results of the LF model over the KCC-space are within

the tolerance limits of penetration defined separately for each experiment. The

penetration is mainly driven by the absorption mechanisms inside the keyhole. If

the penetration results of the HF and the LF models are close to each other, this

approves the considered laser absorption mechanism through the path of the laser

beam inside the keyhole. The results of the MF model in the blind keyhole mode

follow the same pattern as the results of the HF model, and they are within the

tolerance limits. However, the results of the HF model in the blind keyhole mode

are out of the allowance limits.
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Experiment Results with 3 Sigma from the Mean Allowance Limits

Multi-fidelity model with 1 Sigma from the Mean Low-fidelity Model
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Fig. 5.13. The results of the HF, the LF and the MF models are presented to the charac-
terization of Penetration (PT) over the KCC-space. PT reduces with increasing
welding speed. Two modes are seen, the open keyhole mode, and the blind
keyhole mode. The results of the HF model in the blind keyhole mode are out
of the allowance limits. The results of both LF and MF models are constant
values (1 mm) due to fluid flow is not considered in these models. The results
of the MF model are within the tolerance limits.

The comparison of the macro-section images obtained by the HF model (i.e.

experiments) against the computed by the MF model is given for the open and

the blind keyhole modes in Figs. 5.14 and 5.15, respectively. In both modes, the

extreme (the low and the high) process parameters are selected to demonstrate the
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effects of process parameters on the macro-section image and FZDs. The presented

cross-sectional images are selected among the actual macro-section images, which

are obtained from the experiments. This selection is made considering the best

image representing the mean values of each FZD.

As aforementioned, the MF model utilizes the scaling factors, which are

calculated using the scaling functions. These functions are developed for three

options, the mean value, one standard deviation above and below the mean value.

For a given option, the MF model calculates one value for each FZD. By running

the MF model for three options, three different values for each FZD are obtained.

Therefore, a range for each FZD can be determined to describe the process variation

in the MF model.

Let us consider two options. In the first option, the obtained FZDs using the

scaling functions based on the mean value scenario represent the mean values. In the

second option, the obtained FZDs using the scaling functions based on one standard

deviation above/below the mean value scenario represent the extreme values. The

difference between the result of an FZD obtained according to the first option and

the result of the same FZD obtained according to the second option is considered

as the standard deviation of the FZD in the MF model.

In the open keyhole mode (See Fig. 5.14), bottom concavities are seen in

the HF model (i.e. experimental results). These bottom concavities reduce the

measured penetration. Since the fluid flow is not considered in the LF model, the

penetration values obtained in the MF model always equal to the thickness of the

material in this mode. Therefore, there is not a good correlation between the results

of the HF and MF models.

The error between the measured and the computed FZDs are given in terms

of the MAE value. The MAE value is found for each experimental configuration,

and it describes the local accuracy of the MF model. If the computed FZD is close to

the measured FZD, the MF model is considered as accurate. The formulation of the

MAE value is given in Eq. (5.32). The MAE values for top width, interface width,

and penetration are around 80 µm, 100 µm, and 100 µm, respectively. Overall, it can

be concluded that when the variation in the HF model (i.e. physical experiments),

the MAE value is less for each FZD. It is better to analyse the results for penetration

in the blind keyhole mode due to the appearance of the bottom concavity.

In the literature, the cross-sectional image of the laser welded joint in the

keyhole mode is characterized as a Y (goblet) shape. This characteristic shape is

obtained in the lower sheet metal for the blind keyhole mode (See Fig. 5.15). As

the incidence angle increases, the FZ profile lies in the direction of the laser. This

148



effect of the incidence angle is also seen in the computed FZ profiles.

The MF employs two scaling factors. The first scaling factor considers the

joint behaviour of TW and PT, and the second scaling factor takes into account

the behaviour of IW. The laser intensity that enters the keyhole in the upper sheet

metal is scaled with the first scaling factor, and the laser intensity that enters the

upper sheet metal is scaled with the second scaling factor.

The measured and computed values of penetration have a good correlation

as the MAE value for all presented configuration is around 50 µm. This means that

both scaling factors have a good agreement with the experiments. Furthermore, the

MAE values for top width is around 50 µm. This also indicates that the scaling

factor is in good agreement with the experiments. The MAE is maximum (140 µm)

when the angle is 20◦ and the gap is 0.15 mm. This is because the variation in the

physical experiment is high. However, the results in this experiment are within the

allowance limits.
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Incidence 
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Gap

0 () 20 ()

0.15 (mm)

Experiment MF Model Experiment MF Model

FZD m (mm) s (mm) m (mm) s (mm) MAE FZD m (mm) s (mm) m (mm) s (mm) MAE

TW 1300.42 14.35 1342.13 18.48 58.26 TW 1345.95 43.25 1397.51 57.21 96.16

IW 1457.99 95.86 1447.62 94.48 100.28 IW 1608.19 20.93 1573.72 19.84 57.08

PT 868.80 60.27 1000 - 131.19 PT 933.04 65.97 1000 - 66.95

0.25 (mm)

Experiment MF Model Experiment MF Model

FZD m (mm) s (mm) m (mm) s (mm) MAE FZD m (mm) s (mm) m (mm) s (mm) MAE

TW 1266.97 30.05 1324.30 39.70 91.89 TW 1357.91 34.71 1408.34 45.49 88.99

IW 1742.09 7.51 1613.07 6.16 129.02 IW 1894.15 60.11 1742.60 48.44 125.37

PT 895.90 12.52 1000 - 104.09 PT 931.38 24.93 1000 - 91.24

1000 mm1000 mm

1000 mm 1000 mm

Base Metal Keyhole Fusion Zone

Fig. 5.14. The comparison of (i) the macro-section images obtained by the HF model (i.e.
experiment) against the computed by the MF model, and (ii) the measured
FZDs against the computed FZDs using the MF model. The process parameters
not specified in the graph are welding speed (WS): 2.0 m/min, focal offset (FO):
0 mm, and laser power (PL): 3 kW
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Incidence 
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Gap

0 () 20 ()

0.15 (mm)

Experiment MF Model Experiment MF Model

FZD m (mm) s (mm) m (mm) s (mm) MAE FZD m (mm) s (mm) m (mm) s (mm) MAE

TW 1146.77 12.27 1189.46 15.43 50.80 TW 1160.85 59.61 1230.32 78.69 137.79

IW 1372.98 21.65 1350.85 20.80 47.13 IW 1276.00 36.39 1295.64 37.77 55.32

PT 380.84 14.15 410.97 17.23 46.34 PT 575.84 13.17 631.19 10.89 70.23

0.25 (mm)

Experiment MF Model Experiment MF Model

FZD m (mm) s (mm) m (mm) s (mm) MAE FZD m (mm) s (mm) m (mm) s (mm) MAE

TW 1121.47 25.04 1166.34 32.22 66.45 TW 1266.96 10.01 1295.96 12.09 39.22

IW 1507.34 15.02 1427.94 13.10 93.58 IW 1477.67 20.18 1423.73 18.39 71.36

PT 510.23 7.52 539.16 14.86 37.56 PT 471.44 17.51 505.20 18.16 49.05

1000 mm1000 mm

1000 mm 1000 mm

Base Metal Keyhole Fusion Zone

Fig. 5.15. The comparison of (i) the macro-section images obtained by the HF model (i.e.
experiment) against the computed by the MF model, and (ii) the measured
FZDs against the computed FZDs using the MF model. The process parameters
not specified in the graph are welding speed (WS): 3.2 m/min, focal offset (FO):
0 mm, and laser power (PL): 3 kW

5.4.2 Scaling Functions

The scaling factors are estimated over the KCC-scape by using the scaling

functions. The estimated scaling factors are utilized in the MF model to calculate

the defined FZDs (Top Width, Interface Width, and Penetration) for given process

parameters.

The top width is directly correlated to the keyhole opening radius (rKH0).

The radius is computed by initially calculating the spot size of the laser on the

surface and then solving the pressure balance acting on the keyhole. The spot size

is related to the geometry of the laser beam. It is evident that the on-surface spot

dimensions increase with the tilting of the laser beam. The pressure acting on the
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keyhole is related to the process parameters, such as the ablation pressure reduces

with increasing welding speed; whereas, it increases with increasing laser intensity.

The surface tension pressure, which tries to close the keyhole, is more dominant

slightly away from the on-surface spot of the laser beam. On the other hand, the

ablation pressure, which tries to close the keyhole, is more dominant under the laser.

Therefore, the keyhole opening radius is slightly larger than the laser beam radius.

In addition, the absorption mechanism inside the keyhole becomes more dom-

inant as the keyhole gets deeper resulting in a shorter keyhole than the computed

keyhole by the LF model since only the Fresnel absorption is considered in the LF

model. Furthermore, the plasma plume is also formed above the keyhole and the

laser intensity is attenuated while it passes through. When the interaction time is

long, more particles will be generated, and much denser plasma plume is formed.

Thus, more laser intensity is lost at low welding speed and high laser power. On

the contrary, the attenuation of the laser intensity is less at high welding speed and

incidence angle because the absorption of the laser intensity inside and outside of

the keyhole is less. As a result, the measured penetration and top width are close

to the simulated results by using the LF model at high welding speed and incidence

angle. The scaling factor (β̂1/3µ
), which is the ratio between the results of the HF

and the LF models, gets higher values. The first scaling factor over the KCC-space

is given in Fig. 5.16.
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Fig. 5.16. The estimated first scaling factor (β̂1/3µ) over the KCC-space using the first scal-

ing function (fβ1/3µ ) developed based on the mean-only analysis (See Eq. (5.24))
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The second scaling factor (β̂2µ), which is shown in Fig. 5.17, is introduced

to understand the occurring physical phenomena inside the gap. According to the

physical experimental results, the joining gap works as an obstacle for delivering the

laser beam energy into the lower sheet metal. Moreover, decreasing the interaction

time, which also means increasing the welding speed, reduces the heat input per unit

time resulting in very shallow welding in the lower sheet metal. Furthermore, when

the joining gap is larger, more molten material is required to bridge the joining gap

to accomplish a weld between two sheet metals. This results in a larger interface

width than the top width. Therefore, the second scaling factor takes into account the

discrepancy between the measured interface width, and the value computed using

the LF model. In summary, the first scaling factor controls the joint behaviour

of the top width and the penetration, and the second scaling factor considers the

interface width.
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Fig. 5.17. The estimated second scaling factor (β̂2µ) over the KCC-space using the sec-

ond scaling function (fβ2µ ) developed based on the mean-only analysis (See

Eq. (5.24))

5.4.3 Validation Results

In the literature, there are well-established analytical solutions that calculate

the temperature distribution on the surface of the metal. These solutions are (i)

point source solution, (ii) line source solution, known as “Rosenthal’s solution”,

and (iii) disc source solution (Dowden, 2001). They are developed according to the
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bead-on-plate welding, and they do not consider the fluid flow and the sagging effect

in the overlap welding.

The proposed MF is the LF model using scaling factors. The LF model

consists of three sub-models which are the laser intensity model, the keyhole profile

model, and the temperature distribution model. The laser intensity and the keyhole

profile model are solved analytically, and the temperature distribution model utilizes

the FEM. Since the top width is subject to the fluid flow and the sagging effect, the

keyhole opening radius (rKH0) is calculated in order to have an unbiased comparison

among the LF model and these analytical solutions. The calculation procedure of

the keyhole opening radius is given in Sections 5.2.1 and 5.2.2.

These solutions calculate the temperature distribution on the surface of a

material. By selecting the evaporation temperature (Tv) as a reference tempera-

ture, an isotherm is obtained. This isotherm corresponds a spot on the surface of

the metal, and the keyhole opening radius can be measured from this spot. The

computed keyhole opening radius (rKH0) according to each solution and the result

of the LF model are given in Table 5.5.

Table 5.5: The comparison of the keyhole opening radius (rKH0) for different models at
various welding speeds

Welding Speed

(m/min)

Keyhole Opening Radius (rKH0)

Point Heat Source

(mm)

Line Heat Source

(mm)

Disc Source

(mm)

LF Model

(mm)

2 0.5 0.6 0.54 0.493

2.3 0.46 0.52 0.52 0.483

2.6 0.43 0.46 0.5 0.474

2.9 0.4 0.42 0.485 0.466

3.2 0.38 0.39 0.465 0.458

The validation experimental results for overlap welding are given in Table 5.6.

The formulation of the MAE value is given in Eq. (5.32). The higher value of MAE

is around 150 µm and the lower value is around 40 µm. In general, the MAE values

for each FZD decrease with increasing welding speed. This validates the welding

mode changes from the open keyhole to the blind keyhole. The MAE values for top

and interface widths increase with increasing joining gap. This can be explained

that the LF model considers only heat transfer and neglects the fluid flow during

welding. Therefore, the molten metal can easily bridge the joining gap to form

the weld for low levels of process parameters. However, when the joining gap gets
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larger, more molten metal flows into the joining gap to form the weld. This results

in higher values than computed values using the MF model and the higher MAE

values are obtained in these conditions. Likewise, the increase in the welding speed

stimulates turbulence in the fluid flow inside the molten pool. Therefore, the MAE

value is larger for larger joining gap sizes and higher welding speeds. Some of the

macro-section images are shown to compare the validation experiments results with

the computed results using the MF model in Figs. 5.18 and 5.19.

Incidence 
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Joining 

Gap

0 () 15 ()

0.15 (mm)

Experiment MF Model Experiment MF Model

FZD m (mm) s (mm) m (mm) s (mm) MAE FZD m (mm) s (mm) m (mm) s (mm) MAE

TW 1224.10 45.37 1269.32 59.30 94.84 TW 1344.41 26.00 1408.66 33.00 93.73

IW 1379.45 44.14 1388.45 44.87 43.05 IW 1351.01 85.00 1395.98 92.14 43.04

PT 904.72 18.70 1000.00 0.10 116.83 PT 992.09 2.73 1000.00 0.10 10.53

0.25 (mm)

Experiment MF Model Experiment MF Model

FZD m (mm) s (mm) m (mm) s (mm) MAE FZD m (mm) s (mm) m (mm) s (mm) MAE

TW 1234.70 22.52 1285.37 29.16 70.91 TW 1311.66 34.21 1330.93 44.51 57.70

IW 1759.41 100.24 1610.14 79.72 43.67 IW 1625.75 75.68 1560.28 68.37 102.86

PT 921.43 52.21 1000.00 0.10 103.94 PT 957.75 14.44 1000.00 0.10 58.26

1000 mm1000 mm

1000 mm 1000 mm

Base Metal Keyhole Fusion Zone

Fig. 5.18. The comparison of (i) the macro-section images obtained by the validation ex-
periments against the computed by the MF model, and (ii) the measured FZDs
against the computed FZDs using the MF model. The process parameters not
specified in the graph are welding speed (WS): 2.45 m/min, focal offset (FO):
0 mm, and laser power (PL): 3 kW

155



Incidence 

Angle

Joining 

Gap

0 () 15 ()

0.15 (mm)

Experiment MF Model Experiment MF Model

FZD m (mm) s (mm) m (mm) s (mm) MAE FZD m (mm) s (mm) m (mm) s (mm) MAE

TW 1172.05 17.50 1228.06 22.17 69.51 TW 1225.19 22.54 1265.11 29.05 65.87

IW 1401.33 67.14 1382.82 65.08 92.34 IW 1323.73 42.57 1339.69 43.85 55.79

PT 982.83 12.65 1000.00 0.10 30.51 PT 986.54 15.03 1000.00 0.10 30.39

0.25 (mm)

Experiment MF Model Experiment MF Model

FZD m (mm) s (mm) m (mm) s (mm) MAE FZD m (mm) s (mm) m (mm) s (mm) MAE

TW 1184.42 51.35 1229.97 64.47 104.85 TW 1295.13 40.96 1351.53 49.97 100.96

IW 1609.57 78.06 1503.37 65.63 95.79 IW 1506.07 33.14 1452.22 30.27 84.58

PT 974.73 18.75 1000.00 0.10 44.47 PT 880.62 68.50 1000.00 0.10 95.50

1000 mm1000 mm

1000 mm 1000 mm

Base Metal Keyhole Fusion Zone

Fig. 5.19. The comparison of (i) the macro-section images obtained by the validation ex-
periments against the computed by the MF model, and (ii) the measured FZDs
against the computed FZDs using the MF model. The process parameters not
specified in the graph are welding speed (WS): 3.0 m/min, focal offset (FO): 0
mm, and laser power (PL): 3 kW
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5.5 Summary of the Chapter

A computationally cost-effective novel model is presented to estimate pene-

tration, top and interface widths for the RLW process. The proposed model has the

capability to be used for direct in-process monitoring of multi FZDs and it is a neces-

sary enabler for the development of the closed loop quality control framework. This

is because the proposed model can estimate FZDs within a few seconds in a com-

mon desktop computer with acceptable accuracy. It has been successfully verified

conducting the bead-on-plate and the overlap welding experiments on DX54D+Z

stainless steel. The following conclusions can be drawn:

1. The main effects of process parameters on FZDs reveal that (i) welding speed

has the most significant negative contribution to all FZDs (PT, TW, IW),

(ii) joining gap shows a positive contribution to IW; whereas, TW and PT

decreases with increasing joining gap, and (iii) incidence angle has a positive

correlation with TW, but it has not a significant contribution to the IW and

PT.

2. The proposed model makes full use of the information from the numeric simu-

lation and physical experiments. Furthermore, the model consists of two steps:

(i) calculating the keyhole profile in overlap joint using an analytic method

with surrogate driven scaling function; and then, (ii) numerically solving the

generalized heat equation to obtain FZDs from the FZ profile. It is determined

by selecting a reference isotherm, which is the melting isotherms. The compu-

tational time for the proposed model is around 30 seconds with a maximum

element size of 0.3 mm.

3. The accuracy of the proposed modelling approach is calculated with the MAE

value which is the error term between the experimental and the simulated

results. In general, the proposed modelling approach is accurate the obtain

maximum error is around 150 µm and the minimum error is around 40 µm.

Overall, the proposed model provides a promising way to estimate FZDs.

The scaling factors are obtained by the experiment-based statistical model off-line.

Once scaling factors are obtained for a given process parameter, they are embedded

into the closed loop quality control framework. Together with in-process data such

as process parameter (i.e. laser power, laser welding speed, joining gap, incidence

angle), beam properties (i.e. wavelength, Rayleigh length), scaling factors are used

in the decoupled multi-physics, multi-fidelity model to estimate FZDs.
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Chapter 6

Conclusions and Future Works

This chapter summarizes the methodologies developed in this thesis and

discusses the conclusions and overall findings derived from the research presented in

the previous chapters. Moreover, a critical review of the proposed methods in terms

of advantages and limitations is presented. The broader impact of the research

in terms of engineering relevance and applications is also discussed. Furthermore,

future work based on the current research is discussed.

6.1 Conclusions

Remote Laser Welding (RLW) is a non-contact joining process characterised

by its high focussed laser intensity, which can produce deep penetration with narrow

width (i.e. high aspect ratio) welds in many metallic materials. It can be performed

in relatively low heat input at atmospheric pressure compared to other welding

processes. The current generation of solid-state laser sources (Nd:YAG, Yb: Fibre,

and Yb:YAG disc lasers) emits a laser beam with a wavelength of 1 µm, which can

be delivered through optical fibres. The Beam Product Parameter (BPP) is used

to determine the quality of the laser beam. The BBP should be small to create a

long focal length with a high-quality laser beam (See Fig. 2.6). Consequently, RLW

employs a laser beam with a long focal length with a small BPP. RLW is also easily

automated using robotic manipulators, providing extensive flexibility in terms of

part size and shape. Table 6.1 details the characteristics of RLW, and the industrial

advantage of the process.
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Table 6.1: Characteristics of the remote laser welding process

Characteristic Industrial advantage

High processing speed

I high productivity, potential for material savings

I possibility for longer weld seams increasing

component stiffness

Better weld quality

I high aspect ratio

I narrow HAZ

I minimal thermal distortion

I possibility for simpler clamping

Flexible process

I complex welding geometries possible

variety of joint configurations

I accurate reliable welding process

I autogenous process without filler material

Although RLW is increasingly being adopted by the automotive industry, the

most important challenge to be addressed is achieving a high-quality weld in the

presence of process variation. The weld quality examines the integrity of the weld

and its requirements are expressed in terms of Key Performance Indicators (KPIs)

defined by industrial standards (EN ISO 13919-1, 1997; EN ISO 13919-2, 2001).

The weld quality is unknown until the results of the inspection tests and statistical

analysis become available. The traditional off-line monitoring methods involve in

selecting random samples from a batch of finished welds and checking critical KPIs

against the quality standard. The result of the quality test is taken as representative

of the whole batch. However, the drawback is that only samples can be measured

and not the whole parts. Instead, the weld quality of each part can be determined

during the process by in-process quality monitoring methods. The purpose of these

methods is to obtain data about the process state using sensors. The obtained data

is converted to quality-related information, but the major challenge is to capture the

required data to assess the weld quality in a very small amount of time. Furthermore,

the limitations of current in-process monitoring methods were (i) sensor signals are

multi-dimensional and multi-modal, and (ii) sensor signals can detect external KPIs

(e.g. spatter, undercut, humping, etc.), but this is insufficient to assess the weld

quality based on internal KPIs. To this end, the major achievements of this thesis

are summarized as follows:

(i) to control minimum joining gap requirement :

According to the revised literature in Section 3.1, the joining gap could be

between 0.1 mm and 0.4 mm for laser welding of zinc coated steels. Further-
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more, the laser dimpling process was found out that it was the most promising

manufacturing process to control the minimum joining gap. This is because

it did not require any additional equipment and was not restricted by the

shape and curvature of the workpiece and weld location. However, the leading

challenge is the lack of comprehensive characterization of the laser dimpling

process considering inherent changes in variability of process parameters. To

overcome this challenge, a novel methodology was developed which includes:

1. identification of relevant KCCs and KPIs:

Process parameters were evaluated by Key Control Characteristics

(KCCs), and the dimple quality was assessed by Key Performance Indi-

cators (KPIs). The defined KCCs were scanning speed (SS), focal offset

(F0), incidence angle (α), and laser track (LT ). These KCCs were se-

lected due to process cycle time, the visibility and the accessibility of the

laser beam. According to the revised literature, the only KPI studied was

dimple height (DH). However, it was important but not sufficient for the

comprehensive characterization of the process. Thus, two new KPIs were

offered namely; dimple upper surface area (DU ) and dimple lower surface

area (DL) to assess the durability and aesthetic quality of the dimple.

2. estimation of process fallout rate:

The success rate (SR), a new term, was offered to measure the process

fallout rate. It was the area under the probability density function (PDF).

The SR (i.e. probability value) was determined by the integral of the PDF

over the given allowance limits of the KPIs. The PDF is a function of

the mean and the standard deviation of the conducted experiments.

3. developing surrogate models:

A critical element of the methodology was the surrogate model mapping

KCCs with KPIs and SRs. The first objective of this work was to compute

surrogate models between KCCs and KPIs, and between KCCs and SRs.

A full factorial design approach was employed for this purpose with 3-

levels 4-factors with 5 replications.

4. calculating process capability space:

The second objective of this work was to calculate the deterministic and

the stochastic process capability spaces based on the developed surrogate

models. The deterministic process capability space was used to determine

if all KPIs satisfy the given allowance limits; whereas, the stochastic

process capability space was used to estimate the probability of satisfying

the given allowance limits of all KPIs.
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5. computing optimum KCCs which are less sensitive process variation:

The last objective of this work was to determine the robust KCCs based

on the deterministic and the stochastic process capability spaces. The

proposed optimization strategy was to maximize the stochastic process

capability space subject to deterministic process capability space and

bounded KCCs. The optimization strategy was given in Table 4.5.

The major impact of the developed methodology was to select the robust

KCCs which were less sensitive to process variation so that the minimum gap

requirement was guaranteed. The robust KCCs were verified by validation

experiments. According to experiments, the dimple lower surface area was

eliminated and there was not any visible dark spot. Furthermore, the minimum

gap was achieved throughout the whole part assembly so that there were not

any spatters around the weld seam. Based on these experimental results and

discussions, some general conclusions were drawn as follows:

I Dimples were formed in the opposite direction of the scanning direction

for a lower focal offset; whereas, they were generated in the same direction

for a larger defocus

I The reduction in dimple lower surface area was achieved either by a larger

focal offset or by a longer laser track

I Dimple height and dimple upper surface area increased while decreasing

scanning speed and increasing laser track

I Increasing incidence angle affected dimple height and dimple upper sur-

face area but it was not significant for dimple lower surface area

(ii) to an effective prediction of FZDs to assess the weld quality :

The weld quality has been a critical issue for effective implementation of

laser welding. Several methods have been proposed for in-process moni-

toring. These methods are (i) capturing in-process process emissions, and

(ii) analysing/training/mapping gathered signal with the defined KPIs/FZDs.

However, sensor-driven monitoring methods are an indirect monitoring of

FZDs, and they are limited to external FZDs. An alternative method is the

physics-driven monitoring method which understands the occurring physics

and links in-process monitoring weld signals with multi FZDs (i.e. internal

FZDs) and welding process parameters. As highlighted in Section 3.3, the

challenge is the long computational time of the physics-based numeric simu-

lation of laser welding. To overcome this challenge, a novel methodology was

developed based on:

1. identification of relevant KCCs and KPIs:
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KCCs were identified as follows: incidence angle (α), welding speed (WS),

and joining gap (g). As highlighted, there was always a joining gap in

laser welding of zinc coated steels for mitigation of zinc vapour. The only

KPI considered in the relevant studies was penetration (PT ). However,

the mechanical quality of the weld was generally measured with the tensile

test. It was theoretically a function of applied force per unit area. Thus,

top width (TW ), and interface width (IW ) was considered as two new

KPIs.

2. decoupling multi-physics phenomena according to objectives:

The numerical simulation of laser welding was primarily accomplished

through the Finite Element Method (FEM). Currently, the numerical

simulation of laser welding involved a high level of physical complexity,

such as the keyhole surface generation, heat transfer, and fluid flow. The

calculation time of some studies related to the numerical simulation of

the welding process (computational welding mechanism) was presented

in Table 3.5. Depending on the simulation objectives, the multi-physics

phenomenon was decoupled by initially calculating the keyhole profile

considering the incidence angle and the joining gap. Then, the general

heat transfer via heat conduction in solid was solved numerically using

the Finite Element Method.

3. calculation of scaling function:

The scaling function was adapted to consider the influence of the process

parameters on the actual keyhole profile. It was expressed as the ratio

between the experimental value (i.e. high fidelity) and the simulated

value (i.e. low fidelity). The most significant deviations were found at

low welding speed and high laser power values.

The major impact of the developed methodology was to implement a computa-

tionally cost effective physical model to predict multi FZDs (i.e. penetration,

top and interface widths). With the presented approach, the FZDs was esti-

mated within a few minutes on a common desktop computer with acceptable

accuracy.

6.2 Engineering Contribution

The main engineering contributions of this research are (i) to develop a

novel methodology for selecting the robust KCCs for the laser dimpling process,

and (ii) to develop a novel simulation approach of the RLW process for in-process
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monitoring of multi-FZDs. The zinc-coated (galvanized) steel is used extensively by

the automotive industry. The successful implementation of the proposed model on

selection of the robust KCCs for the laser dimpling process parameters can provide

a solution to obtain and guarantee the minimum joining gap requirement for the

RLW process. The weld quality is traditionally monitored by off-line monitoring

methods. These are time-consuming and costly. The current practice is to monitor

weld quality by the sensor-driven in-process monitoring methods. This research

offers the capability for in-process monitoring of multi FZDs and linking them to

welding process parameters. The results of the research can be exploited on a

broader spectrum and integrated as a closed-loop quality control strategy which

helps to eliminate, reduce and correct defects before they occur which will lead to

increased productivity and product quality.

6.3 Limitations & Future Works

The disadvantages of the methodology presented in Chapter 4 can be summa-

rized as follows: (i) the required number of replications to calculate a smooth PDF

function to compute the success rate, and (ii) the deterministic and the stochastic

surrogate models are developed based on KCCs which can be easily controllable,

without neglecting the noise and their interaction with KCCs.

There are several research articles dealing with the temperature fields and

shape of the fusion zone, considering different process parameters by using (i)

experiment-based modelling, (ii) numeric simulation-based modelling. In general,

the level of accuracy of the experiment-based modelling increases with the number

of the sampling point, while the experimental cost will also increase. Furthermore,

variation is observed in the measurements resulting from the process and measure-

ment error. The level of accuracy of the numeric simulation-based modelling models

depends on whether all the occurring physics have been considered or the number of

assumptions which is needed to simplify the physics. The future scope analyses can

be listed as follows: (i) to improve the prediction of the keyhole shape in the low

fidelity model, (ii) to reduce the sampling points in the high fidelity model; whereas,

to increase the sampling points in the low fidelity model, and (iii) to calculate scal-

ing factors based on the new sampling points according to the defined methodology

in Chapter 5. If the accuracy is improved, the sampling point is reduced in the

high fidelity. Thus, the time devoted to the experiments may be reduced. As an

extension of the considered physics, one may include a ray-tracing to model the

intensity distribution in the keyhole or improve the modelling of heat transport by

considering fluid dynamics.
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Schmidt, M., Otto, A., and Kägeler, C. (2008). Analysis of YAG Laser Lap Welding

of Zinc Coated Steel Sheets. CIRP Annals - Manufacturing Technology, 57(1):213–

216.

Shaibu, V. B., Sahoo, S. K., and Kumar, A. (2015). Computational Modelling of

Dissimilar Metal CO2 Laser Welding: Applied to Copper and 304 Stainless Steel.

Procedia Engineering, 127:208–214.

Sinha, A. K., Kim, D. Y., and Ceglarek, D. (2013). Correlation Analysis of The

Variation of Weld Seam and Tensile Strength in Laser Welding of Galvanized Steel.

Optics and Lasers in Engineering, 51(10):1143–1152.

Sokolov, M., Salminen, A., Kuznetsov, M., and Tsibulskiy, I. (2011). Laser Welding

and Weld Hardness Analysis of Thick Section S355 Structural Steel. Materials and

Design, 32(10):5127–5131.

Song, L., Huang, W., Han, X., and Mazumder, J. (2017). Real-Time Composition

Monitoring Using Support Vector Regression of Laser-Induced Plasma for Laser

Additive Manufacturing. IEEE Transactions on Industrial Electronics, 64(1):633–

642.
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Appendix A
Experimental Results for Laser Dimpling

Table A.1: DoE Table and Experimental Results for Laser Dimpling

Exp.

ID
Rep.

Scanning

Speed

(m/min)

Incidence

Angle

(◦)

Laser

Track

(mm)

Focal

Offset

(mm)

Dimple

Height

(mm)

Dimple Upper

Surface Area

(mm2)

Dimple Lower

Surface Area

(mm2)

1 1 2 0 2 25 0.07694 1.13106 2.90893

1 2 2 0 2 25 0.04622 0.18471 2.24879

1 3 2 0 2 25 0.09062 0.47648 1.28272

1 4 2 0 2 25 0.05679 0.59959 2.45810

1 5 2 0 2 25 0.08686 0.80505 1.92677

2 1 3 0 2 25 0.05148 0.06740 0.92313

2 2 3 0 2 25 0.08657 0.42793 0.51524

2 3 3 0 2 25 0.03907 0.02811 1.18075

2 4 3 0 2 25 0.06699 0.28010 0.00000

2 5 3 0 2 25 0.05067 0.22039 0.77822

3 1 4 0 2 25 0.06692 0.23506 0.00000

3 2 4 0 2 25 0.08896 0.43299 0.00000

3 3 4 0 2 25 0.07227 0.27956 0.00000

3 4 4 0 2 25 0.08808 0.41128 0.00000

3 5 4 0 2 25 0.07927 0.24562 0.00000

4 1 2 10 2 25 0.14367 1.68121 2.78339

4 2 2 10 2 25 0.14439 1.69226 2.78339

4 3 2 10 2 25 0.08363 0.56320 2.19713

4 4 2 10 2 25 0.10646 1.27649 2.19713

4 5 2 10 2 25 0.11127 1.23206 2.51931

5 1 3 10 2 25 0.06239 0.51375 1.11441

5 2 3 10 2 25 0.07114 0.54373 1.05631

5 3 3 10 2 25 0.07490 0.49985 0.65491

5 4 3 10 2 25 0.05910 0.65903 0.71829

5 5 3 10 2 25 0.10644 0.51305 0.62851

6 1 4 10 2 25 0.11608 0.53979 0.00000

6 2 4 10 2 25 0.10079 0.45276 0.00000

6 3 4 10 2 25 0.11519 0.53510 0.00000

6 4 4 10 2 25 0.12670 0.43839 0.00000

6 5 4 10 2 25 0.09719 0.46601 0.00000
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Table A.1 Continued: DoE Table and Experimental Results for Laser Dimpling

Exp.

ID
Rep.

Scanning

Speed

(m/min)

Incidence

Angle

(◦)

Laser

Track

(mm)

Focal

Offset

(mm)

Dimple

Height

(mm)

Dimple Upper

Surface Area

(mm2)

Dimple Lower

Surface Area

(mm2)

7 1 2 20 2 25 0.07517 1.22602 4.71807

7 2 2 20 2 25 0.06947 0.66596 3.09844

7 3 2 20 2 25 0.08225 0.82648 2.31880

7 4 2 20 2 25 0.07945 1.26020 1.65485

7 5 2 20 2 25 0.06533 1.08179 1.65988

8 1 3 20 2 25 0.08726 0.43128 0.00000

8 2 3 20 2 25 0.07487 0.43898 0.00000

8 3 3 20 2 25 0.07570 0.39036 0.00000

8 4 3 20 2 25 0.06193 0.24934 0.00000

8 5 3 20 2 25 0.05935 0.34474 0.00000

9 1 4 20 2 25 0.08985 0.39435 0.00000

9 2 4 20 2 25 0.10968 0.53263 0.00000

9 3 4 20 2 25 0.10521 0.63012 0.00000

9 4 4 20 2 25 0.07201 0.29302 0.00000

9 5 4 20 2 25 0.06573 0.33521 0.00000

10 1 2 0 3 25 0.07214 0.83361 4.61615

10 2 2 0 3 25 0.07770 0.89053 4.75365

10 3 2 0 3 25 0.12184 1.41051 4.26748

10 4 2 0 3 25 0.09777 1.02100 4.01212

10 5 2 0 3 25 0.14769 1.56735 4.02194

11 1 3 0 3 25 0.08474 0.84679 2.39156

11 2 3 0 3 25 0.04932 0.24400 2.43576

11 3 3 0 3 25 0.06477 0.29407 0.00000

11 4 3 0 3 25 0.05528 0.24004 0.00000

11 5 3 0 3 25 0.05639 0.27633 0.89377

12 1 4 0 3 25 0.05109 0.24140 1.21297

12 2 4 0 3 25 0.08014 0.45050 0.00000

12 3 4 0 3 25 0.09107 0.37808 0.00000

12 4 4 0 3 25 0.09806 0.45168 0.00000

12 5 4 0 3 25 0.07126 0.44975 0.00000

13 1 2 10 3 25 0.11809 1.60663 5.53563

13 2 2 10 3 25 0.15510 1.39239 6.26645

13 3 2 10 3 25 0.14793 2.14058 4.89810

13 4 2 10 3 25 0.14967 1.35384 4.64412

13 5 2 10 3 25 0.12175 0.99000 4.39015

14 1 3 10 3 25 0.07764 0.55492 1.94887

14 2 3 10 3 25 0.06768 0.41723 1.96960

14 3 3 10 3 25 0.07459 0.46930 1.23878

14 4 3 10 3 25 0.10222 1.35050 2.30651

14 5 3 10 3 25 0.10662 1.08055 2.23395
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15 1 4 10 3 25 0.08599 0.32119 0.00000

15 2 4 10 3 25 0.10683 0.56715 0.00000

15 3 4 10 3 25 0.12488 0.66927 0.00000

15 4 4 10 3 25 0.12088 0.62469 0.00000

15 5 4 10 3 25 0.10293 0.50755 0.00000

16 1 2 20 3 25 0.12211 1.21916 5.23195

16 2 2 20 3 25 0.18262 1.59221 4.81419

16 3 2 20 3 25 0.10879 1.48952 4.79429

16 4 2 20 3 25 0.10536 1.66829 3.70513

16 5 2 20 3 25 0.10588 0.59854 4.40637

17 1 3 20 3 25 0.11569 0.69193 3.19288

17 2 3 20 3 25 0.10397 0.59716 1.75061

17 3 3 20 3 25 0.09086 0.53166 1.65115

17 4 3 20 3 25 0.09776 0.50894 0.00000

17 5 3 20 3 25 0.09307 0.70182 1.43729

18 1 4 20 3 25 0.16091 0.81244 0.00000

18 2 4 20 3 25 0.14140 0.72841 0.00000

18 3 4 20 3 25 0.14661 0.68006 0.00000

18 4 4 20 3 25 0.11505 0.57632 0.00000

18 5 4 20 3 25 0.10359 0.60913 0.00000

19 1 2 0 4 25 0.15921 2.14320 6.51060

19 2 2 0 4 25 0.13522 2.17169 5.02878

19 3 2 0 4 25 0.12114 2.16936 4.57718

19 4 2 0 4 25 0.13528 2.08542 4.86413

19 5 2 0 4 25 0.12147 2.18739 5.08993

20 1 3 0 4 25 0.06568 0.88268 2.45559

20 2 3 0 4 25 0.06650 0.86483 2.37562

20 3 3 0 4 25 0.07036 1.04642 2.66728

20 4 3 0 4 25 0.06630 0.36932 3.38702

20 5 3 0 4 25 0.06647 0.71710 3.27882

21 1 4 0 4 25 0.05705 0.19109 0.00000

21 2 4 0 4 25 0.08700 0.48669 0.00000

21 3 4 0 4 25 0.06632 0.41150 0.00000

21 4 4 0 4 25 0.07804 0.35796 0.00000

21 5 4 0 4 25 0.06788 0.27187 0.00000

22 1 2 10 4 25 0.11809 1.89760 9.13117

22 2 2 10 4 25 0.17188 2.18928 7.98322

22 3 2 10 4 25 0.15543 1.91650 6.51477

22 4 2 10 4 25 0.13257 1.38176 6.42736

22 5 2 10 4 25 0.12602 1.67277 6.81196

183



Table A.1 Continued: DoE Table and Experimental Results for Laser Dimpling

Exp.

ID
Rep.

Scanning

Speed

(m/min)

Incidence

Angle

(◦)

Laser

Track

(mm)

Focal

Offset

(mm)

Dimple

Height

(mm)

Dimple Upper

Surface Area

(mm2)

Dimple Lower

Surface Area

(mm2)

23 1 3 10 4 25 0.14899 1.70787 5.61739

23 2 3 10 4 25 0.12387 1.35524 4.67339

23 3 3 10 4 25 0.11277 1.57799 4.60346

23 4 3 10 4 25 0.11269 1.09029 2.85531

23 5 3 10 4 25 0.16315 1.56062 4.60346

24 1 4 10 4 25 0.11493 1.24686 2.79121

24 2 4 10 4 25 0.09935 0.53578 0.00000

24 3 4 10 4 25 0.12303 0.64786 0.00000

24 4 4 10 4 25 0.09297 0.31415 0.68761

24 5 4 10 4 25 0.08996 0.37467 0.00000

25 1 2 20 4 25 0.08244 0.83575 7.58856

25 2 2 20 4 25 0.11565 0.72767 7.79119

25 3 2 20 4 25 0.13576 0.93600 6.83375

25 4 2 20 4 25 0.13448 1.25245 6.63112

25 5 2 20 4 25 0.10015 0.89909 5.68888

26 1 3 20 4 25 0.09541 0.63838 3.82974

26 2 3 20 4 25 0.08628 0.34384 3.72842

26 3 3 20 4 25 0.08604 0.51507 4.00198

26 4 3 20 4 25 0.08307 0.70686 2.57342

26 5 3 20 4 25 0.09502 0.88887 3.44474

27 1 4 20 4 25 0.07842 0.37160 0.00000

27 2 4 20 4 25 0.12425 0.74135 1.10434

27 3 4 20 4 25 0.12813 0.80827 0.00000

27 4 4 20 4 25 0.11580 0.66953 0.00000

27 5 4 20 4 25 0.05855 0.26914 1.40322

28 1 2 0 2 35 0.11479 1.10260 1.27700

28 2 2 0 2 35 0.11245 1.06880 1.80900

28 3 2 0 2 35 0.09276 0.88104 1.84600

28 4 2 0 2 35 0.11326 1.02953 1.09500

28 5 2 0 2 35 0.06858 0.91020 1.69600

29 1 3 0 2 35 0.11073 0.74241 0.00000

29 2 3 0 2 35 0.12367 0.90334 0.00000

29 3 3 0 2 35 0.14956 0.91996 0.00000

29 4 3 0 2 35 0.10789 0.69606 0.00000

29 5 3 0 2 35 0.11100 0.63113 0.00000

30 1 4 0 2 35 0.08818 0.48855 0.00000

30 2 4 0 2 35 0.07373 0.21417 0.00000

30 3 4 0 2 35 0.13121 0.61579 0.00000

30 4 4 0 2 35 0.08826 0.38524 0.00000

30 5 4 0 2 35 0.10021 0.50783 0.00000
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31 1 2 10 2 35 0.11972 1.05333 2.63550

31 2 2 10 2 35 0.18426 1.19247 0.00000

31 3 2 10 2 35 0.16969 1.32049 0.00000

31 4 2 10 2 35 0.13740 1.31531 1.61616

31 5 2 10 2 35 0.18067 1.81401 0.86090

32 1 3 10 2 35 0.13780 1.02821 0.00000

32 2 3 10 2 35 0.15431 1.14148 0.00000

32 3 3 10 2 35 0.19314 1.27245 0.00000

32 4 3 10 2 35 0.15829 1.06814 0.00000

32 5 3 10 2 35 0.16244 1.06668 0.00000

33 1 4 10 2 35 0.14071 0.58578 0.00000

33 2 4 10 2 35 0.16323 0.58392 0.00000

33 3 4 10 2 35 0.15098 0.87339 0.00000

33 4 4 10 2 35 0.14381 0.77692 0.00000

33 5 4 10 2 35 0.13997 0.69312 0.00000

34 1 2 20 2 35 0.10516 1.16287 1.10658

34 2 2 20 2 35 0.12813 1.27278 0.41748

34 3 2 20 2 35 0.10374 1.14345 1.32790

34 4 2 20 2 35 0.10743 1.33206 1.18203

34 5 2 20 2 35 0.10180 1.09171 1.36311

35 1 3 20 2 35 0.15006 1.12890 0.00000

35 2 3 20 2 35 0.10996 0.86240 0.00000

35 3 3 20 2 35 0.15318 1.06409 0.00000

35 4 3 20 2 35 0.16467 1.19343 0.00000

35 5 3 20 2 35 0.16949 1.28601 0.00000

36 1 4 20 2 35 0.11586 0.57088 0.00000

36 2 4 20 2 35 0.08387 0.51511 0.00000

36 3 4 20 2 35 0.10430 0.56006 0.00000

36 4 4 20 2 35 0.11150 0.56955 0.00000

36 5 4 20 2 35 0.08621 0.39456 0.00000

37 1 2 0 3 35 0.10627 1.17697 4.00721

37 2 2 0 3 35 0.05512 0.25181 3.90900

37 3 2 0 3 35 0.08354 1.17502 3.04961

37 4 2 0 3 35 0.11277 1.40969 1.77771

37 5 2 0 3 35 0.11827 1.51155 1.98887

38 1 3 0 3 35 0.09854 1.00735 1.79735

38 2 3 0 3 35 0.10018 1.11501 1.14422

38 3 3 0 3 35 0.15531 1.43771 0.00000

38 4 3 0 3 35 0.13807 1.07047 0.00000

38 5 3 0 3 35 0.17563 1.21071 0.39286
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39 1 4 0 3 35 0.15456 1.09647 0.00000

39 2 4 0 3 35 0.15424 1.02906 0.00000

39 3 4 0 3 35 0.16484 1.98964 0.00000

39 4 4 0 3 35 0.18301 1.07095 0.00000

39 5 4 0 3 35 0.17490 0.83376 0.00000

40 1 2 10 3 35 0.12882 1.38316 4.54600

40 2 2 10 3 35 0.17801 1.86802 2.82000

40 3 2 10 3 35 0.16015 1.60870 3.62300

40 4 2 10 3 35 0.16522 2.33253 3.18200

40 5 2 10 3 35 0.10728 1.33049 3.54500

41 1 3 10 3 35 0.14521 1.34251 2.42572

41 2 3 10 3 35 0.15329 1.17337 1.44092

41 3 3 10 3 35 0.18171 1.31248 1.35799

41 4 3 10 3 35 0.18875 1.44876 0.96925

41 5 3 10 3 35 0.12445 1.29950 1.39427

42 1 4 10 3 35 0.16244 1.21542 0.00000

42 2 4 10 3 35 0.18173 1.13676 0.00000

42 3 4 10 3 35 0.18326 0.99583 0.00000

42 4 4 10 3 35 0.19301 1.13661 0.00000

42 5 4 10 3 35 0.17158 1.14453 0.00000

43 1 2 20 3 35 0.12832 1.23996 3.83941

43 2 2 20 3 35 0.11030 1.55527 3.68524

43 3 2 20 3 35 0.16294 1.92119 2.85967

43 4 2 20 3 35 0.16973 2.29596 3.02379

43 5 2 20 3 35 0.16000 2.02479 3.47139

44 1 3 20 3 35 0.16905 1.64730 1.59147

44 2 3 20 3 35 0.11256 1.70095 1.68596

44 3 3 20 3 35 0.16886 1.48580 0.90017

44 4 3 20 3 35 0.16808 1.65988 0.00000

44 5 3 20 3 35 0.16705 1.80049 0.44263

45 1 4 20 3 35 0.14935 1.25024 0.00000

45 2 4 20 3 35 0.19471 1.26190 0.00000

45 3 4 20 3 35 0.19717 1.18414 0.00000

45 4 4 20 3 35 0.19592 1.34556 0.00000

45 5 4 20 3 35 0.17586 1.21665 0.00000

46 1 2 0 4 35 0.10580 1.12076 6.30362

46 2 2 0 4 35 0.10701 1.20089 5.10405

46 3 2 0 4 35 0.12459 1.55806 3.81039

46 4 2 0 4 35 0.11225 1.41035 4.76535

46 5 2 0 4 35 0.10783 1.71838 3.81980
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47 1 3 0 4 35 0.11528 1.32957 2.34269

47 2 3 0 4 35 0.09373 1.08248 2.37091

47 3 3 0 4 35 0.11413 1.41946 1.72173

47 4 3 0 4 35 0.11785 0.99931 1.35481

47 5 3 0 4 35 0.14836 1.40314 1.08667

48 1 4 0 4 35 0.12713 1.39566 0.00000

48 2 4 0 4 35 0.13626 1.20657 0.00000

48 3 4 0 4 35 0.10095 1.14796 0.00000

48 4 4 0 4 35 0.13105 1.19558 0.00000

48 5 4 0 4 35 0.11755 1.13900 0.00000

49 1 2 10 4 35 0.12296 2.18697 7.62200

49 2 2 10 4 35 0.11784 1.27654 6.59100

49 3 2 10 4 35 0.12799 1.61454 5.40800

49 4 2 10 4 35 0.14046 1.67865 5.49500

49 5 2 10 4 35 0.10113 1.72663 5.63500

50 1 3 10 4 35 0.19869 1.86442 3.64781

50 2 3 10 4 35 0.14649 1.62212 2.63388

50 3 3 10 4 35 0.15245 1.47766 1.80642

50 4 3 10 4 35 0.19365 1.63212 0.61768

50 5 3 10 4 35 0.19242 1.40018 1.82390

51 1 4 10 4 35 0.16862 1.51557 0.00000

51 2 4 10 4 35 0.20310 1.32595 0.00000

51 3 4 10 4 35 0.16662 1.17060 0.00000

51 4 4 10 4 35 0.12348 1.00601 0.00000

51 5 4 10 4 35 0.13866 1.01781 0.00000

52 1 2 20 4 35 0.14322 1.37627 6.93000

52 2 2 20 4 35 0.14893 1.94062 5.46599

52 3 2 20 4 35 0.17157 1.98623 5.91685

52 4 2 20 4 35 0.18980 2.16420 5.12658

52 5 2 20 4 35 0.19548 2.26064 5.00500

53 1 3 20 4 35 0.16359 1.94290 3.06987

53 2 3 20 4 35 0.20402 1.74348 0.84599

53 3 3 20 4 35 0.17080 1.87127 2.80645

53 4 3 20 4 35 0.16134 2.12626 2.07697

53 5 3 20 4 35 0.19102 1.65221 0.76493

54 1 4 20 4 35 0.18599 1.48834 0.00000

54 2 4 20 4 35 0.17890 1.74219 0.00000

54 3 4 20 4 35 0.18850 1.62005 0.00000

54 4 4 20 4 35 0.16611 1.53743 0.00000

54 5 4 20 4 35 0.20727 1.48648 0.00000
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55 1 2 0 2 55 0.07282 0.40677 1.42763

55 2 2 0 2 55 0.10961 0.82535 0.00000

55 3 2 0 2 55 0.09149 1.18304 0.00000

55 4 2 0 2 55 0.09039 0.63571 0.00000

55 5 2 0 2 55 0.08226 0.52262 0.00000

56 1 3 0 2 55 0.06813 0.33210 0.00000

56 2 3 0 2 55 0.10818 0.68439 0.00000

56 3 3 0 2 55 0.05150 0.20308 0.00000

56 4 3 0 2 55 0.04196 0.03298 0.00000

56 5 3 0 2 55 0.09245 0.24901 0.00000

57 1 4 0 2 55 0.00878 0.00000 0.00000

57 2 4 0 2 55 0.01395 0.00000 0.00000

57 3 4 0 2 55 0.00000 0.00000 0.00000

57 4 4 0 2 55 0.00000 0.00000 0.00000

57 5 4 0 2 55 0.00000 0.00000 0.00000

58 1 2 10 2 55 0.13344 1.08762 0.00000

58 2 2 10 2 55 0.11864 1.04594 0.00000

58 3 2 10 2 55 0.16641 1.57434 0.83449

58 4 2 10 2 55 0.15697 1.24907 0.53872

58 5 2 10 2 55 0.14124 1.14966 0.00000

59 1 3 10 2 55 0.07984 0.73994 0.00000

59 2 3 10 2 55 0.07175 0.19927 0.00000

59 3 3 10 2 55 0.10686 0.73775 0.00000

59 4 3 10 2 55 0.07331 0.56484 0.00000

59 5 3 10 2 55 0.10533 0.61883 0.00000

60 1 4 10 2 55 0.01813 0.00000 0.00000

60 2 4 10 2 55 0.04528 0.12994 0.00000

60 3 4 10 2 55 0.01031 0.00000 1.00000

60 4 4 10 2 55 0.00000 0.00000 0.00000

60 5 4 10 2 55 0.00000 0.00000 0.00000

61 1 2 20 2 55 0.10246 1.20210 0.00000

61 2 2 20 2 55 0.08053 0.65875 0.00000

61 3 2 20 2 55 0.09475 0.83141 0.00000

61 4 2 20 2 55 0.18051 1.17634 0.00000

61 5 2 20 2 55 0.09103 0.60982 0.00000

62 1 3 20 2 55 0.01440 0.00000 0.00000

62 2 3 20 2 55 0.07225 0.11108 0.00000

62 3 3 20 2 55 0.01868 0.00000 0.00000

62 4 3 20 2 55 0.08743 0.68022 0.00000

62 5 3 20 2 55 0.00647 0.00000 0.00000
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63 1 4 20 2 55 0.00557 0.00000 0.00000

63 2 4 20 2 55 0.01721 0.00000 0.00000

63 3 4 20 2 55 0.00832 0.00000 0.00000

63 4 4 20 2 55 0.00367 0.00000 0.00000

63 5 4 20 2 55 0.00220 0.00000 0.00000

64 1 2 0 3 55 0.16079 1.86492 2.25897

64 2 2 0 3 55 0.17766 1.53713 2.26879

64 3 2 0 3 55 0.17536 2.21129 2.90719

64 4 2 0 3 55 0.15110 2.03347 0.51563

64 5 2 0 3 55 0.11622 1.44062 1.13931

65 1 3 0 3 55 0.08399 0.80229 0.00000

65 2 3 0 3 55 0.07979 0.70720 0.00000

65 3 3 0 3 55 0.08104 0.72204 0.00000

65 4 3 0 3 55 0.08703 0.86345 0.00000

65 5 3 0 3 55 0.10253 0.96409 0.00000

66 1 4 0 3 55 0.01901 0.00000 0.00000

66 2 4 0 3 55 0.04278 0.03997 0.00000

66 3 4 0 3 55 0.06294 0.31635 0.00000

66 4 4 0 3 55 0.06692 0.11254 0.00000

66 5 4 0 3 55 0.02493 0.00000 0.00000

67 1 2 10 3 55 0.18589 2.14196 3.53492

67 2 2 10 3 55 0.19543 1.91017 1.92296

67 3 2 10 3 55 0.17738 1.91434 1.70526

67 4 2 10 3 55 0.19149 1.88332 1.86594

67 5 2 10 3 55 0.20714 1.69477 1.92296

68 1 3 10 3 55 0.12860 1.19921 0.00000

68 2 3 10 3 55 0.14813 1.33616 0.00000

68 3 3 10 3 55 0.14739 1.22838 0.00000

68 4 3 10 3 55 0.16189 1.06330 0.00000

68 5 3 10 3 55 0.15295 1.35120 0.00000

69 1 4 10 3 55 0.11544 0.78409 0.00000

69 2 4 10 3 55 0.10211 0.42603 0.00000

69 3 4 10 3 55 0.09037 0.36681 0.00000

69 4 4 10 3 55 0.00000 0.00000 0.00000

69 5 4 10 3 55 0.12438 0.83512 0.00000

70 1 2 20 3 55 0.17914 1.95028 3.06357

70 2 2 20 3 55 0.17547 2.34638 3.29732

70 3 2 20 3 55 0.12984 2.14843 2.42699

70 4 2 20 3 55 0.16327 2.22938 2.12859

70 5 2 20 3 55 0.18313 2.30194 2.89945
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71 1 3 20 3 55 0.14289 1.38704 0.00000

71 2 3 20 3 55 0.12812 1.43045 0.00000

71 3 3 20 3 55 0.12697 1.51371 0.00000

71 4 3 20 3 55 0.12764 1.50362 0.00000

71 5 3 20 3 55 0.14785 1.35140 0.00000

72 1 4 20 3 55 0.10718 0.91393 0.00000

72 2 4 20 3 55 0.09658 0.77650 0.00000

72 3 4 20 3 55 0.09557 0.47922 0.00000

72 4 4 20 3 55 0.08891 0.20239 0.00000

72 5 4 20 3 55 0.05388 0.12053 0.00000

73 1 2 0 4 55 0.12218 2.67782 4.68067

73 2 2 0 4 55 0.13527 2.54187 4.99585

73 3 2 0 4 55 0.11449 2.28847 4.41724

73 4 2 0 4 55 0.13837 2.23038 3.60341

73 5 2 0 4 55 0.14821 2.33504 4.07853

74 1 3 0 4 55 0.11593 1.46313 1.74996

74 2 3 0 4 55 0.14902 2.44612 1.89579

74 3 3 0 4 55 0.10683 1.53005 0.00000

74 4 3 0 4 55 0.07100 1.35272 0.00000

74 5 3 0 4 55 0.08580 1.18747 0.00000

75 1 4 0 4 55 0.10495 1.10132 0.00000

75 2 4 0 4 55 0.04815 0.18118 0.00000

75 3 4 0 4 55 0.07234 0.86226 0.00000

75 4 4 0 4 55 0.05716 0.26917 0.00000

75 5 4 0 4 55 0.06415 0.52242 0.00000

76 1 2 10 4 55 0.13989 2.10520 6.93433

76 2 2 10 4 55 0.18616 2.85066 5.38430

76 3 2 10 4 55 0.20112 2.75091 3.84010

76 4 2 10 4 55 0.21798 2.74150 3.68860

76 5 2 10 4 55 0.22892 2.62801 4.02074

77 1 3 10 4 55 0.14823 1.57570 0.00000

77 2 3 10 4 55 0.13432 0.94000 0.00000

77 3 3 10 4 55 0.15269 1.45249 0.00000

77 4 3 10 4 55 0.16667 1.42693 0.00000

77 5 3 10 4 55 0.18965 1.72926 1.70153

78 1 4 10 4 55 0.09435 0.79795 0.00000

78 2 4 10 4 55 0.10112 0.28311 0.00000

78 3 4 10 4 55 0.00000 0.00000 0.00000

78 4 4 10 4 55 0.00000 0.00000 0.00000

78 5 4 10 4 55 0.03339 0.00000 0.00000
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79 1 2 20 4 55 0.19542 2.92423 5.06579

79 2 2 20 4 55 0.22175 3.41902 6.11948

79 3 2 20 4 55 0.20864 2.87722 6.25119

79 4 2 20 4 55 0.17944 2.95947 5.18737

79 5 2 20 4 55 0.18567 2.73094 4.85809

80 1 3 20 4 55 0.13115 1.60579 0.00000

80 2 3 20 4 55 0.13958 1.61547 1.61092

80 3 3 20 4 55 0.16342 1.88776 0.00000

80 4 3 20 4 55 0.13533 1.93716 0.00000

80 5 3 20 4 55 0.14796 1.34051 0.00000

81 1 4 20 4 55 0.05073 0.43226 0.00000

81 2 4 20 4 55 0.11833 1.31035 0.00000

81 3 4 20 4 55 0.14172 1.57679 0.00000

81 4 4 20 4 55 0.13979 1.43018 0.00000

81 5 4 20 4 55 0.06987 0.91363 0.00000
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Appendix B
Laser Beam - Plane Intersection

A point X = [x, y, z] on a hyperboloid in canonical form is defined in

Eq. (B.1).

[x, y, z]T ·M · [x, y, z] = 1

M =


1

W0
2 0 0

0 1
W0

2 0

0 0 − 1
Zr2

 (B.1)

Furthermore, a plane spanned by vectors r = [r1, r2, r3] and s = [s1, s2, s3];

and, containing an interior or boundary point p = [p1, p2, p3] of hyperboloid is

described in parametric form by;

X = p + x · r + y · s (B.2)

The intersection between hyperboloid and plane can be found by combining

Eq. (B.1) and Eq. (B.2) resulting a conic section which is the sets of points whose

coordinates satisfy a second-degree polynomial equation defined in Eq. (B.3).

Q(x, y) = Ax2 +Bxy + CAy2 +Dx+ Ey + F = 0 (B.3)

The Eq. (B.3) can be written in matrix notation as;

[x, y, 1]T ·Aq · [x, y, 1] = 0

Aq =

 A B/2 D/2

B/2 C E/2

D/2 E/2 F

 (B.4)

where Aq is symmetric matrix of the quadratic equation. The type of the

conic section is computing the determinant of the minor matrix (M3,3) of Aq matrix.

If det M3,3 ≥ 0, the intersection is an ellipse. Thus, if λ1 and λ2 are the eigenvec-

tors of the minor matrix (M3,3), the centred ellipse equation can be written in the

intersection plane as;

λ1
x2

W 2
x0

+ λ2
y2

W 2
y0

= − det Aq
det M3,3

(B.5)
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where Wx and Wy are semi-major and semi-minor axes, respectively. If the

Eq. (B.5) is rearranged the dimensions of axes on-surface can be found as;

Wx0 =

√
−λ1

det M33

det Aq

Wy0 =

√
−λ2

det M33

det Aq

(B.6)

The semi-major and semi-minor axes along the beam axis can be formulated

as;

Wx(z) = Wx0

√
1 +

(
z − FO
Zr

)2

Wy(z) = Wy0

√
1 +

(
z − FO
Zr

)2
(B.7)
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Appendix C
Experimental Results for Bead-on-plate Welding

Table C.1: DoE Table and Experimental Results for Penetration (PT ) in Bead-on-plate
Welding

Exp.

ID

Welding

Speed

(mm/min)

Incidence

Angle

(◦)

Rep. 1

(µm)

Rep. 2

(µm)

Rep. 3

(µm)

Rep. 4

(µm)

Rep. 5

(µm)

1 2000 0 1975.22 2037.87 2025.84 2043.76 1969.51

2 3200 20 1404.35 1413.3 1365.53 1410.33 1497.07

3 3200 0 1452.26 1461.11 1449.16 1482.03 1428.4

4 2000 10 1912.29 2005.19 1996.01 2001.95 1978.11

5 2000 20 1969.06 1966.19 1894.48 1915.47 1963.23

6 3200 10 1389.41 1461.11 1398.36 1437.22 1383.42

7 2600 10 1616.71 1613.52 1565.69 1631.43 1586.63

8 2900 0 1494.05 1473.11 1419.39 1422.47 1362.72

9 2300 20 1697.25 1721.16 1712.23 1682.29 1739.2

10 2300 10 1828.64 1834.63 1762.9 1834.62 1715.15

11 2600 0 1571.71 1538.82 1604.54 1499.96 1580.65

12 2900 20 1386.44 1440.2 1365.51 1362.52 1404.66

13 2300 0 1885.44 1840.67 1870.46 1858.51 1744.98

14 2600 20 1613.5 1667.45 1661.31 1703.26 1679.45

15 2900 10 1488.03 1544.82 1508.93 1532.85 1538.8
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Table C.2: DoE Table and Experimental Results for Top Width (TW ) in Bead-on-plate
Welding

Exp.

ID

Welding

Speed

(mm/min)

Incidence

Angle

(◦)

Rep. 1

(µm)

Rep. 2

(µm)

Rep. 3

(µm)

Rep. 4

(µm)

Rep. 5

(µm)

1 2000 0 1401.43 1452.15 1344.63 1437.41 1494.12

2 3200 20 1491.07 1419.29 1389.41 1517.96 1598.63

3 3200 0 1404.6 1461.11 1496.97 1583.64 1386.42

4 2000 10 1496.97 1410.47 1437.36 1407.48 1470.08

5 2000 20 1619.47 1560.2 1547.77 1502.95 1553.74

6 3200 10 1419.31 1464.1 1601.61 1520.92 1356.56

7 2600 10 1419.29 1446.2 1461.11 1455.15 1526.99

8 2900 0 1488.01 1320.71 1419.33 1446.17 1494.03

9 2300 20 1410.33 1550.85 1583.66 1583.62 1601.57

10 2300 10 1491.07 1395.58 1416.3 1541.8 1464.25

11 2600 0 1449.47 1583.64 1514.91 1434.22 1577.69

12 2900 20 1362.54 1485.2 1670.31 1499.97 1598.57

13 2300 0 1419.31 1523.96 1467.52 1527.03 1571.77

14 2600 20 1401.43 1506 1446.18 1488.3 1622.53

15 2900 10 1428.29 1500.14 1622.49 1488.01 1467.09

195



Fig. C.1. DoE table and experimental results showing cross-section images in bead-on-
plate welding
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Appendix D
Experimental Results for Overlap Welding

Table D.1: DoE Table and Experimental Results for Penetration (PT ) in Overlap Welding

Exp.

ID

Welding

Speed

(mm/min)

Incidence

Angle

(◦)

Joining

Gap

(mm)

Rep. 1

(µm)

Rep. 2

(µm)

Rep. 3

(µm)

Rep. 4

(µm)

Rep. 5

(µm)

Rep. 6

(µm)

Rep. 7

(µm)

1 2000 0 0.1 748.99 795.47 986.15 917.16 985.48 891.1 828.83

2 3200 20 0.1 808.71 395.51 499.83 638.66 310.49 675.07 685.81

3 3200 0 0.1 305.42 489.89 324.24 323.83 337.49 270.03 333.34

4 2000 10 0.15 987.34 642.67 869.08 926.51 931.48 958.61 1039.51

5 2000 20 0.15 940.785 831.44 945.62 1000 863.98 702.08 1080.37

6 3200 10 0.15 NaN 849.4 688.96 1052.44 431.99 594.07 433.43

7 2600 10 0.2 797.99 880.87 986.14 892.86 904.48 864.1 NaN

8 2900 0 0.2 972.92 1020.18 968.13 963.44 958.48 701.51 876.45

9 2300 20 0.2 433.74 1000 896.08 918.42 863.98 971.32 986.5

10 2300 10 0.25 927.43 755.04 882.59 882.4 986.48 957.83 NaN

11 2600 0 0.25 963.45 880.91 905.09 978.78 972.96 NaN 933.83

12 2900 20 0.25 306.18 952.77 824.05 980.7 851.34 795.94 1009.02

13 2000 20 0.1 1044.49 1000.22 891.59 899.73 999.99 930.85 1000

14 3200 10 0.1 841.9 385.76 742.98 981.07 472.97 607.08 374.75

15 2000 10 0.1 985.96 1027.13 999.65 980.7 1000 998.3 800

16 2900 0 0.15 1012.98 977.79 977.14 998.69 1000 984.81 862.93

17 2300 20 0.15 819.39 959.86 927.62 971.74 986.48 903.87 905.41

18 2600 10 0.15 895.93 892.58 941.11 629.87 972.96 998.3 NaN

19 2900 20 0.2 972.45 1067.51 875.367 971.7 NaN 984.81 513.53

20 2300 10 0.2 909.43 847.73 697.96 NaN 986.48 890.38 993.87

21 2600 0 0.2 995.61 870.14 810.54 NaN 959.45 836.41 884.5

22 2300 0 0.25 837.16 977.79 903.76 972.78 837.83 863.4 834.05

23 2600 20 0.25 999.46 950.88 980.18 NaN 959.45 944.34 856.48

24 2900 10 0.25 922.93 1013.68 1016.16 945.76 918.91 418.21 976.93

25 2300 20 0.1 969.72 937.43 975.69 836.38 972.45 930.85 975.12

26 2600 10 0.1 951.76 923.97 750.89 890.35 891.89 971.32 777.4

27 2900 0 0.1 951.76 932.94 948.71 557.59 648.64 998.39 975.22

28 2600 0 0.15 915.84 944.64 1000 963.02 959.45 971.32 911.93

29 2900 20 0.15 1010.13 949.14 NaN 954.02 986.48 971.32 882.53

30 2300 10 0.15 978.71 953.64 1038.64 909.02 959.45 863.5 1004.15

31 2600 20 0.2 983.23 971.63 966.7 972.02 972.96 NaN 895.91

32 2900 10 0.2 960.74 908.67 968.65 945.02 999.99 984.81 973.14

33 2300 0 0.2 813.64 805.25 901.07 850.52 892.05 971.32 890.92

34 2000 0 0.25 759.69 886.18 905.56 849.36 932.6 849.91 890.91

35 3200 20 0.25 530.43 NaN 459.56 404.46 473.06 756.75 422.73
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Table D.1 Continued: DoE Table and Experimental Results for Penetration (PT ) in
Overlap Welding

Exp.

ID

Welding

Speed

(mm/min)

Incidence

Angle

(◦)

Joining

Gap

(mm)

Rep. 1

(µm)

Rep. 2

(µm)

Rep. 3

(µm)

Rep. 4

(µm)

Rep. 5

(µm)

Rep. 6

(µm)

Rep. 7

(µm)

36 3200 0 0.25 485.5 NaN 522.61 NaN 540.64 486.48 504.57

37 2300 10 0.1 714.74 972 756.94 984.18 1013.7 959.45 909.1

38 2600 0 0.1 629.34 616.46 1000.17 889.8 1055.65 743.24 995.46

39 2900 20 0.1 818.13 873.03 351.41 687.85 404.48 486.48 913.73

40 2900 10 0.15 1000 967.49 991.16 984.18 1011.19 716.21 877.91

41 2300 0 0.15 705.75 891 991.16 971.88 755.02 959.45 832.9

42 2600 20 0.15 979.95 1003.48 973.14 809.99 984.22 472.97 783.38

43 3200 20 0.2 NaN NaN 468.55 540.16 525.82 729.72 328.65

44 3200 0 0.2 NaN 521.99 702.82 566.99 512.34 621.62 337.66

45 2000 0 0.2 NaN 1034.99 1000.17 904.48 997.71 959.45 882.41

46 2000 20 0.25 1002.43 927 970.12 755.98 984.22 891.88 823.88

47 3200 10 0.25 NaN 758.11 NaN NaN 660.64 NaN 400.69

48 2000 10 0.25 952.99 845.98 955.12 904.48 903.33 NaN 850.9

49 2300 0 0.1 921.52 729 856 755.98 970.74 864.86 967.66

50 2600 20 0.1 930.51 931.5 955.12 823.48 633.68 972.96 580.77

51 2900 10 0.1 804.64 940.49 874.02 742.48 687.61 999.99 675.33

52 3200 0 0.15 710.26 486.01 351.34 391.49 350.55 378.38 279.17

53 2000 0 0.15 876.56 805.43 873.6 688.49 970.74 918.91 NaN

54 3200 20 0.15 746.22 1021.49 585.57 418.49 620.2 NaN 508.74

55 3200 10 0.2 773.17 1012.48 396.39 391.49 364.03 783.78 373.67

56 2000 10 0.2 939.4 917.88 882.86 863.98 808.95 891.88 NaN

57 2000 20 0.2 890.06 841.68 900.88 850.48 NaN 864.86 1012.98

58 2300 20 0.25 966.48 NaN 882.86 931.48 903.33 891.88 877.91

59 2600 10 0.25 970.96 886.5 855.88 971.98 889.85 918.91 918.43

60 2900 0 0.25 885.56 923.11 936.91 850.48 930.29 999.99 1044.49
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Table D.2: DoE Table and Experimental Results for Top Width (TW ) in Overlap Welding

Exp.

ID

Welding

Speed

(mm/min)

Incidence

Angle

(◦)

Joining

Gap

(mm)

Rep. 1

(µm)

Rep. 2

(µm)

Rep. 3

(µm)

Rep. 4

(µm)

Rep. 5

(µm)

Rep. 6

(µm)

Rep. 7

(µm)

1 2000 0 0.1 1632.84 1249.39 1449.95 1222.88 1498.47 1309.65 1436.95

2 3200 20 0.1 1288.08 1119.06 1125.74 1277.32 1241.98 1201.63 1171.96

3 3200 0 0.1 1323.28 1141.56 1139.24 1187.37 1160.98 1147.63 1058.95

4 2000 10 0.15 1412.46 1271.87 1256.32 1439.23 1241.98 1350.15 1379.28

5 2000 20 0.15 1444.84 1483.09 1440.94 1448.23 1430.97 1215.13 1155.76

6 3200 10 0.15 NaN 1096.58 1139.28 1421.24 1187.98 1188.13 1240.19

7 2600 10 0.2 1271.39 1253.88 1238.31 1164.65 1295.98 1269.21 NaN

8 2900 0 0.2 1266.79 1204.45 1224.8 1233.56 1390.47 1214.15 1303.42

9 2300 20 0.2 1469.11 1393.23 1251.82 1458.66 1484.97 1389.53 1322.09

10 2300 10 0.25 1218.61 1235.9 1170.76 1179.54 1283.77 1308.58 NaN

11 2600 0 0.25 1166.04 1235.9 1134.74 1176.33 1243.23 NaN 1256.49

12 2900 20 0.25 1296.61 1280.85 1377.9 1331.59 1324.31 1254.62 1252.28

13 2000 20 0.1 1382.26 1296.24 1440.94 1385.57 1527.01 1564.91 1392.32

14 3200 10 0.1 1094.24 1206.51 1148.28 1187.64 1121.61 1227.64 1130.93

15 2000 10 0.1 1616.26 1246.91 1576.06 1385.57 1405.39 1551.41 1338.21

16 2900 0 0.15 1112.05 1134.77 1170.76 1250.62 1162.15 1200.66 1235.99

17 2300 20 0.15 1260.59 1264.86 1512.99 1376.58 1432.42 1308.58 1423.42

18 2600 10 0.15 1215.57 1273.82 1224.8 1232.62 1270.26 1254.62 NaN

19 2900 20 0.2 1139.03 1260.36 1301.35 1214.63 NaN 1241.13 1325.08

20 2300 10 0.2 1125.52 1314.19 1319.36 NaN 1486.47 1430 1262.65

21 2600 0 0.2 1238.08 1220 1323.86 NaN 1189.18 1349.06 1488.73

22 2300 0 0.25 1152.54 1202.05 1137.55 1197.96 1135.13 1160.19 1233.14

23 2600 20 0.25 1359.63 1269.33 1367.05 NaN 1310.8 1335.57 1470.8

24 2900 10 0.25 1134.53 1273.82 1124.07 1270.02 1216.21 1227.64 1233.53

25 2300 20 0.1 1391.72 1278.3 1443.3 1358 1337.83 1322.08 1348.94

26 2600 10 0.1 1234.67 1287.28 1438.87 1268.07 1256.75 1335.57 1379.55

27 2900 0 0.1 1131.34 1229.04 1339.89 1483.91 1202.69 1308.58 1235.76

28 2600 0 0.15 1221.13 1255.03 1164.53 1233.03 1135.13 1362.55 1226.58

29 2900 20 0.15 1203.18 1250.53 NaN 1161.02 1162.15 1349.06 1301.29

30 2300 10 0.15 1131.35 1223.55 1366.86 1323.03 1405.39 1281.6 1251.76

31 2600 20 0.2 1203.17 1309.01 1335.39 1386.03 1270.26 NaN 1301.09

32 2900 10 0.2 1252.58 1196.55 1265.99 1233.03 1189.18 1241.13 1171.37

33 2300 0 0.2 1375.53 1309.01 1450.7 1377.03 1392.14 1430 1381.82

34 2000 0 0.25 1267.68 1219.04 1175.96 1402.12 1175.89 1227.64 1222.73

35 3200 20 0.25 1384.52 NaN 1351.58 1402.12 1311.05 1324.31 1313.64

36 3200 0 0.25 1069.86 NaN 1387.66 NaN 1121.82 972.96 1172.73

37 2300 10 0.1 1330.58 1237.48 1360.59 1267.3 1581.36 1472.96 1377.27

38 2600 0 0.1 1339.57 1228.48 1342.57 1199.89 1401.17 1351.34 1350.12

39 2900 20 0.1 1393.51 1205.98 1252.47 1105.52 1496.56 1351.34 1295.85

40 2900 10 0.15 1258.66 1187.98 1207.42 1213.37 1159.5 1256.75 1211.06

41 2300 0 0.15 1015.92 1156.49 1243.46 1485.22 1253.875 1486.47 1242.58

42 2600 20 0.15 1299.11 1268.99 1306.53 1295.98 1348.25 1540.53 1287.6

43 3200 20 0.2 NaN NaN 1297.52 1309.48 1280.84 1229.72 1283.22

44 3200 0 0.2 NaN 1102.48 1162.36 1079.98 1172.98 1135.13 1116.53

45 2000 0 0.2 NaN 1169.99 1261.48 1228.48 1226.91 1405.39 1386.65

46 2000 20 0.25 1308.1 1390.48 1369.61 1363.47 1375.22 1554.04 1346.16

47 3200 10 0.25 NaN 1142.99 NaN NaN 1105.57 NaN 1116.52
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Table D.2 Continued: DoE Table and Experimental Results for Top Width (TW ) in
Overlap Welding

Exp.

ID

Welding

Speed

(mm/min)

Incidence

Angle

(◦)

Joining

Gap

(mm)

Rep. 1

(µm)

Rep. 2

(µm)

Rep. 3

(µm)

Rep. 4

(µm)

Rep. 5

(µm)

Rep. 6

(µm)

Rep. 7

(µm)

48 2000 10 0.25 1101.32 1273.48 1423.67 1214.98 1388.7 NaN 1296.6

49 2300 0 0.1 1326.08 1192.48 1297.52 1241.98 1429.15 1405.39 1413.66

50 2600 20 0.1 1281.13 1210.48 1378.62 1309.48 1415.66 1310.8 1440.67

51 2900 10 0.1 1276.64 1138.48 1252.47 1255.48 1240.39 1297.29 1260.59

52 3200 0 0.15 1123.8 1124.99 1153.35 1160.98 1199.94 1094.59 1107.51

53 2000 0 0.15 1249.67 1160.99 1315.28 1349.97 1334.77 1391.88 NaN

54 3200 20 0.15 1200.22 1273.55 1234.2 1268.98 1267.36 NaN 1188.63

55 3200 10 0.2 1114.89 1291.48 1126.09 1133.98 1146.01 1094.59 1098.51

56 2000 10 0.2 1249.67 1282.48 1216.18 1349.97 1456.11 1405.39 NaN

57 2000 20 0.2 1393.51 1426.48 1432.39 1390.47 NaN 1391.88 1427.19

58 2300 20 0.25 1290.12 NaN 1324.41 1363.47 1307.8 1310.8 1323.61

59 2600 10 0.25 1263.15 1367.99 1621.58 1268.98 1240.39 1270.26 1166.04

60 2900 0 0.25 1141.86 1184.27 1261.23 1282.48 1213.43 1189.18 1116.53
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Table D.3: DoE Table and Experimental Results for Interface Width (IW ) in Overlap
Welding

Exp.

ID

Welding

Speed

(mm/min)

Incidence

Angle

(◦)

Joining

Gap

(mm)

Rep. 1

(µm)

Rep. 2

(µm)

Rep. 3

(µm)

Rep. 4

(µm)

Rep. 5

(µm)

Rep. 6

(µm)

Rep. 7

(µm)

1 2000 0 0.1 1485.95 1307.82 1404.92 1474.65 1363.54 1485.16 1468.47

2 3200 20 0.1 1410.06 1164.01 1220.37 1250.33 1079.98 1228.64 1126.16

3 3200 0 0.1 1300.95 1276.35 1364.4 1106.41 1012.48 972.11 1231.32

4 2000 10 0.15 1704.45 1460.62 1359.89 1718.08 1457.97 1471.66 1435.92

5 2000 20 0.15 1783.31 1815.66 1567.03 2149.85 1700.97 1242.14 1498.87

6 3200 10 0.15 NaN 1343.77 1454.45 1502.63 1309.48 1485.16 1273.13

7 2600 10 0.2 1616.27 1770.71 1675.09 1385.53 1093.48 1309.65 NaN

8 2900 0 0.2 1565.47 1478.59 1607.55 1485.68 1093.48 1187.17 1051.69

9 2300 20 0.2 1040.49 1977.45 1522 1467.69 1349.97 1268.11 1427.93

10 2300 10 0.25 2047.12 2022.39 1999.31 1926.88 1783.77 1848.21 NaN

11 2600 0 0.25 1823.35 1883.07 1922.76 1840.83 1662.15 NaN 1673.69

12 2900 20 0.25 1319.12 1559.49 1594.05 1547.52 1445.93 1443.49 1391.92

13 2000 20 0.1 1278.59 1551.91 1643.57 1637.58 1432.42 1430 1342.53

14 3200 10 0.1 1238.08 1000.23 1143.75 1295.6 1337.83 1254.62 1309.26

15 2000 10 0.1 1332.63 1556.8 1517.49 1340.59 1391.88 1362.55 1306.31

16 2900 0 0.15 1413.84 1296.25 1436.44 1466.65 1175.67 1146.7 1141.71

17 2300 20 0.15 1481.36 1538.45 1571.52 1286.64 1148.64 1403.02 1247.95

18 2600 10 0.15 1278.59 1202.06 1319.37 1286.61 1148.64 1295.09 NaN

19 2900 20 0.2 1472.29 1511.54 1562.53 1358.58 NaN 1376.04 1278.06

20 2300 10 0.2 1841.49 2040.8 1499.48 NaN 1391.88 1416.51 1316.77

21 2600 0 0.2 1755.82 1856.9 1103.22 NaN 1256.75 1227.64 1008.93

22 2300 0 0.25 2080.09 1910.73 2077.27 1810.46 1189.18 1821.23 1444.06

23 2600 20 0.25 1850.37 1825.6 1812 NaN 1499.99 1524.43 1242.11

24 2900 10 0.25 1710.8 1699.93 1740.05 1594.28 1405.39 1254.62 1427.18

25 2300 20 0.1 1216.71 1291.77 1398.37 1340.01 1283.77 1416.51 1271.7

26 2600 10 0.1 1346.84 1318.74 1295.2 1196.12 1310.8 1268.11 1262.72

27 2900 0 0.1 1261.56 1071.98 1142.05 1034.28 1337.83 1200.66 1073.99

28 2600 0 0.15 1530.92 1767.84 1321.9 1161.02 1202.69 1146.7 1267.01

29 2900 20 0.15 1333.63 1380.98 NaN 1224.03 1229.72 1295.09 1121.19

30 2300 10 0.15 1512.94 1551.92 1240.98 1161.02 1256.75 1349.06 1278.77

31 2600 20 0.2 1400.71 1488.95 1443.31 1422.03 1418.91 NaN 1152.52

32 2900 10 0.2 1557.83 1371.99 1473.23 1395.06 1391.88 1308.58 1256.97

33 2300 0 0.2 1326.08 1354 1211.93 1323.03 1311.05 1187.17 1236.37

34 2000 0 0.25 1496.91 1862.31 2284.18 1927.91 1811.14 1659.34 1822.73

35 3200 20 0.25 1550.84 NaN 1549.82 1685.24 1432.69 1608.09 1490.92

36 3200 0 0.25 1537.36 NaN 1549.82 NaN 1567.85 1635.12 1495.46

37 2300 10 0.1 1335.07 1318.49 1225.44 1172.93 1378.63 1351.34 1136.51

38 2600 0 0.1 1321.59 1322.99 1054.27 1105.52 1334.08 1256.75 1009.09

39 2900 20 0.1 1141.86 1304.98 1162.39 1226.85 1388.7 1297.29 1286.44

40 2900 10 0.15 1474.43 1232.98 1639.92 1294.26 1226.91 1202.69 1328.24

41 2300 0 0.15 1240.67 1444.51 1522.78 1282.48 1280.84 1310.8 1323.62

42 2600 20 0.15 1541.88 1327.48 1153.35 1295.98 1253.95 1459.45 1295.61

43 3200 20 0.2 NaN NaN 1333.56 1444.47 1307.8 1175.67 1301.1

44 3200 0 0.2 NaN 1512.04 1459.71 1444.47 1415.66 1405.39 1400.22

45 2000 0 0.2 NaN 2105.97 1621.9 1727.97 1671.83 1364.85 1656.77

46 2000 20 0.25 1991.37 1988.97 2180.56 1862.96 2157.2 1567.55 1733.31
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Table D.3 Continued: DoE Table and Experimental Results for Interface Width (IW )
in Overlap Welding

Exp.

ID

Welding

Speed

(mm/min)

Incidence

Angle

(◦)

Joining

Gap

(mm)

Rep. 1

(µm)

Rep. 2

(µm)

Rep. 3

(µm)

Rep. 4

(µm)

Rep. 5

(µm)

Rep. 6

(µm)

Rep. 7

(µm)

47 3200 10 0.25 NaN 1673.97 NaN NaN 1577.45 NaN 1557.73

48 2000 10 0.25 2220.63 1781.97 1982.32 1903.46 1496.56 NaN 1841.36

49 2300 0 0.1 1330.59 1439.98 1297.52 1160.98 1253.87 1337.83 13305.61

50 2600 20 0.1 1308.11 1390.49 1315.54 1336.47 1388.7 1378.37 12566.21

51 2900 10 0.1 1155.27 1205.99 1099.29 1174.48 1307.8 1229.72 1170.76

52 3200 0 0.15 1393.01 1268.99 1406.65 1363.47 1307.8 1405.39 1292.1

53 2000 0 0.15 1487.91 1486.5 1675.63 1430.97 1523.52 1378.37 NaN

54 3200 20 0.15 1294.65 1318.49 1243.24 1295.98 1186.46 NaN 1359.7

55 3200 10 0.2 1546.67 1547.98 1585.54 1525.47 1429.15 1297.29 1323.62

56 2000 10 0.2 1762.12 1943.98 1828.78 1687.47 1685.31 1445.53 NaN

57 2000 20 0.2 1838.54 1889.97 1549.51 1660.47 NaN 1594.58 1674.78

58 2300 20 0.25 1132.83 NaN 1720.67 1700.97 1914.52 1310.8 1463.19

59 2600 10 0.25 1766.61 1993.47 1378.34 1637.97 1550.49 1567.58 1782.85

60 2900 0 0.25 1384.53 1760.65 1639.59 1430.97 1510.04 1567.55 1639.26
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Fig. D.1. DoE table and experimental results showing cross-section images in overlap weld-
ing 203



Fig. D.1 Continued: DoE table and experimental results showing cross-section images
in overlap welding 204



Fig. D.1 Continued: DoE table and experimental results showing cross-section images
in overlap welding 205
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a b s t r a c t

Remote laser welding technology offers opportunities for high production throughput at a competitive
cost. However, the remote laser welding process of zinc-coated sheet metal parts in lap joint configura-
tion poses a challenge due to the difference between the melting temperature of the steel (�1500 �C) and
the vapourizing temperature of the zinc (�907 �C). In fact, the zinc layer at the faying surface is vapour-
ized and the vapour might be trapped within the melting pool leading to weld defects. Various solutions
have been proposed to overcome this problem over the years. Among them, laser dimpling has been
adopted by manufacturers because of its flexibility and effectiveness along with its cost advantages. In
essence, the dimple works as a spacer between the two sheets in lap joint and allows the zinc vapour
escape during welding process, thereby preventing weld defects. However, there is a lack of comprehen-
sive characterization of dimpling process for effective implementation in real manufacturing system tak-
ing into consideration inherent changes in variability of process parameters. This paper introduces a
methodology to develop (i) surrogate model for dimpling process characterization considering multi-
ple–inputs (i.e. key control characteristics) and multiple–outputs (i.e. key performance indicators) sys-
tem by conducting physical experimentation and using multivariate adaptive regression splines; (ii)
process capability space (Cp–Space) based on the developed surrogate model that allows the estimation
of a desired process fallout rate in the case of violation of process requirements in the presence of
stochastic variation; and, (iii) selection and optimization of the process parameters based on the process
capability space. The proposed methodology provides a unique capability to: (i) simulate the effect of
process variation as generated by manufacturing process; (ii) model quality requirements with multiple
and coupled quality requirements; and (iii) optimize process parameters under competing quality
requirements such as maximizing the dimple height while minimizing the dimple lower surface area.

� 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Thin zinc coated steel sheets are widely used in the automotive
industry due to its high corrosion resistance, especially in body-in-
white and closure panels [1,2]. With the advancement of the laser
technology, laser welding has been gradually replacing traditional
welding methods since it offers cheaper and faster manufacturing
process as well as better mechanical and aesthetic joint quality
[3–5]. Despite such benefits, it is nonetheless challenging to
achieve high quality joint in lap joint configuration of zinc coated
steel since the boiling point of zinc (�907 �C) is significantly lower
than the melting point of steel (�1500 �C), resulting in highly

pressurized zinc vapour on the faying surfaces during the welding
process. Left unaddressed, such zinc vapour can easily be trapped
inside the molten pool which can lead to welding defects such as
porosity, spatter, burn-through, and severe undercuts [6,7].

Over the past few years, significant amount of researches have
been conducted to prevent the molten pool from being destroyed
by the zinc vapour and several solutions have been proposed
which can be classified as:

� Ventilation – This method is based on degasification of zinc
vapour from the medium without causing any weld defects
either by enlarging molten pool [8,9]; stabilizing the keyhole
by employing shielding gas [10,11]; creating pre-drilled ventila-
tion channels [12]; applying appropriate spacers at the faying
surfaces [13–15]; or adopting a suction method to remove the
vapour [16];

http://dx.doi.org/10.1016/j.optlastec.2017.02.012
0030-3992/� 2017 Elsevier Ltd. All rights reserved.
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� Inserting a thin metal foil – This involves adding another material
(e.g. Al & Cu) into the faying surface which absorbs zinc vapour
or reacts with zinc vapour in such a way that a liquid alloy with
a high boiling point is formed [17,18];

� Tandem beams – This approach employs a dual laser beam or a
secondary heat source. The first beam applies pre-heating
which vapourizes zinc coating and second beam performs
actual welding [19–21];

� Controlling keyhole oscillation – The molten pool shape can be
controlled based on the pulsed wave mode of laser beam so that
more stable keyhole oscillation can be achieved, allowing the
zinc vapour to escape during the keyhole closure [22,23]

� Surf-sculpt – This method creates surface features from the base
metal by repeated movement of the low power on-focus laser
beam in a short distance. These features increase surface area
of the material and can be utilized as a spacer between the fay-
ing surface in lap joint [24,25].

All of the above solutions have been shown to produce satisfac-
tory welds in lap joint configuration. However, they do have num-
ber of disadvantages due to: (i) challenges in development of
system automation for robotic joining process (see inserting a thin
metal foil solution); (ii) increased system complexity (see ventila-
tion and tandem beam solutions) due to the need for installation
of additional equipment which increases processing cost as well;
and, (iii) increased cycle time (see tandem beam, controlling keyhole
oscillation and surf-sculpt solutions) due to lower processing speed.

A promising technique for mitigation of zinc vapour is ‘‘laser
dimpling” which makes a dimple on the faying surface of the upper
sheet metal by rapid and single movement of the laser beam.
Hence, the zinc vapour is vented out through the generated gap
between the faying surfaces which is illustrated in Fig. 1. The laser
dimpling process has been used by the automotive industry as it
does not require any additional equipment and can be performed
using the same laser source and fixture adopted for welding
[26,27]. Furthermore, it is not restricted by the shape and curva-
ture of the workpiece and weld location.

The physical principle behind laser dimpling process can be
explained by the ‘‘humping effect” which is influenced by the heat

and mass transfer in the molten pool. In general, humps occur peri-
odically along the weld bead which deteriorate the homogeneity of
molten pool. In laser welding process, when the beam hits the
workpiece, it creates a deep narrow cavity, known as keyhole.
While laser beam is moving, the liquid material at the bottom of
the keyhole flows upwards to the rear of the molten pool and gen-
erates a backward trail of a thin jet due to the surface tension on
the keyhole walls. The solidification of this jet on the surface forms
the hump at the rear and leading to a valley of cavity at the front
which is given in Fig. 2. There has been significant research which
look at the humping effect as a negative phenomenon during join-
ing process, explained causes of humping effect and described
ways to suppress the occurrence of the hump [28–32]. However,
the ‘‘humping effect” can be beneficially utilized by laser dimpling
process to create the required gap in lap welding of zinc coated
steels.

According to Gu [26,27], humping effect was used to generate
dimple for laser welding process first, by studying the influence
of a single parameter, focal offset, on the dimple height. Then, they
used this information to generate dimples at different scanning
speed and incidence angle, while other parameters such as focal
offset were kept constant. Results indicated that dimple height
monotonically decreased with increasing both scanning speed
and incidence angle; whereas, the dimple height firstly, increased
and then decreased whilst increasing the focal offset. In a more
recent study conducted by Colombo and Previtali [33] applied uni-
variate linear regression model to determine influence of scanning
speed on the dimple height keeping constant laser power, focal off-
set, and laser track. They found that linear energy, which is the
amount of the energy supplied per unit time, was the primary fac-
tor affecting the dimple height. However, this study has limitation
as authors considered only the influence of a single process param-
eter without exploring other important process parameters and
their interactions.

The existing literature has focussed mainly on single–input (i.e.
scanning speed) and single–output (i.e. dimple height) scenario
which is necessary but not sufficient to give a complete
characterisation of the dimpling process. Furthermore, the laser
material processes are characterized as multiple–inputs and

Nomenclature

DH dimple height
DU dimple upper surface area
DL dimple lower surface area
Ss scanning speed
a incidence angle
FO focal offset
LT laser track
KCCs key control characteristics
KPIs key performance indicators
Ni number of KCCs
Nj number of KPIs
Nk number of experimental configurations
Nl number of experiment replications
d number of dependent KPIs
NðkÞ

s number of KPIs in the kth experimental configuration

KCCðkÞ
i ith KCC value in the kth experimental configuration

KPIðk;lÞj jth KPI value in the kth experimental configuration at
the lth replication

lKPIðkÞj
mean value of the jth KPI in the kth experimental config-
uration

rKPIðkÞ
j

standard deviation of the jth KPI in the kth experimental
configuration

l̂KPIj
estimated mean value of the jth KPI

nKPIðkÞ
j

success rate of the jth KPI in the kth experimental con-
figuration

nKPIðkÞ1 ���KPIðkÞ
d

success rate of the dependent KPIs in the kth experi-
mental configuration

n̂KPIj estimated success rate of the jth KPI
n̂KPI1 ���KPId estimated success rate of dependent KPIs
FlKPIj

deterministic surrogate model of the jth KPI
FnKPIj stochastic surrogate model of the jth KPI
FnKPI1 ���KPId stochastic surrogate model of dependent KPIs
PDF probability density function
SR success rate
b minimal desirable success rate
LL lower limit
UL upper limit
KCC� space process parameter space
Cp � space process capability space
DCpj

� Space deterministic process capability space of jth KPI
SCpj

� Space stochastic process capability space of jth KPI
DCp � Space deterministic process capability space
SCp � Space stochastic process capability space
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multiple–outputs (MIMO) system with non-linear functional rela-
tionship [34–36].

Thus, it is important to take into consideration MIMO–based
scenario for dimpling process. It was observed in this paper that
it is important to include the following multiple–inputs parame-
ters for a dimpling process: scanning speed (SS), focal offset (FO),
incidence angle (a); and, laser track (LT) as well as the following
three key performance indicators (KPIs) to be addressed as multi-
ple–outputs parameters: dimple height (DH), dimple upper surface
area (DU); and, dimple lower surface area (DL).

Another limitation associated with the current literature is the
lack of modelling variation in the dimpling process. The current
models are developed under the assumption of ideal process per-
formance neglecting process variation. As a result of lack of under-
standing process variation, the measurement of selected KPI (e.g.
dimple height) for given process parameters might violate the
given allowance limits and it will lead to erroneous process param-
eters selection. However, no comprehensive research work has
been reported in the laser dimpling process that considers
MIMO–based scenario with process variation.

This study is, therefore, focused on development of: (i)
surrogate model for dimpling process characterization considering
multiple–inputs and multiple–outputs (MIMO) system by con-
ducting physical experimentation and using multivariate adaptive

regression splines; (ii) process capability space (Cp–space) for
deterministic and stochastic cases based on the developed surro-
gate models; and (iii) optimization of the process parameters based
on the process capability space.

The methodology is developed by introducing the concepts of
deterministic and stochastic process capability spaces. The deter-
ministic Cp–space is a measure of the dimpling process capability
to satisfy simultaneously all the KPIs allowance limits require-
ments. Whereas, the stochastic Cp–space is the estimation of pro-
cess fallout rate which is the probability of making a dimple
which satisfies simultaneously all the KPIs limits requirements.
The stochastic Cp–space is then used to develop robust dimpling
process by identifying process parameters which are less sensitive
to the variation in process.

2. Problem formulation

2.1. Definition of key control characteristics (KCCs) and key
performance indicators (KPIs)

The quality performance of a dimple is evaluated by multiple–
outputs called in this paper as Key Performance Indicators (KPIs),
which are delivered by process parameters (multiple–inputs),

Fig. 1. Micro-section of laser welded joint with laser dimpling technique.

Fig. 2. (a) Illustration of humping effect during a dimpling process, (b) dimple upper surface, (c) dimple lower surface.

E.C. Ozkat et al. / Optics and Laser Technology 93 (2017) 149–164 151

209



named in this paper as Key Control Characteristics (KCCs). As
shown in Fig. 2, the KCCs considered in this study are:

� Scanning speed (SS) – The travelling speed of the laser beam
along the upper surface of the workpiece;

� Focal offset (FO) – The distance along the beam axis between the
focal point and the interaction of beam and upper surface of the
workpiece;

� Incidence angle (a) – The angle along the beam movement
between the beam axis and the normal vector to the upper sur-
face of the workpiece;

� Laser track (LT) – The linear distance of the beam movement to
make a dimple which is parallel to the upper surface of the
workpiece.

We observe that the aforementioned KCCs affect not only the
selected dimpling process KPIs, but also KPIs of other downstream
processes. For example, scanning speed and laser track can affect
process cycle time and fixture clamp layout design [37]. Moreover,
focal offset and incidence angle can be related to not only dimple
height or dimple upper surface area but also they can affect
detailed 3D fixture design includes the beam visibility, accessibility
and offline programming of the robotic scanner head. This is
caused by the fact that the robotic system used to make dimples
needs to gain access to the workpiece with no collision between
the workpiece/fixture and the laser beam. These examples illus-
trate the importance analysing dimpling process as MIMO–based
system and also to develop methodology which can be expanded
to include additional KPIs as required by downstream processes.

Let us define that four KCCs (SS, FO, a, LT) are gathered as in Eq.
(1), where i and k represent index of KCC and experimental config-

uration ðKCCðkÞ
i Þ; whereas, Ni and Nk are the total number of KCCs

and experimental configurations, respectively.

KCCs ¼
KCCð1Þ

1 . . . KCCð1Þ
Ni

..

.
KCCðkÞ

i
..
.

KCCðNkÞ
1 � � � KCCðNkÞ

Ni

26664
37775 ð1Þ

The following KPIs are proposed to measure the functionality,
strength and aesthetic quality requirements of the dimple which
are illustrated in Fig. 2.

� Dimple Height (DH) – This KPI is needed to evaluate the required
and predetermined gap between over lapped sheet metal parts
which is the main functional objective of a dimple. It is reported
in the literature that to make joints with satisfactory quality in
laser lap welding dimple height needs to be in the range of [0.1,
0.3] mm [13,33].

� Dimple upper surface area (DU) – This KPI assesses (i) strength of
the dimple to prevent excessive deformation of the dimple
height under compression of clamping force applied during
welding process; and, (ii) uncertainty as measured by difference
between dimple height and the required gap between the fay-
ing surfaces during consecutive welding process and caused
by geometric surface defects such as roughness, scratches, lines
and etc. In essence, the larger dimple upper surface area gener-
ates stronger and higher dimples but it creates unwanted sur-
face feature such as dark spots in the lower surface of the
workpiece. According to initial screening experiments, we pro-
pose dimple upper surface area should be in the range of [1.0,
5.0] mm2 in order to generate sufficient gap between faying sur-
faces to achieve satisfactory joint in laser lap welding.

� Dimple lower surface area (DL) – The dark spot appeared in the
dimple lower surface is an aesthetic quality requirement which
is an unwanted feature in Class-A surfaces in the automotive

industry [38]. Thus, the objective is to determine dimple lower
surface area which minimizes dimple height variation under
compression clamping force in lap joint. According to initial
screening experiments, we propose dimple lower surface area
should be in the range of [0, 1.5] mm2.

Let us define three KPIs (DH, DU and DL), as shown in Eq. (2),
where j, k and l represent index of KPI, experimental configuration

number and its replication ðKPIðk;lÞj Þ; whereas, Nj, Nk and Nl are the
total number of KPIs, experimental configurations and replicates,
respectively.

KPIs ¼ fKPIj
�� 8j ¼ 1; � � � ;Njg

KPIj ¼
KPIð1;1Þj � � � KPIð1;NlÞ

j

..

.
KPIðk;lÞj

..

.

KPIðNk ;1Þ
j � � � KPIðNk ;NlÞ

j

26664
37775 ð2Þ

The aforementioned three KPIs are selected as the primary indi-
cators used in this paper to evaluated dimpling process. Addition-
ally, the paper defines lower limits (LL) and upper limits (UL) for
each KCC and KPI, which are given in Tables 1 and 2, respectively.

The lower and upper limits of all KCCs have been defined by
taking into account technological constraints such as maximum
scanning speed of the laser beam, minimum laser power intensity
on the upper surface of the workpiece to create a dimple. These
limits were determined by conducting initial dimpling and welding
experiments, results of which are not reported in the paper. The set
of all possible KCCs within the allowance limits defines the process
parameters space (KCC–space). On the other hand, the lower and
upper allowance limits of all KPIs are determined based on afore-
mentioned quality requirements.

2.2. Formulation of surrogate modelling for the dimpling process
characterization

The proposed modelling approach addresses two key limita-
tions of the currently available models for dimpling process char-
acterization as discussed in the introduction section by taking
into consideration; (i) approximation of a comprehensive multi-
variate relations between multiple–inputs (KCCs) and multiple–
outputs (KPIs) of the dimpling process, and (ii) process variation
over the KCC–space which can be either homoscedasticity (all KPIs
across the KCC–space have the same variance) or heteroscedastic-
ity (variability of a KPI is unequal across the KCC–space). The pro-
cess capability space (Cp–space) is presented to address both
limitations by defining a set of KPIs comprehensively evaluate

Table 2
KPIs and their corresponding allowance limits.

KPI Unit KPILL KPIUL

Dimple height mm 0.1 0.3
Dimple upper surface area mm2 1.0 5.0
Dimple lower surface area mm2 0.0 1.5

Table 1
KCCs and their corresponding allowance limits.

KCC Unit KCCLL KCCUL

Scanning speed m/min 2 4
Incidence angle � 0 20
Laser track mm 2 4
Focal offset mm 25 55
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dimpling process and identifying process parameters inside the
KCC–space that satisfy the given quality requirements.

Two different scenarios are considered: deterministic and
stochastic. In the deterministic scenario, one or many measure-
ments of the KPIs are conducted. Then, the mean values are calcu-
lated to compute deterministic surrogate model which estimates
the KPI values over the KCC–space. A success rate (binary function)
is therefore calculated which determines whether the estimated
value is within its lower and upper allowance limits for a given
KPI. In case of success, the given process parameters (KCCs) are
said to be feasible. However, this modelling approach has its own
limitations. Indeed, due the stochastic nature of the KPI measure-
ments, some individual measurements might violate the limits
contrary to its estimated value which does not and vice-versa as
highlighted in Fig. 3a.

Thus, stochastic scenario is proposed to take into account the
mean and variance to calculate the SR which is directly computed
from the measured KPI values. Therefore, the effect of variation can
be represented as in the form of the success rate function. Initially,
the probability density function is developed either normal or non-
normal distribution, using the measured KPI values. Afterwards,
the SR value is calculated which is the probability value of satisfy-
ing the allowance limits as illustrated shaded regions in Fig. 3a.
Finally, stochastic surrogate model (non-binary function) is devel-
oped to calculate the SR values over the KCC–space to determine
the feasible KCCs for achieving given success rate (b) as highlighted
in Fig. 3b

Furthermore, the success rate is also referred as (1 – process
fallout rate) in the manufacturing terminology and note is made
that the higher success rate is the lower the process fallout rate.

Fig. 3. Conceptual representation deterministic and stochastic scenarios; (a) Experimental results. (b) Success rate models. (c) Tolerance limits.
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Moreover, the allowance limits for KCCs are determined by the
equipment capability; whereas, the specification limits for KCCs
are determined to satisfy the allowance limits for KPIs and the nat-
ural specification limits are determined to satisfy desirable success
rate, which are illustrated in Fig. 3c.

The observed KPIs might not be independent each other and
their joint relationship becomes important to define the PDF func-
tion. Therefore, the Pearson correlation coefficient test has been
initially conducted to measure dependence among all KPIs, which
is defined in Eq. (3).

qmn ¼ covðKPIm;KPInÞ
rKPImrKPIn

8m;n ¼ f1; � � � ;Njg ð3Þ

The correlation result ðqijÞ indicates the linear relationship
among KPIs which takes a value between �1 and +1. Even though
correlation and dependency are statistically different terms, if KPIs
are linearly correlated, it can be deduced that they are dependent
each other. As a result, the dependence among KPIs changes the

form of the PDF function. The mean value of the kth experimental

configuration of the jth KPI is defined in Eq. (4), where NðkÞ
s is the

sample size in the kth experimental configuration.

l
KPIðkÞ

j
¼ 1

NðkÞ
s

XNðkÞ
s

l¼1

KPIðk;lÞj

lKPIj
¼ lKPIð1Þ

j
; � � � ;l

KPIðkÞ
j
; � � � ;l

KPI
ðNk Þ
j

� �T ð4Þ

The PDF function that describes the simultaneous behaviour of
the dependent KPIs is defined as ‘‘joint probability density function”
is given in Eq. (5).

PDF
KPIðkÞ1 ���KPIðkÞ

d
� N lKPIðkÞ ;R

ðkÞ� �
lKPIðkÞ ¼ l

KPIðkÞ1
; � � � ;l

KPIðkÞ
d

� �T 8k ¼ 1; � � � ;Nkð Þ ð5Þ

where d is the number of the dependent KPIs and it will equal to the
number of KPIs ðNjÞ, if all KPIs are dependent to each other. The

symmetric covariance matrix in the kth experimental configuration

is given as
PðkÞ. On the other hand, The PDF function is represented

as function of mean value ðl
KPIðkÞ

j
Þ and standard deviation ðr

KPIðkÞ
j
Þ for

univariate independent KPI, which is given in Eq. (6).

PDF
KPIðkÞ

j
� N l

KPIðkÞ
j
;r

KPIðkÞ
j

� � 8j ¼ dþ 1; � � � ;Nj
	 


8k ¼ 1; � � � ;Nkf g ð6Þ

The Shapiro–Wilk normality test, which provides better results
that other normality tests for small sample size [39], is applied to
assess the normality assumption for each experimental configura-
tion; and hence, the PDF function is given as a normal distribution.
Furthermore, the number of replication is quite small to directly
calculate the standard deviation. Therefore, it is formulated using
the range statistics and corrective coefficient (d2) constant.

The success rate is calculated as a probabilistic approach that is
the area under the PDF function. The probability is determined by
the integral of the PDF over the given allowance limits, and it is for-
mulated in Eq. (7) for dependent KPIs; whereas, in Eq. (8) for each
independent KPI.

n
KPIðkÞ

1
:::KPIðkÞ

d
¼

Z KPIUL1

KPILL1

. . .

Z KPIULd

KPILLd

PDF
KPIðkÞ

1
:::KPIðkÞ

d
dKPIðkÞ1 :::dKPIðkÞd

8k ¼ 1; . . . ;Nkf g
ð7Þ

n
KPIðkÞ

j
¼

Z KPIULj

KPILLj

PDF
KPIðkÞ

j
dKPIðkÞj

8j ¼ fdþ 1; � � � ;Njg
8k ¼ f1; � � � ;Nkg

ð8Þ

The general forms of deterministic and stochastic surrogate
models for estimating KPI value and the success rate for dependent
and independent KPIs are given in Eqs. (9)–(11), respectively.blKPIj

¼ FlKPIj
ðKCC1; � � � ;KCCNi

Þ 8j ¼ 1; � � � ;Nj
	 
 ð9Þ

n̂KPI1 ���KPId ¼ FnKPI1 ���KPId
ðKCC1; � � � ;KCCNi

Þ ð10Þ

n̂KPIj ¼ FnKPIj
ðKCC1; � � � ;KCCNi

Þ 8j ¼ fdþ 1; � � � ;Njg ð11Þ

2.3. Formulation of deterministic and stochastic process capability
space

A sub-set of KCC–space is the process capability space
(Cp–space), which envelops all the feasible KCCs satisfying the KPIs

allowance limits. For the jth KPI, deterministic process capability
space ðDCpj

-SpaceÞ is expressed in Eq. (12).

DCpj
�Space KCC1; � � � ;KCCNi

� �
¼ blKPIj if b 6 blKPIj 6 1

0 otherwise

(
8j ¼ fdþ 1; � � � ;Njg

ð12Þ

The stochastic process capability spaces are defined in Eqs. (13)
and (14) for dependent and independent KPIs, respectively.

SCpKPI1 ���KPId
�Space KCC1; � � � ;KCCNi

� �
¼ n̂KPI1 ���KPId if b 6 n̂KPI1 ���KPId 6 1

0 otherwise

( ð13Þ

SCpj
�Space KCC1; � � � ;KCCNi

� �
¼ n̂KPIj if b 6 n̂KPIj 6 1

0 otherwise

(
8j ¼ fdþ 1; � � � ;Njg

ð14Þ

is the minimal desirable success rate. The identification of the final
deterministic and stochastic process capability spaces is done by
aggregation individual deterministic and stochastic process capabil-
ity spaces and obtained from Eq. (15) and Eq. (16), respectively.

DCp�SpaceðKCC1; � � � ;KCCNi
Þ

¼
\Nj

j¼1

DCpj
-SpaceðKCC1; � � � ;KCCNi

Þ ð15Þ

SCp�SpaceðKCC1; � � � ;KCCNi
Þ

¼ SCpKPI1 ���KPId
�SpaceðKCC1; � � � ;KCCNi

Þ

�
YNj

j¼1

SCpj
�SpaceðKCC1; � � � ;KCCNi

Þ
ð16Þ

It is noteworthy that d is the number of the dependent KPIs
which is determined according to the Pearson correlation coeffi-
cient test. The final stochastic process capability space is obtained
by the probability theory which is a product of the independent
and dependent stochastic process capability spaces. If the all KPIs
are dependent, final stochastic process capability is only computed
from the dependent stochastic process capability space.

2.4. Process parameter optimization using calculated surrogate models

The aim of this study is to identify optimum KCCs which max-
imize KPI (evaluated by deterministic surrogate model) and the
probability of satisfying the allowance limits of that KPI (evaluated
by stochastic surrogate model) at the same time. Therefore, the
multi–objective optimization problem can be formally stated in
Eq. (17).
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maximize

FlKPIj
KCC1; � � � ;KCCNi

� �
FnKPI1 ���KPId

KCC1; � � � ;KCCNi

� �
FnKPIj

KCC1; � � � ;KCCNi

� �
subject to

KCCLL
i � KCCi � KCCUL

i

KPILLj � KPIj � KPIULj
8i ¼ 1; � � � ;Nif g;8j ¼ 1; � � � ;Nj

	 

ð17Þ

3. Generation of the deterministic and the stochastic surrogate
models

3.1. Materials

The material used in this study was DX54D hot dip galvanized
(GI) steels with nominal zinc coating thicknesses of 20 lm. The
chemical composition and mechanical properties of this steel are
given in Tables 3 and 4, respectively.

Two series of experiments were carried out. The first series
served to characterise the dimpling process and develop the deter-
ministic and stochastic process capability spaces; dimples were
generated on the top surface of zinc coated sheet metal with a
thickness of 0.75 mm. The second series was used to validate the
calculated optimum KCCs based on the process capability spaces
by confirmation experiments which were carried out on coupon
experiments.

3.2. Experimental setup

Dimpling experiments were carried out using IPG Photonics
YLR-4000 laser source with a nominal power of 3 kW at a wave-

length of 1064 nm. The laser beam was delivered using an optical
fiber of core diameter of 50 lm, projecting the laser beam to a spot
of 900 lm diameter. The laser source generates a multi-mode
beam with an M2 of 31.4 (measured by Primes Focus meter) at a
central wavelength of 1064 nm. Neither shielding nor backing
gases were used during the experiments.

Fig. 4 shows the experimental setup for beam quality measure-
ment, laser dimpling and remote welding systems. The laser beam
is delivered by COMAU SmartLaser robotic system which is a ded-
icated system for remote laser welding/dimpling and consists of 4
axes with dynamics and kinematics of a standard industrial robot
with an optical system able to deflect the focused beam with high
dynamics. The system specifications are given in Table 5.

3D optical surface profilometer (Bruker, Contour GT) was used
to measure dimple height (DH) and dimple upper spot area (DU).
The top surface of the zinc coated steel was scanned at speed
5 lm/s with a vertical resolution of �10 nm on a rectangle region
4.5 � 6.5 mm. Thus, there are some gaps in the obtained data. The
raw data obtained from the optical profilometer was filtered and
then reconstructed in 3D which was meshing of the scanned sur-
face area using ‘‘Laplacian smoothing filter”. The experimental setup
for profilometer and an example of scanning result with corre-
sponding process parameters are shown in Fig. 5.

On the other hand, dimple lower surface area (DL) was com-
puted by image segmentation method using MatLab�. Each image
is captured with high resolution camera (3264 � 2448 pixels), with
focal axis perpendicular to the surface of the workpiece to avoid
image distortion. Initially, the number of pixel is calculated in
10 mm straight line to obtain scale from pixel length to millimetre;
and then, the image was converted into 256 grey levels. After
removing the background from the original image, it was binarized
(black and white image). The number of black pixels inside the
binarized image gives the area in pixel unit. This is converted into
millimetre square using the obtain scale to get the corresponding
lower surface area (DL). As an example, the reconstructed DL mea-
surement is illustrated in Fig. 6.

Table 3
Chemical composition DX54D steel (wt%).

Material Elements (wt%)

C Si Mn P S Ti

DX54D 0.12 0.5 0.6 0.1 0.045 0.3

Table 4
Mechanical properties of steel DX54D.

Material Yield strength
(MPa)

Tensile strength
(MPa)

Total elongation
(%)

DX54D 120–220 260–350 38

Fig. 4. Overview of the experimental setup (a) Beam quality measurement. (b) Laser Dimpling setup (first series of experiments). (c) Remote Laser Welding setup (second
series of experiments).

Table 5
Laser focusing and repositioning module (SmartLaser).

Characteristic feature Unit Specification

Collimating length mm 50
Max focal length mm �1200
Measured spot size lm 900
Working area mm 700 � 450 � 400
Working distance mm min 894 max 1216
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3.3. Design of experiments

Several methods are available for the design of experiments to
establish the relationship between input and output variables,
which include, among others, single-factor by single-factor
approach, factorial or fractional factorial approaches, Box-
Behnken, Doehlet or Taguchi experimental designs. Even though
the full factorial design requires larger number of experimental
configurations than others alternative techniques, it allows to
spread out design point uniformly to obtain complete information
on an unknown design function with a limited sample size for cap-
turing both main factors and interactions. Therefore, we adopted a
full factorial design approach with 4 – factor and 3 – level requires
81 experimental configurations (Nk) with five replicates resulting
405 experimental runs. The design of experiment table was created
in randomize order and it was distributed into 9 batches of sheet
metal plates (130 � 110 mm). Thus, each plate had equal number
of dimples and dimpling experiments were conducted according
to the created DoE table. However, this equal division did not guar-
antee that each replicate was conducted in different metal plates.
Due to the expected non-linear and stochastic nature of the dim-
pling process, we selected 3 levels for each KCC and the selected
experimental levels were shown in Table 6.

Replication is conducted to detect the variation of system. Note
is made that the more number of replications is the more accurate
estimation of variation within the system. We selected 5 replica-
tions because they represent the right balance between expected
model accuracy and time needed to perform experiments and col-
lect data (one single dimple experiment, including laser process-
ing, measurement and data collection, took about 2 h). The paper
is intended to provide a general methodological approach, whose
accuracy may be enhanced whenever more replications are made
available.

3.4. Developing of surrogate models

The first objective of this work is to compute a surrogate model
capable of analytically formulate relationships between multiple–

Fig. 5. (a) Experimental setup for profilometer. (b) An example of 3D reconstruction. Process parameters: SS: 2 m/min, FO: 35 mm, a: 20�, LT: 4 mm.

Fig. 6. Measurement of the dimple lower surface area (a) Grabbed image with scale bar. (b) Dimple lower surface area (DL) for experiment configuration 19 with 5
replications. Process parameters: SS: 2 m/min, FO: 25 mm, a: 10�, LT: 4 mm.

Table 6
Key control characteristics and corresponding levels.

KCC Unit Level [1] Level [2] Level [3]

Scanning speed m/min 2.0 3.0 4.0
Incidence angle � 0.0 10.0 20.0
Focal offset mm 25.0 35.0 55.0
Laser track mm 2.0 3.0 4.0
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inputs (KCCs) and multiple–outputs (KPI values and success rates).
This study applied multivariable adaptive regression spline (MARS)
method developed by Friedman [40]. The MARS method is a non-
linear and non-parametric regression that is able to model com-
plex non-linear relationship among input variables by developing
regression models locally rather than globally by the dividing the
parameter space into several pieces and then performing piecewise
fitting in each piece. Furthermore, it does not require larger num-
ber of training data sets and long training process compared to
other methods such as neural networks, support vector machines
[41].

The piecewise fitting is more appropriate for obtained data in
dimpling experiments which are actual measurements and calcu-
lated success rates. The behaviour of the obtained data in one
region inside the KCC–space cannot be easily correlated to its
behaviour in other region caused by a sudden change which
reduces the goodness of the regression. For instance, high success
rate can be achieved in one experimental configuration but low
success rate might be obtained in the next experimental configura-
tion. This sudden change can be handle by using piecewise fitting
methods.

The MARS models was developed using ARESLab� [42], a ded-
icated MatLab toolbox. The parameters used for developing the
surrogate models were; (i) the maximum number of basis func-
tions that included the intercept terms was set as 101. These func-
tions were necessary to build the model in the forward building
phase; (ii) the maximum degree of interactions between KCCs
was set as 4; (iii) piecewise cubic type was chosen; (iv) the least
important basis functions and high-order interactions were
eliminated by feature selection and Generalized Cross-Validation
(GCV) score in the backward elimination phase and set as 3; and,
(v) k-fold cross validation (with 20 k-fold) was used for model
validation.

4. Development of the deterministic and the stochastic process
capability spaces

The second objective of this work is to develop deterministic
and stochastic process capability spaces. A probabilistic approach
was used to developed the stochastic capability space. In some
problems, the measured KPIs might be dependent each other and
their simultaneous behaviour defines the probability space. There-
fore, the Pearson correlation coefficient test was initially con-
ducted to determine the number of the dependent KPIs (d). As a
consequence, a stochastic surrogate model and a stochastic process
capability space were computed for the dependent KPIs; whereas,
different stochastic surrogate models and stochastics process capa-
bility spaces were computed for each independent KPIs.

The Dixon’s Q test was employed for identification of outliers
for each experimental configuration and KPIs since it was designed
for small sample size and assumed normal distribution [43]. When
an outlier detected in one of the dependent KPI, the corresponding
values in other KPIs were also considered as outlier even if the
passed were not identified as outliers. The procedure flow for com-
puting final deterministic and stochastic process capability spaces
are summarized in Table 7.

5. Process parameters optimization

The last objective of this work is optimization of the process
parameters based on the deterministic and stochastic process
capability spaces. Both deterministic and stochastic Cp–spaces pro-
vide necessary models for selection KCCs to optimize the KPIs
using various strategies reflecting the engineering needs of the
dimpling process. In general, the optimisation entails two compet-

ing objectives; (i) to obtain maximum KPI value; and, (ii) to maxi-
mize the probability of satisfying the allowance limits of selected
KPI. It is important to note that the requirements for dimpling pro-
cess are determined by downstream processes such as assembly
fixture design and optimization [37]. For example, assembly fixture
design for welding which is a downstream process might require a
specific KCCs/KPIs configuration which will impose the dimpling
process to achieve the best success rate in satisfying the require-
ments of achieving lower allowance limits of KPIs. Therefore, the
proposed optimization strategy is based on e-constraint method
rather than solving Pareto Frontier. This involves optimization of
success rate in achieving pre–selected KPIs configuration and using
the other functions as constraints.

In this paper, three design options are defined to optimize all
KPIs. The first design option maximizes success rate of the depen-
dent KPIs which addresses the functional and strength require-
ment of a dimple (i.e. DH, DU) to control simultaneously
minimum gap requirement and strength of dimple. Similarly, the
second design option evaluates the success rate of the independent
KPI which focuses on aesthetic requirements of a dimple (i.e. DL)
that is important for Class–A surfaces. The other design options
are combination of these options and handled as multi–objective
optimization. Table 8 describes the proposed optimization strate-
gies for various pre–defined KCCs/KPIs configurations.

6. Results and discussions

6.1. Statistical data analysis

The total number of KCCs, KPIs, experimental configurations,
replication and dependent KPIs are determined as Ni, Nj, Nk, Nl

and d, respectively. The dependency among KPIs are evaluated

Table 7
The procedure flow for computing process capability spaces.

Step The methodology for computing final process capability spaces

1 Gather measurements for each KPI using Eq. (2)
2 Define number of dependent KPIs using Eq. (3)
3.1 Calculate outliers for each experimental configuration of each KPI

using The Dixon’s Q test
3.2 Update the number of sample size for each experimental configuration
4.1 Calculate mean for each experimental configuration for each KPI using

Eq. (4)
4.2 Calculate standard deviation for each experimental configuration for

each KPI

rKPIðkÞ
j

¼ maxðKPIðk:lÞ
j

Þ�minðKPIðk:lÞ
j

Þ
d2

rKPIj ¼ ½rKPIð1Þ
j
; � � � ;rKPIðkÞ

j
; � � � ;r

KPI
ðNk Þ
j

�T 8j ¼ f1; � � � ;Njg
5.1 Calculate PDF for each experimental configuration for dependent KPIs

using Eq. (5)
5.2 Calculate PDF for each experimental configuration for each

independent KPI using Eq. (6)
6.1 Calculate SR for each experimental configuration for dependent KPIs

using Eq. (7)
6.2 Calculate SR for each experimental configuration for each independent

KPI using Eq. (8)
7.1 Calculate deterministic surrogate model for each KPI using Eq. (9)
7.2 Calculate stochastic surrogate model for dependent KPIs using Eq. (10)
7.3 Calculate stochastic surrogate model for each independent KPI using

Eq. (11)
8.1 Calculate deterministic process capability space for each KPI using Eq.

(12)
8.2 Calculate stochastic process capability space for dependent KPIs using

Eq. (13)
8.3 Calculate stochastic process capability space for each independent KPI

using Eq. (14)
9.1 Calculate final deterministic process capability over KCC–space using

Eq. (15)
9.2 Calculate final stochastic process capability over KCC–space using Eq.

(16)
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using the Pearson product-moment correlation coefficient test and
its result (q) takes a value between +1 and �1, where 1 is total pos-
itive linear correlation, 0 is no linear correlation, and �1 is total
negative linear correlation. The result of the Pearson test is given
in Eq. (18). According to results, dimple height (DH) and dimple
upper surface area (DU) are chosen as dependent KPIs and dimple
lower surface area (DL) is independent from other KPIs.

qmn ¼ covðKPIm;KPInÞ
rKPImrKPIn

8m;n ¼ f1; � � � ;3g

¼
1 0:7852 0:2409

0:7852 1 0:5515
0:2409 0:5515 1

264
375 ð18Þ

The goodness of surrogate models is assessed by computing the
determination of coefficient (R2) and root mean square error
(RMSE) and the MARS models are compared with second and third
order polynomial regressions which are reported in Table 9. The
success rate in the stochastic case is not a binary value and it gets
any value between zero and one. However, its behaviour in one
region inside the KCC–space cannot be easily correlated to its
behaviour in other region. This change can be handle by using
piecewise fitting methods and better R2 and RMSE are obtained
in MARS model. The obtained MARS models and the measured KPIs
are given in the in the Appendix.

6.2. Deterministic surrogate models

In the deterministic scenario, the mean values are calculated to
compute surrogate model which estimates the KPI values over the
KCC–space. The results of these deterministic surrogate models are
illustrated in Figs. 7–9 for varying scanning speed (SS) and inci-
dence angle (a) for constant laser track (LT) and focal offset (FO) val-
ues. These figures provide two types of information; (i) the effect of
the process parameters on KPIs which can be directly used by the
automotive industry; and, (ii) individual deterministic process
capability spaces ðDCpj

-SpaceÞ which lead to final deterministic
process capability space ðDCp-SpaceÞ. It is interesting to note that
dimple is formed in the same direction with laser track movement
for higher defocus (�5 mm) whereas dimple is formed in the oppo-

site direction of the laser movement for lower focal offset
(�25 mm). This behaviour is one of the findings of this study and
is shown in Fig. 10. It can be explained by the fact that larger defo-
cusing generates bigger laser beam spot size which leads to a drop
in power intensity. In this case the molten material is moved for-
ward by the movement of the laser beam. The dimples obtained
in this condition are characterized by a cavity in the rear and
higher dimple in front, which is highlighted in Fig. 2.

6.2.1. Characterization of dimple height (DH)
According to the literature, dimple height decreases with scan-

ning speed. However, as predicted in Fig. 7, this can only be
obtained for high focal offset (�55 mm) and constant incidence
angle. For low focal offset (�25 mm), the laser track clearly affects
the dimple height, whilst a bipolarized pattern can be observed
because of the mutual interaction between speed and incidence
angle. At medium focal offset (�35), scanning speed slightly affects
dimple height, whilst the interaction between laser track and inci-
dence angle generates a unipolar pattern. The highest dimple
height is observed around 5 – 10 degrees. The reason for this could
be the amount of energy absorbed by the material and tilted key-
hole that pushes the melting upwards. It can be deduced that the
dimple height increases while increasing laser track as also indi-
cated in the literature [27].

6.2.2. Characterization of dimple upper surface area (DU)
Dimple upper surface area (DU) decreases with increasing scan-

ning speed whist other parameters are kept constant. However, it
increases with increasing both scanning speed and laser track
but decreases with increasing both scanning speed and focal offset.
It is evident that increasing laser track results in higher and larger
dimple since the longer displacement creates longer trailing jet on
the surface as also indicated in the literature [24]. The correlation
patterns exhibit a unipolar shape, which tends to be elongated
moving toward higher laser track and focal offset.

6.2.3. Characterization of dimple lower surface area (DL)
It is interesting to note that the main and interaction effects of

incidence angle into dimple lower surface area (DL) can be negligi-

Table 8
Proposed options for process parameters selection.

Design option Objective function Constraint functions

Deterministic constraint Stochastic constraint Bounded process parameters

1 maxFnKPI1KPI2
FlKPI1

P KPILL1
FlKPI2

P KPILL2
-

KCCLL
i 6 KCCi 6 KCCUL

i
8i ¼ f1; � � � ;Nig

2 maxFnKPI3 FlKPI3
¼ KPILL3 -

3 maxFnKPI1KPI2

FlKPI1
P KPILL1

FlKPI2
P KPILL2

FlKPI3
¼ KPILL3

FnKPI3 P b

Table 9
R2 & RSME values for different surrogate models.

Surrogate model MARS 2nd order polynomial 3rd order polynomial

R2 RSME R2 RSME R2 RSME

FlKPI1
0.9281 0.011 0.9527 0.0266 0.9624 0.0235

FlKPI2
0.9634 0.1219 0.9293 0.3288 0.9358 0.3025

FlKPI3
0.9874 0.2213 0.9506 0.5621 0.9534 0.5329

FnKPI1 nKPI2 0.8872 0.1450 0.8068 0.2766 0.8114 0.1866

FnKPI3 0.9754 0.0684 0.9187 0.2241 0.9039 0.1353
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ble and it can be seen in Fig. 9 that the correlation pattern is almost
identical. On the other hand, DL is directly correlated with laser
track and inversely correlated with focal offset and scanning speed.
The minimum DL is observable for medium (�35 mm) and high
(�55 mm) focal offset and lower laser track (�2 mm).

6.3. Deterministic process capability space (DCP – Space)

The deterministic process capability space (DCp – Space) is
illustrated in Fig. 11. The shaded area represents the feasible region

and any value inside corresponds to feasible process parameters
(KCCs) which simultaneously satisfy all quality requirements
defined in Table 2. According to the DCp – Space result, feasible
process parameters cannot be achieved for lower focal offset
(�25 mm) since dimple lower surface area (DL) is more likely to
exceed its allowance limits that is highlighted in Fig. 9. The reason
might be lower focal offset creates higher power intensity and thus
more amount of material is molten which results in wider and dee-
per molten pool. The rate of change of the laser intensity determi-
nes the physical phenomena between material and laser beam. For

Fig. 8. The estimated dimple upper surface value (DU) over KCC–space in the deterministic scenario.

Fig. 7. The estimated dimple height value (DH) over KCC–space in the deterministic scenario.

E.C. Ozkat et al. / Optics and Laser Technology 93 (2017) 149–164 159

217



Fig. 9. The estimated dimple lower surface value (DL) over KCC–space in the deterministic scenario.

Fig. 10. Effect of focal offset on three KPIs when process parameters are constant at SS: 3 m/min, a: 10�, LT: 3 mm. (Upper Surface) Surface profilometer results – (Lower
Surface) Image processing results.
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Fig. 11. Deterministic process capability space (DCP – Space) for laser dimpling process.

Fig. 12. Stochastic process capability space (SCP – Space) for laser dimpling process.
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instance, slow speed, short laser track and low focal offset result
higher energy intensity rate and thus, higher dimple but larger
dimple lower surface area is occurred. Therefore, feasible regions
are gathered in the medium level of the process parameters.

6.4. Stochastic process capability space (SCP – Space)

The calculated stochastic process capability space (SCp–Space)
is presented in Fig. 12 It represents the simultaneous product of
the stochastic process capability spaces defined in Eq. (16). The
achievable success rates of the dimpling process are displayed in
contour plot by initially selecting minimal desirable success rate
(b) at zero in Fig. 12. Therefore, it will provide more information
to select a set of KCCs. For example, point A and B are inside the
feasible region in Fig. 11 which define two different sets of KCCs
that simultaneously satisfy KPIs allowance limits. On the contrary,
these points represented in Fig. 12 are different success rates since
the process variation is less at the point B. Therefore, point B pro-
vide more robust process parameters (KCCs) and SCp–Space can be
utilized to select KCCs according to pre–defined success rate
(b = 0.8). Furthermore, the deterministic process capability space
and stochastic process capability space have to follow same pat-
tern since probability value is a function of mean and variation.

According to results, higher success rate regions are concen-
trated at the medium focal offset (�35 mm). The success rate is
nearly zero at lower focal offset (�25 mm) thus confirming the
results obtained by the DCP–Spacemodel. According to the results,
the minimal desirable success rate (b) was set at 0.8 and it was
highlighted in shaded region in Fig. 10.

6.5. Process parameters selection and optimisation

Despite the fact that evolutionary algorithms do not guarantee
the global optimum, their convergence speeds to the optimal
results (nearly global) are better than those of the traditional tech-
niques. Thus, evolutionary algorithms have been used for opti-
mization of real-world problems in many applications instead of
traditional techniques [44–47]. Therefore, genetic algorithm was
implemented to solve the process parameter selection and opti-
mization problem. Population size, probability of crossover and
mutation numbers were selected as 500, 0.60 and 0.12,
respectively.

In this paper, we define three design options to optimize all KPIs
which are described in Table 8 and the optimization results are
given in Table 10. The results indicate that the optimum configura-
tions are concentrated between medium (�35 mm) and high
(�55 mm) focal offset and higher laser track (�4 mm) and medium
scanning speed (�3 mm). This can be explained by the amount of
time spent by the laser power intensity on the workpiece. It can
be deduced that by decreasing interaction time less amount of
materials was molten and molten pool becomes shallow because
less amount of laser energy was absorbed. The design option three
is approximately illustrated as Point C in Figs. 11 and 12.

In order to validate the optimization results obtained in Table 10
and estimated values from the surrogate models defined in Eqs. (9),
confirmation experiments were carried out by coupon experi-
ments. Five replications of each design option were performed on
a 10 � 40 mm sheet metal with a thickness of 0.75 mm and the
results are reported in Table 11. It shows measured 5 replications
for each KPI and their mean and success rate. These values are
computed according to the methodological flow from Step 1 to
Step 6.2 which are presented in Table 7. These calculated values
are compared against estimated values from the developed surro-
gate models.

These design options are offered to find robust process param-
eters to obtain maximum dimple height and upper surface; and,
minimum dimple lower surface area. The first option studies max-
imizing mean and success rate of dimple height and upper surface
area without considering the dimple lower surface. According to
the results, the calculated and estimated mean and success rates
are quite similar. However, this similarity is not achieved for the
second design option. The second option considers only to obtain
robust parameters for minimum dimple lower surface area. The
variation of the DH and DU at this point are more than measured
values and dimple upper surface might be also correlated with
dimple lower surface area. These reasons might cause the different
in the calculated and estimated values.

The laser dimpling process is currently utilized for the laser lap
welding of zinc coated steels, especially automotive industry. The
dimples generate a small gap between faying surfaces where the
zinc vapour is vented out through. However, obtaining a constant
gap without having a darker spot at the back side of the steel are
the major challenges of the process. An optimum set of process
parameter was validated by welding experiments and results are
given in Fig. 13. The figure shows images of welded specimen

Table 10
Optimization results.

Design option SS a LT FO l̂KPI1 l̂KPI2 l̂KPI3 n̂KPI1 ���KPI2 n̂KPI3

1 2.0020 15.0069 3.9692 54.9941 0.198 2.756 4.868 1.000 0.000
2 3.3709 0.2704 3.0229 52.8982 0.092 0.710 0.000 0.283 1.000
3 3.9967 19.9778 3.4845 37.2153 0.199 1.592 0.000 1.000 0.993

Table 11
Validation of the optimization results for all design options.

Design option KPI Rep. 1 Rep. 2 Rep. 3 Rep. 4 Rep. 5 lKPI l̂KPI nKPI n̂KPI

1 DH 0.183 0.190 0.185 0.209 0.189 0.1912 0.198 1 1
DU 2.184 2.055 2.080 2.192 2.154 2.133 2.756 1 1
DL 4.467 4.318 4.415 5.028 3.417 4.329 4.868 0 0

2 DH 0.124 0.13 0.114 0.084 0.118 0.114 0.092 0.588 0.283
DU 1.123 1.186 1.037 0.776 1.076 1.0396 0.710 0.588 0.283
DL 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1 1

3 DH 0.207 0.198 0.184 0.179 0.179 0.1894 0.199 0.996 1
DU 1.741 1.707 1.647 1.261 1.438 1.513 1.592 0.996 1
DL 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1 0.993
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before and after the optimization of laser dimpling process. The
dark spots are not visible on the lower surface and there are no
spatters around the stitch after implementing optimum laser dim-
pling process parameters. Likewise, the quality of weld seam is
improved, no blow holes are detected in the weld seam.

7. Conclusions and final remarks

This paper presents a novel methodology to select process
parameters for laser dimpling process. It is based on the
process capability space which allows the estimation of a desired
process fallout rate in the case of quality failures or violation of
process requirements. The success rate is offered to measure the
process fallout rate using probabilistic approach. First, two
surrogate models are developed to estimate mean and success rate
over the defined process parameters space; and then, the process
capability space is computed using the developed surrogate mod-
els. Finally, the optimize the mean and success rate based on the
minimal desirable success rate (b) using multi-objective optimiza-
tion methods to reduce variation in the process and to find the
robust parameters. Furthermore, the process mean is illustrated
in deterministic process capability space (DCp–Space); whereas,
success rate, indirectly process variation, is in stochastic process
capability space (SCp–Space). It is noteworthy that optimization
the process variation does not guarantee maximizing the mean
value. Thus optimization problem is considered as multi-
objective optimization with two competing objectives.

The industrial needs are also addressed in the paper and two
new key performance indicators (DU, DL) which are first time
offered in this paper. The DU is required to control the gap between
faying surfaces whereas the DL affects post weld operations. For
example, a large DL (a dark black spot) is unwanted for the down-
stream process such as it requires additional process to cover these
dark spots. Furthermore, four process parameters (SS, a, LT, FO) are
offered to have more comprehensive characterization of the pro-
cess and to determine their effect on the proposed KPIs. These
parameters are selected because scanning speed and laser track
can affect process cycle time and focal offset and incidence angle
can be related to the beam visibility, accessibility and offline pro-
gramming of the robotic scanner head.

The following guidelines have been pointed out: for lower focal
offset, dimples are formed in the opposite direction of the laser
beam movement; whereas, they generate in the same direction
for larger defocus (�55 mm). In addition to that, larger defocus will
lead to reduction in the dimple lower surface area. Conversely,
increasing laser track will result in reduction of the dimple lower
surface area. It can be concluded that power intensity and the rate
of change of the power intensity are the key factors affecting the
formation of the laser dimple.

The current best practice for process parameters selection is
based on costly and time consuming trial and error approaches

(up to 2–3 weeks to setup the proper combination of process
parameter for door assembly systems). The proposed methodology
offers the following opportunity and applicability: (i) selection and
optimization of process parameters at early design stage; (ii) iden-
tification of risky areas and low reliable parameters settings which
help to speed-up the process of detecting and correcting defects.
This will lead to shorten the time for design and commissioning
and reduce production scraps.

The disadvantages of this approach can be summarized as fol-
low: (i) the required number of replication to calculate a smooth
PDF function to compute success rate. This number can be deter-
mined by an initial screen experiments with high number of repli-
cation. (ii) deterministic and stochastic surrogate models are
developed based on the process parameters which can be easily
controllable without neglecting the noise variables and their inter-
action with process parameters. However, this can be handled by
accurately designing experiment.

The proposed methodology offers a unique simulation tool
which is generic and can be applied not only to laser dimpling pro-
cess but can also be exploited in the context of selection and opti-
mization of process parameters with heteroscedasticity. This
research will be further expanded to integrate the developed sur-
rogate models with task planning and sequencing algorithms in
order to simultaneously optimize quality, cost and cycle time of
robotic remote laser welding systems.
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Remote laser welding is increasingly being adopted within the automotive industry due to its high

production throughput at lower cost and flexibility, making the welding process much faster and

more accurate. However, a leading challenge preventing its systematic uptake in the industry is the

lack of efficient in-process monitoring and assuring high weld quality in the presence of process

variability. Weld quality is generally assessed by measuring the key geometrical features of the

melt pool such as penetration depth, interface width; and, both upper and bottom concavity which

are directly correlated to static and fatigue performance. Existing solutions extract patterns from

real-time data such as: plasma charge, acoustic or optical emissions measurements, etc. and

integrate multivariate statistics and machine learning algorithms to estimate only a single key

geometrical feature of the weld. For example, acoustic or optical emissions provide molten pool

oscillation frequency, leading to penetration depth; the dimension of the molten pool obtained by

visual sensing with high speed camera is correlated to interface width. The lack of comprehensive

multiphysics models linking monitoring data and multiple welding process parameters (i.e. laser

power, welding speed, and focal offset) with multiple key geometrical features underscores the

limitations of the current methods toward delivering automatic in-process closed-loop quality

control system. The multiphysics model should have capabilities for monitoring multiple key

geometrical features; and, capabilities for on-the-fly process adjustment to guarantee high quality

weld. This paper presents a novel analytical physics-driven simulation approach to monitor

multiple key geometrical features. The developed model has the capability to be used for in-

process monitoring of key geometrical features and, furthermore is a necessary enabler for the

development of in-process closed-loop process adjustment applicable for remote laser welding.

The proposed method is applicable for in-process monitoring of zinc coated steel in overlap joint

configuration considering part-to-part gap. VC 2017 Laser Institute of America.

[http://dx.doi.org/10.2351/1.4983234]

Key words: laser welding, part-to-part gap, keyhole modeling, decoupled multiphysics simulation,

in-process monitoring

I. INTRODUCTION

Remote laser welding (RLW) is an advanced joining pro-

cess and is increasingly used in the automotive industry since

it offers high production throughput at a very competitive

cost.1 In essence, RLW can be defined as laser beam welding

with larger focal length (400–2000 mm) which takes the three

main advantages of laser beam welding i.e., non-contact,

single-sided access, and high power beam which is capable of

achieving deep penetration weld and small heat effect zone

within a fraction of a second.2 However, a leading challenge

preventing its systematic uptake is the lack of efficient in-

process monitoring and control to achieve and guarantee high

quality weld in the presence of process variability. This can

be achieved either by choosing optimum welding process

parameters or by detecting the welding defects during the pro-

cess (in-process monitoring) or afterward (off-process moni-

toring). In-process monitoring is envisaged because it offers

the capability to accelerate defects identification and develop

corrective strategies for on-the-fly process adjustment.

Weld quality is defined by multiple key geometrical fea-

tures, classified as surface-related features (surface spatter,

blowout, melt pool width, upper and bottom concavity) and

inner-related features (penetration depth, interface width,

porosity). The state-of-the-art of in-process monitoring for

(remote) laser welding mainly relies on sensor-based meth-
ods, comprising either photodiode3–5 or high speed camera

based systems.6–8 In the case of photodiode-based monitor-

ing, the reflected light is converted into electrical signals by

photodiode along with an optical filter. Key features, such as

keyhole temperature, reflected laser intensity, and plasma

intensity, are predefined for a good quality weld and associ-

ated to a reference signal. The comparison of the measured

signal against the reference signal provides capability for

measuring the weld quality. On the other hand, 2D images of

the melt pool are captured by utilizing high speed cameras

(e.g. CMOS, CCD) which are generally mounted on the laser

head for coaxial viewing. The recorded images are used to

measure surface related features (e.g. spatters, melt pool

width, etc.). However, the important geometrical features

1938-1387/2017/29(2)/022423/8/$28.00 VC 2017 Laser Institute of America022423-1
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(i.e. penetration, interface width) cannot be seen by the cam-

era in coaxial viewing. Current solutions for sensor-based

monitoring are mostly data-driven, implying that predictive

models are trained on gathered data using secondary infor-

mation (plasma intensity, 2D images, etc.) and cannot be

fully exploited outside of the training data set. As a result,

changes in welding process parameters (e.g. laser power,

welding speed, focal offset) or material properties can be

handled only by rebuilding the predictive models.

Furthermore, these models provide the estimation of the geo-

metrical features of the melt pool, not of the direct measure-

ments. To overcome this limitation, Bautze et al.9 proposed

directly measuring keyhole depth by utilizing low coherence

interferometry. The approach has been demonstrated on laser

welding applications with short focal length; however, it is

not fully applicable for remote welding with dynamic and

longer focal length.

Alternative solutions to data-driven approaches have

been developed over the last two decades and can be classi-

fied as physics-driven approaches which aim to predict mul-

tiple key geometrical features based on simulated physical

principles and implemented by ordinary differential equa-

tions (ODEs) and partial differential equations (PDEs) mod-

els. The first models have been developed based on finite

element modeling (FEM) formulation and addressed the

beam-to-material interaction and heat transfer neglecting

fluid flow around the melt pool to describe the temperature

field10–12 and thermal stress.

The fluid flow around the melt pool and pressure balance

inside the keyhole were later taken into account resulting in

prediction of the shape and size of both the keyhole and the

melt pool. The interface between the liquid and metal vapor

phase is represented either by applying level-set13 or volume

of fluid14 methods. More recent models have considered fluid

flow not only as part of the liquid phase but also for the metal

vapor phase (plasma plume).15 Thus, the effect of evapora-

tion and interaction between the plume and the melt pool

allows to reduce the keyhole fluctuation. However, compre-

hensive FEM simulation of laser welding process considering

part-to-part gap in overlap joint is still missing. Furthermore,

increasing complexity of the model involving thermody-

namic, thermocapillary fluid flow among other phenomena

will eventually hinder the calculation time.

For instance, Zhou et al.16 modeled pulsed model Nd:YAG

laser welding for stainless steel taking into account metal vapor

inside the keyhole and inverse Bremsstrahlung and Fresnel

absorption along with heat transfer and thermocapillary fluid

flow. According to the authors, the calculation time took 6 h of

CPU time to simulate 100 ms of welding. Similarly, Courtois

et al.13 proposed a model for continuous wave (CW) operation

of Nd:YAG laser welding. This model took into account solid,

liquid and the metal vapor phases by coupling the heat and

Navier-Stokes equations. The calculation time for 10 ms of

welding process took 16 h at fixed 10 ls time step. Therefore,

the long calculation time for a given set of process parameters

and material settings is the primary limitation of the complex

2D and 3D multiphysics models, which are not viable for in-

process monitoring and control.

A promising solution for in-process monitoring with

integrated physics-driven simulation is offered by the analyt-

ical formulation, which have been proposed to estimate the

melt pool geometry and keyhole profile under the assump-

tion of state-state condition and 2D heat flow. The pioneer-

ing attempt was made by Kaplan17 for CO2 laser welding. In

his work, the keyhole shape was estimated considering the

energy balance equation with multiple reflections at the key-

hole wall. The author proposed an asymmetrical keyhole

shape due to different heat conduction rates at different

regions of the keyhole and it was found that the front of the

keyhole was inclined as the welding speed increased. Lampa

et al.18 computed the melt pool geometry for blind laser

welding of steel by applying Kaplan’s method. The authors

proposed that the thermal conductivity on the top of the key-

hole is 2.5 times bigger than the actual thermal conductivity,

when neglecting the thermocapillary fluid flow. Likewise,

Zhao and DebRoy19 applied the same modeling approach to

estimate macroporosity formation during laser welding of

aluminum alloys. Fabbro and Chouf20 developed a novel

analytical model to explain the dynamic behavior of the key-

hole. The researchers proposed that the displacement of the

keyhole wall acts in the direction of the combination of

welding velocity and drilling velocity which was perpendic-

ular to the keyhole wall surface and proportional to the

absorbed laser intensity. The major advantage of physics-

driven analytical modeling, when compared to expensive 2D

and 3D FEM simulations, is the possibility to directly esti-

mate the shape of the melt pool in much shorter time.

In this paper, we aim to develop a physics-driven analyt-

ical model of the keyhole shape and the melt pool applicable

for process monitoring of zinc coated steel in overlap joint

configuration with consideration of part-to-part gap. The

method is derived based on the works of Kaplan17 and

Lampa et al.,18 and then expanded to take into account the

part-to-part gap interaction between upper and lower metals,

Fresnel absorption and energy balance between the absorbed

energy flux delivered from the laser beam and the heat flux

conducted into metal on the keyhole wall. The keyhole and

the melt pool profiles are calculated solving energy balance

equations point-by-point. The thermo-capillary fluid flow is

not considered in this study. However, a scaling factor,

called “thermal conductivity coefficient”, is used in the upper

sheet metal part to consider the effect of the fluid flow. Thus,

the thermal conductivity used in the upper sheet metal part is

higher than the actual value of the material. The coefficient

is estimated experimentally as a function of welding process

parameters and is shown in the result section. Furthermore,

the part-to-part gap reduces the laser energy flow between

welded part as its energy gradually dissipates in the gap

before affecting the lower sheet metal part. This energy

TABLE I. Chemical composition DX54D steel (wt. %).

Material

Elements (wt. %)

C Si Mn P S Ti

DX54D 0.12 0.5 0.6 0.1 0.045 0.3
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dropped is termed in this paper as “line source damping coef-
ficient”. It is estimated from the experiments by initially

measuring the melt pool distance at the top surface of the

lower sheet metal part (rM,L) from the cross-section images

and then computing the corresponding line source strength.

The coefficient represents the difference between the com-

puted line source strength at the bottom surface of the upper

sheet metal part and the top surface of the lower sheet metal.

The model predicts both penetration depth and interface

width. Experimental trials with different levels of welding

speed and part-to-part gap have been performed to validate

the model predictions. The nomenclature used in the paper is

presented in the Nomenclature section.

II. MATERIALS AND EQUIPMENT

The material used in this study was DX54D hot dip gal-

vanized (GI) steel with nominal zinc coating thicknesses of

20 lm with a thickness of 0.50 mm for upper sheet metal and

1.8 mm for lower sheet metal. The chemical composition

and mechanical properties of this steel are given in Tables I

and II, respectively.

Welding experiments were carried out using IPG

Photonics YLR-4000 laser source with a nominal power of

2.2 kW. The laser beam was delivered using an optical fiber of

core diameter of 50lm, projecting the laser beam to a spot of

900 lm diameter. The laser source generates a multimode

beam with an M2 of 31.4 (measured by Primes Focus meter)

at a central wavelength of 1064 nm. Neither shielding nor

backing gases were used during the experiments. For each

experimental configuration, three replications were executed

and overall dimension of the melt pool was measured for each

weld using an Optical Microscope. The process parameters

and material properties used in laser welding experiments are

given in Table III.

The laser beam was delivered by COMAU SmartLaser

robotic system. The SmartLaser system is a dedicated sys-

tem for remote laser dimpling/welding and consists of four

axes with dynamics and kinematics of a standard industrial

robot with an optical system able to deflect the focused

beam with high dynamics. The system specifications are

given in Table IV.

III. PROPOSED MODELING APPROACH

A. Model definition for single material

The energy balance method proposed in Refs. 17 and 18

is applied to estimate penetration depth and interface width in

overlap joint configuration. This model takes into account

energy balance on the keyhole wall. The energy absorbed by

the keyhole wall from the incoming laser beam is balanced

with the heat flux conducted into the keyhole wall. The key-

hole wall angle is determined locally point-by-point solving

the energy balance equation. Figure 1 illustrates the model

and experimental cross section.

TABLE II. Mechanical properties of steel DX54D.

Material

Yield strength

(MPa)

Tensile strength

(MPa)

Total elongation

(%)

DX54D 120–220 260–350 38

TABLE III. Process parameters and material properties used in laser weld-

ing experiments.

Process parameter Unit Value(s)

PL W 2200

b � 0

zO mm 0

LT mm 25

zR mm 14.13

rfO mm 0.45

q kg/m3 7860

Cp J/kg �K 465

Ta, Tm, Tva
K 300, 1893, 3123

vw m/min [1 3]

g mm [0.05 0.30]

TABLE IV. Laser focusing and repositioning module.

Characteristic feature Unit Specification

Collimating length mm 50

Focal length mm �1200

Working area mm 700� 450� 400

Working distance mm min 894.308

max 1216.352

FIG. 1. (Top)—Weld cross section of overlap joint with gap. (Bottom)—

Conceptual cross section showing overall shape of the melt pool and key

parameters.
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The distance of keyhole wall (rv) and the melt pool

boundary (rM) are measured from the laser beam axis in both

upper and lower metal. Overall, the model predicts the shape

of the melt pool as well as penetration and interface width in

the time step when the keyhole is fully opened. The follow-

ing assumptions have been made (refer also to Fig. 2):

• Line heat source is proposed to simulate keyhole mode

laser welding which acts along the center of the keyhole;
• Gaussian distribution is assumed for the intensity of the

laser beam;
• The temperature on the keyhole wall is assumed equal to

the evaporation temperature, similarly, the temperature on

the boundary layer between solid and liquid phases equals

the melting temperature;
• The keyhole profile is asymmetrical in the plane parallel

to the weld direction (u¼ 0). However, the model has

been specifically developed for the plane perpendicular to

the welding direction (u¼6p/2), which corresponds to

the same plane with cross section of the weldment.

Nevertheless, the model can be generalized to any cross

section;
• Heat flow is mainly transported in perpendicular to the

laser beam axis;17

• The keyhole wall absorbs incoming laser beam directly by

Fresnel absorption.
• The Fresnel absorption coefficient depends on the wall

angle and material’s optical properties.

The model is developed in cylindrical coordinate, where

u¼ 0 and u¼ p gives the front and rear keyhole wall profile,

respectively. The plane of interest in this study is the cross

section of the weldment at u¼6p/2 (see Fig. 2).

The governing equation of temperature distribution for a

moving line heat source was developed by Rosenthal21 and it

is given as

T rð Þ ¼ Ta þ
P0

2pk
K0 Pe0 � rð Þ; (1)

with a modified P�eclet number

Pe0 ¼ vw

2 � j : (2)

The heat flux at any point on inside the melt pool is defined as

q rð Þ ¼ T rð Þ � Tað ÞkPe0
K1 Pe0 � rð Þ
K0 Pe0 � rð Þ

 !
; (3)

where r is the radial distance from the line source axis. In the

plane of interest, the laser beam axis and the line source axis

are coincident each other and located in the center of the

keyhole. Thus, the keyhole shape is symmetrical. When r
equals the distance of the keyhole wall from the line source

axis (rv) if the keyhole wall temperature is assumed to be at

the evaporation temperature (Tv), then equation

qv ¼ q rvð Þ ¼ Tv � Tað ÞkPe0
K1 Pe0 � rvð Þ
K0 Pe0 � rvð Þ

 !
: (4)

Gaussian distribution is assumed for the intensity of the laser

beam and is defined as

I r; zð Þ ¼ I0

rf o

rf

� �2

e�2 r=rfð Þ2 ; (5)

where Io is the peak laser beam intensity and rf is the local

laser beam radius in the laser beam propagation direction,

defined as

rf zð Þ ¼ rf o 1þ z� z0

zR

� �2
" #1=2

: (6)

In Kaplan’s model,17 the energy balance at the keyhole wall

can be written considering only Fresnel absorption, as in Eq.

(7), where aFR is the Fresnel absorption coefficient depend-

ing on the material optical properties and the wavelength of

the emitted laser22

tan hð Þ ¼
qv rvð Þ

aFR hð Þ � I rv; zð Þ
: (7)

B. Model calculation procedure for two material
considering part-to-part gap

According to the literature, most of the laser energy is

absorbed by the top surface of the material causing a thermo-

capillary fluid flow due to the temperature difference

between the liquid metal and air. The flow pushes the liquid

material outward from the keyhole and enlarges the top sur-

face width. In the absence of the thermocapillary flow,

Lampa et al.18 proposed to use a constant artificial thermal

conductivity at top surface which is greater than the actual

(real) thermal conductivity. In this study, a similar approach

was applied and following assumptions were made:

• The temperature at the melt pool boundary (between liq-

uid and solid) was at the melting temperature (Tm).
• The distance of the melt pool boundary in upper sheet

metal (rM.U) on the top surface (z ¼ 0) was measured from

the experimental cross sections. This corresponds to half

of the top surface width.

FIG. 2. Keyhole and the melt pool boundary in cylindrical coordinate.
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• Due to neglecting fluid flow around the keyhole, an artifi-

cial thermal conductivity is utilized which is a function of

the welding speed and part-to-part gap.
• The initial melt boundary angle was assumed to be at 5�.

This assumption was made after observing the cross-

section images of weld in which the melt pool boundary in

the upper sheet metal part appeared to be almost a straight

line.
• The line heat source strength (P0) was reduced while pass-

ing through part-to-part gap. The gap was considered as

an obstacle.

The process for determining the melt pool profile is as

follows:

(1) Equations (3), (5), and (7) are solved together to find the

artificial thermal conductivity (kartificial) for T(r)¼Tm,

h¼ 5� on the top surface (z¼ 0) in upper sheet metal.

(2) Thermal conductivity coefficient (aTC) can be found by

dividing artificial thermal conductivity (kartificial) to the

actual thermal conductivity (kactual)

kartif icial ¼ aTC � kactual: (8)

(3) The distance of keyhole wall in upper sheet metal (rV.U)

on the top surface (z¼ 0) in upper sheet metal is com-

puted rearranging Eq. (1) for T(r)¼Tv using the artificial

thermal conductivity.

(4) By considering discrete values of z, the distance of key-

hole wall (r¼ rv) and the melting boundary (r¼ rm) is

FIG. 3. Thermal conductivity coefficient used in the upper sheet metal. FIG. 4. Line source damping coefficient used in the lower sheet metal.

FIG. 5. Temperature distribution and the melt pool comparisons between model and experiment ( : Base metal : The melt pool : Keyhole).
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calculated point-by-point using Eqs. (7) and (9) from the

top surface downward until the depth reaches the upper

thickness using the artificial thermal conductivity.17

(Dz¼ 1 lm)

Dr ¼ Dz tan h: (9)

(5) The line heat source strength at the bottom of the upper

sheet metal part was calculated using Eq. (1) and apply-

ing artificial thermal conductivity.

(6) The strength of the line source was calculated using Eq.

(1) considering actual thermal conductivity and obtained

interface width from the experiments.

(7) Line source damping coefficient (aTC) can be found

by dividing lower strength value to upper strength

value

P0Lower ¼ aLD � P0Upper: (10)

(8) According to the line heat source strength at the lower

sheet metal the position of keyhole wall (r¼ rV.L) solving

Eq. (1).

(9) Step 7 was repeated until the keyhole radius reaches zero

or when the depth of penetration equalled to the lower

sheet metal thickness.

IV. CASE STUDY

The proposed analytical model simulates laser welding

of overlap joint for given welding speed and part-to-part gap.

Instead of using a constant correction factor of thermal con-

ductivity, an experimental based factor was defined as a

function of welding speed and gap in Fig. 3.

Lampa et al.18 proposed to use a constant artificial thermal

conductivity at top surface equal to 2.5, which corresponds to

the minimum gap configuration (�0.05 mm). However, this

artificial thermal conductivity was almost equal to actual con-

ductivity in maximum welding speed and gap configuration.

This can be explained by the sagging effect of the melt pool.

When the gap was too wide, liquid metal inside the melt pool

started to fill the gap resulting in a narrow top surface width.

The laser welding of zinc-coated steels in overlap joint

configuration posed a challenge due to the difference between

the melting temperature of steel and the vaporizing tempera-

ture of zinc. Left unaddressed, highly pressurized zinc vapor

can easily be trapped inside the molten pool which leads to

welding defects.23–26 Therefore, a gap is needed to evacuate

the zinc vapor from the molten pool in lap welding of zinc

coated steel. The formation of the keyhole in case of part-to-

part gap is explained as follows: the keyhole is created in the

upper sheet immediately when the laser beam hits the surface.

Before the keyhole reaches the bottom of the upper sheet

metal, the molten material fills the part-to-part gap and two

sheet metals are in contact with each-other so the heat trans-

fers to the lower sheet metal by conduction mechanism.

Then, the keyhole opens inside the filled gap before reaching

the lower sheet metal and some of the energy is absorbed

here. Thus, a smaller keyhole in the lower sheet metal is

formed. The amount of energy absorbed by the filled gap is

associated to the damping coefficient of the line source

energy in the keyhole. The coefficient is given in Fig. 4,

which is estimated from the experiments by initially measur-

ing melt pool distance from the cross-section images and then

computing the strength of the line source in the top surface of

the lower sheet metal.

The comparison between experimental and modelling

results of melt pool shapes are illustrated in Fig. 5 for differ-

ent welding speed and part-to-part gaps. The experimental

results for penetration and interface width are given in Table

V. In case of full penetration, the lower sheet-metal shrinks

inward creating a concavity which reduces the penetration

depth. This phenomenon is particularly true for low speeds

(1 m/min) and triggers scenarios wherein the proposed

model tends to overestimate the keyhole penetration, because

it neglects the material shrinkage. However, in the case of

higher welding speed (2 to 3 m/min), the keyhole is blind

(i.e., it partially penetrates the lower metal) and the predicted

FIG. 6. An example of on-line in-process monitoring and adaptive quality

improvement for remote laser welding assembly system.

TABLE V. Comparison between the experimental and the simulation

results.

Measured Simulated

Speed

(m/min)

Gap

(mm)

Penetration

(mm)

Interface Width

(mm)

Penetration

(mm)

Interface Width

(mm)

1 0.05 1.75 1.78 1.75 1.82

1 0.10 1.61 2.01 1.75 2.02

1 0.15 1.62 1.96 1.75 2.02

1 0.20 1.58 2.32 1.75 2.13

1 0.25 1.53 1.97 1.75 1.99

1 0.30 1.51 2.09 1.75 1.97

1 0.40 1.4 1.8 1.75 2.07

2 0.05 1.16 1.3 1.45 1.35

2 0.10 1.31 1.29 1.49 1.40

2 0.15 1.56 1.37 1.52 1.42

2 0.20 1.69 1.49 1.64 1.44

2 0.25 1.7 1.19 1.59 1.39

2 0.30 1.72 1.58 1.56 1.53

2 0.40 1.47 1.86 1.57 1.82

3 0.05 0.52 1.01 0.87 1.13

3 0.10 1.05 1.13 0.94 1.12

3 0.15 0.81 1.17 0.95 1.18

3 0.20 0.78 1.16 1.30 1.27

3 0.25 0.92 1.33 1.26 1.34

3 0.30 0.89 1.29 1.26 1.39

3 0.40 0.46 1.23 0.82 1.38
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values and experimental data show a good correlation. The

maximum error is obtained for larger gap and higher welding

speed. This could be imputed to the energy dissipated into

the filled part-to-part interface, before the keyhole is fully

developed in the lower metal.

V. CONCLUSION AND FUTURE WORK

An analytical model based on energy balance was devel-

oped to estimate penetration and interface width in the over-

lap joint. The model was validated with the cross sectional

images of the weldment. The overall dimension of the melt

pool is correctly estimated for partial penetration, but it is

overestimated for the full penetration due to the occurrence

of the bottom surface concavity.

The proposed model has the capability to be used for

direct in-process monitoring of key geometrical features and

it is a necessary enabler for the development of the closed-

loop quality control system. The conceptual framework of

the closed-loop quality control system is shown in Fig. 6

which will be explored and implemented in future research.

The main concept is based on the integration of the in-pro-

cess monitoring data (e.g. laser power, welding speed,

plasma charge, acoustic and optical emissions, etc.) with

multiple key geometrical features such as weld penetration

and interface width. This integration offers capabilities for

on-the-fly process (in-process) adjustments to correct or pre-

vent weld defects by changing welding process parameters

such as laser power, welding speed, etc. The broad impact of

this research is to use the developed framework to reduce

and eliminate the weld defect before they occur.

NOMENCLATURE

Cp specific heat capacity (J/kg � K)

g part-to-part gap (mm)

I(r,u,z) local laser beam intensity (W/m2)

IO peak laser beam intensity (W/m2)

K0( )

K1( )

modified Bessel function second kind zero order,

and first order (-)

LT laser track (mm)

Ṕ line source strength (W/m)

P�e modified P�eclet number (1/m)

PL laser power (W)

qv heat flux on the keyhole (W/m2)

rM.U rM.L distance of the melt pool boundary in upper

metal, and lower metal (mm)

rV.U,V.L distance of keyhole wall in upper metal, and

lower metal (mm)

rf(z) local laser beam radius (mm)

rfo on-focus laser beam radius (mm)

Ta,Tm,Tv temperature of ambient, the melting and vapori-

zation (K)

vw Welding speed (m/min)

zR Rayleigh length (mm)

zO focal offset (mm)

aFR Fresnel absorption coefficient (-)

aLD line source damping coefficient (-)

aTC thermal conductivity coefficient (-)

b incidence angle (deg)

h Keyhole wall angle (deg)

k thermal conductivity (W/m � k)

q density (kg/m3)

K thermal diffusivity (m2/s)
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