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Chapter 1

Introduction

In this thesis, I use both theoretical and experimental methods to compare alternative

incentive mechanisms. I usually start with theory that predicts people’s responses to the

change of mechanisms. I derive the theory from the game theory models that capture

the strategic interactions between individuals, or experimental or empirical evidence shown

in the literature. Even though the theory provide good benchmarks, people’s behavior

might deviate from the theoretical predictions. Therefore, I use experiments to test people’s

reactions to alternative mechanism. The experiment design sometimes involves creating new

tasks people perform in the time allocation game or innovating new dividend path for the

asset in the market game. For the analysis of experimental data, I use many statistical tools.

In chapter two:“Can Firm Competition Explain the Use of Executive Stock Options?”, I

investigate a popular incentive mechanism, firms granting stock options to their CEOs. These

executive stock options are considered to be a significant contributor to the bankruptcy of

many firms in the 2007 Financial crisis, but the literature fails to provide a satisfactory

explanation on why they are so popular. I found an important reason that justifies the

extensive use of executive stock options. When firms are engaging in the competition in the

product market, it is their CEOs are making the decisions on the behalf of their firms. A

firm granting stock options to its CEO affects its own and rival CEOs in a way such that

the firm can gain advantage in the competition.

A firm granting stock options would make its CEO more aggressive in the competition

since the CEO can enjoy the financial gain if the firm wins the competition while does not

bear the loss if the firm loses. There is a secondary effect on the rival firm which are not

1



considered in previous studies. The rival CEO might be less aggressive in the competition

if they know each other’s compensation packages before their competitive decisions. My

theoretical results suggest that the competing firms have little incentive to grant executive

stock options as they have limited impact on the rival CEO. My experimental results, how-

ever, show that the behavior of the rival CEO is impacted much more than theoretically

anticipated leading to the use of stock options to be more profitable. Of particular interest

is that while individually each firm benefits from their use, it turns out that if both firms

use them they are worse off than if neither did.

In chapter three: “Ask Your Workers to Report Frequently, But Not Too Often”, I investi-

gate another popular mechanism in many firms. Firms have employees report to supervisors

on the status of current projects or tasks at specified intervals. For example, firms, including

Adobe Systems, Accenture PLC, Deloitte and General Electric, encourage their managers to

check in with their employees every week or every other week. Even though these reports are

popular, there are some controversial aspects of this practice which include how frequently

to request reports and what form the reporting should take. Chapter three investigates these

questions. Regardless of many other possible uses, these reports play an important role in

monitoring employees to push them to work on appropriate firm tasks and put effort towards

company goals.

The frequent reporting might improve employee effort by frequently reminding the em-

ployees the productivity, showing the productivity to their bosses or letting their bosses

comment on the productivity. This is supported by the previous research which has shown

that many individuals possess intrinsic motivation to help others and that many individuals

place substantial concern on how others see their behavior. On the other hand, there are

also indications in prior work that the frequent reporting might be counterproductive. These

reports can be interpreted as distrust which can diminish employees’ self-esteem and reduce

their work effort. The frequent reporting can cause the pressure to produce positive results

2



in relatively narrow time windows essentially de-incentivizing working on long run projects

which take longer to mature.

In chapter three, I use experiments to examine how the reporting frequency and the

reporting regime affect employees’ effort decisions, including how much effort they spend

on work, as well as how they allocate their effort across different tasks available in the

firm. I find that increasing the frequency of reporting can increase worker effort on firm

tasks but when set too high, the reporting frequency can have a less beneficial effect. If

workers are asked to report too often, they shift to performing less lucrative tasks which

have more near term payoffs but lower payoffs over all. While there is substantial literature

suggesting observability and feedback affect individuals’ behavior, I find limited impact of

them on employees’ effort decisions. I plan to do further research to determine the reason

why observaibility and feedback may have a weaker effect here than in other settings.

Chapter four: “Arbitrage Opportunities: Anatomy and Remediation” with Peter Bossaerts

and Jason Shachat examines how the regulatory mechanisms affect the arbitrage opportuni-

ties in the asset markets. Arbitrage is a financial transaction that nets a certain increase in

cash holdings while not degrading the portfolio’s value in any potential state of the world.

When an arbitrage opportunity arises in a market setting, participants will presumably com-

pete for its execution until the value is fully dissipated. The no arbitrage condition is one of

the defining characteristics of a complete and competitive market as well as an assumption

of many fundamental theories of finance. Despite compelling arguments for the contrary,

arbitrage opportunities occur with surprising frequency in developed markets.

Chapter four introduces an experimental design where arbitrage opportunities emerge

reliably and repeatedly, and then investigate how mitigate them by removing the commonly

identified restrains. We find relaxing margin requirements, shortsale restrictions, or both

have neither statistically nor economically significant effects. Increasing competition (more

participants, each with small stakes) and more impactful stakes (unchanged number of par-

3



ticipants but each with large exposures), generate large reductions in arbitrage opportunities.

Hence, we advocate increased competition for small markets, and allowance for large stakes

in large markets, rather than relaxation of rules on margin purchases or shortsales.

In summary, this thesis focuses on the incentive mechanisms in two major domains,

the incentives the firms use to motivate or influence their employees and the regulatory

mechanisms the government use to improve the social welfare.

4



Chapter 2

Can Firm Competition Explain the Use of Executive Stock Options?

2.1. Introduction

The financial crisis of 2007-20081 is considered to have been the worst financial crisis

since the Great Depression of the 1930s [1]. There are a variety of causes for the original

crisis. The one of interest here is that the US-government sponsored Financial Crisis Inquiry

Commission (FCIC) found that stock options granted to top managers were a significant

contributor to the bankruptcy of many firms because they can encourage excessive risk

taking. Executive stock options promote such risk taking because they lead to executive

compensation that is asymmetric in gains and losses. If the executives of a company engage

in behavior that improves the stock price of the firm, then they can execute their options to

buy stock in the company at the price when they received the option and enjoy the financial

rewards of their efforts. If the executives make poor decisions that leads to a lowering of

their stock price, then they do not exercise those stock options and their loss is capped at

zero regardless of how far they drive down the price. At this point, one would therefore

expect that firms would be discontinuing their use. In 2012, however, more than 90% of

the CEOs in S&P 500 firms2 had stock options in their pay package [2]. The median value

of stock options granted to these CEOs was $2.82 million, accounting for approximately

one-quarter of their total pay [2]. Moreover, the banking industry, a major contributor to

the financial crisis, is still enthusiastic about granting executive stock options. A study

1The crisis was followed by the failure of key businesses, the unemployment of millions of workers, the
foreclosure of four million homes, the loss of a trillion dollars in household wealth, and a downturn in
economic activity leading to the Great Recession of 2008-2012.

2S&P 500 essentially includes the largest 500 US firms ranked by market value
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conducted by Blanchard Consulting Group found 39% of approximately 200 publicly traded

banks granted stock options to their top executives in 2013.

Given the obvious drawbacks to the use of executive stock options, it is a puzzle that they

are still in use. There are several commonly proposed reasons such as stock options making

managers more aggressive or having accounting and tax benefits. What is often overlooked

in the literature is the effect of stock options in a competitive environment. Compensation

contracts are important to consider in a competitive setting because the incentive contract

a firm signs with a manager will affect not only the behavior of that manager but also of

the managers in rival firms. In fact, when a firm chooses to compensate its manager using

stock options to make its manager more aggressive, it may push managers of rival firms to

be less aggressive. As a result, stock options may become more effective than we would

expect had the competitive effect not been considered. On the other hand, it is possible

that granting stock options makes the rival firms’ managers more aggressive and therefore

decreases the firm’s profit. The goal for this study is to examine this issue both theoretically

and empirically to determine if the effects of stock options under competition might help

explain their continued use by firms.

Consider the following example. As of December 31, 2015, the CEO of Pfizer held

6,006,135 stock options and 1,261,099 shares of common stocks. Suppose Pfizer engages in

a contest against its major competitor, Merck, to develop the most effective drug to cure a

certain disease. In the competition, it is usually firms’ CEOs that make the decisions. Here,

the CEO of Pfizer has a strong incentive to invest heavily in R&D to win the competition,

because he can earn $7.26 million for each dollar increase in their stock price if Pfizer wins

the competition while he would lose $1.26 million for each dollar decrease in their stock

price if Pfizer loses. His investment decision would be more aggressive than if he had only

stocks in the pay package where a $1 loss would lead to losing $7.26 million. Therefore, the

asymmetry in gains and losses induces greater risk-taking in firm competition.
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There is a secondary effect of stock options on the rival firm, which has not been con-

sidered in previous studies. Executive stock options might pull back the investment of the

rival manager. In this example, the CEO of Merck might decrease their R&D investment

since he would expect the Pfizer’s CEO would invest aggressively to win the competition.

This, however, depends on what incentive packages Merck’s CEO has. This secondary ef-

fect might make stock options more useful than if the firm competition is not taken into

account. An important precondition to achieve this secondary effect is that managers of the

competing firms need to know each other’s compensation packages before their competitive

decisions. The condition is usually satisfied. After executive incentive contracts are signed,

the SEC3 requires public firms to reveal these pay packages in their annual report. Even for

private firms which have no obligation to reveal this information, they are likely to reveal

it because they likely expect that granting stock options would affect the behavior of their

rival managers in the way that improves their profit.

A related issue that emerges when competition is considered is that firm owners may

employ executive stock options to overcome a competitive disadvantage. For instance, it is

possible that Pfizer has a higher marginal cost of R&D than Merck, perhaps because Pfizer

has less experienced scientists, or Merck has superior research facilities. Then, Pfizer’s CEO

is likely to invest less in developing the new drug because of its cost disadvantage. In

this situation, Pfizer’s owner can make their CEO invest more aggressively to counter the

disadvantage. On the other hand, the owner of the advantaged firm, Merck in the example,

can also grant stock options to secure her advantage. Understanding how these incentives

balance out requires a full equilibrium analysis.

We provide a theoretical examination of a two-stage game where firm owners write com-

pensation contracts with the managers in the first stage, and then in the second stage

managers decide how much their firms will invest in a competition given these incentive

3U.S. Securities and Exchange Commission
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packages of their own and their opponents. We model the firm competition as a lottery

contest [3]. This setting is particularly useful to examine the impact of stock options, and it

is representative of important firm competitions, such as contests for a patent, a license or an

indivisible market. With regard to available executive compensation contracts that can be

chosen by firm owners, we constrain them to be linear combinations of base salary, restricted

stock and restricted stock options where restriction means stock and stock options are not

tradable or exercisable until the end of the competition. These three elements usually take

up more than 60% of the total value of the compensation [2]. The reason for the linear

assumptions is that linear contracts are common in practice [4,5], and our goal is to examine

how and why stock options are used in practice.

Theoretically, we find that whether firm owners should grant stock options depends on

the risk preferences of managers. If we assume managers are risk-neutral, firm owners have

little incentive to grant stock option. The reason is that owners granting options cause their

rival managers to decrease the investment by a little amount or increase it. If managers

are loss averse, they usually invest less in the competition than if they were not. Granting

stock options can be a profitable strategy for firm owners since loss aversion enhances the

impact of stock options on their own and opponent managers. The impact of risk aversion is

ambiguous and depends on the nature of risk aversion. When managers have CRRA4 utility

function, they usually invest less than if they were risk-neutral. Granting stock options can

improve owners’ profit as it enhances the investment of their own managers significantly to

overcome an inherent bias towards risk avoiding behavior managers possess.

We use laboratory experiments to examine how firm owners granting stock options would

affect the investment behavior of their own and opponent managers. The data observed in our

experiments provide an empirical justification for the extensive use of stock options. When

the marginal cost of investment is symmetric between the two competing firms, owners have

4constant relative risk aversion
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the incentive to deviate from stock to stock options if the opponent grants stock. Even

when the opponent grants stock options, firm owners still have the incentive to deviate from

stock to stock options, since by doing so they can lower the opponent’s profit significantly at

almost no cost. We found the equilibrium empirically occur is that both firm owners grant

stock options, even though they are expected to earn significantly less than if they both use

stock. Therefore, contrary to the theoretical prediction, empirical data show firm owners

face a prisoner’s dilemma situation in which both firms acting rationally leads to a socially

suboptimal outcome. When the marginal cost of investment is asymmetric between the two

competing firms, empirical data show that owners are actually playing a Hawk-Dove game,

where their optimal choice depends on what their opponent is doing. If the opponent grants

stock, they should grant options. If the opponent grants options, they should grant stock. In

both the symmetric-cost and asymmetric-cost cases, the effectiveness of stock options that is

not predicted by the theory is attributable to opposing managers overreacting and becoming

less aggressive. The overreaction is also not consistent with the predictions generated based

on the assumption that managers are loss averse or risk averse.

These results provide a possible justification for the continued use of stock options. While

there seems to be little theoretical reason to use them even based on the competitive effects,

we found that behaviorally people respond to these option contracts stronger than what

theory predicts. In particular, we found that the managers of rival firms over-respond to

the use of stock options by their competitor. This leads to the finding that each firm would

most prefer to use stock options while their rivals do not. Sometimes, firms would use stock

options even if their rivals use stock options in order to keep down the expected profit of

their opponent firms. This explains why firms might be still extensively using stock options

despite the fact that it is well known at this point that they lead to overly aggressive behavior

that could lead a company to bankruptcy. If a company pulls only its own options back, it

puts itself at a competitive disadvantage relative to its competitors, and no firm wants to be

the first to do that.
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While the effect of competition provides a justification for using options, it is important

to note that many other explanations have also been put forward. These alternatives seem

deficient in providing a clear justification for current use of stock options. The most funda-

mental reason is that in some cases, firms might want to encourage such risk-taking behavior

in hope of overcoming an inherent bias towards risk avoiding behavior executives might pos-

sess. While this is certainly a possibility, the financial crisis suggests that firms went too

far in correcting for risk avoiding behavior and again, one would expect that they would

now be pulling back. Another set of widely discussed reasons is related to the tax benefits

and accounting advantages of using stock options to compensate executives over alternative

approaches. For example, before 2004, the value of the option was only required to be dis-

closed in a footnote to the financial statements allowing companies to essentially underreport

executive compensation and make their potential profits look greater. In December 2004,

Financial Accounting Standards Board (FASB) announced FAS123R, which required all U.S.

firms to recognize an accounting expense when granting stock options, which removed the

ability to use stock options for this purpose. These studies do not take into account how the

use of stock options might affect how a firm’s manager will make choices in a competitive

environment, and they certainly do not examine how the compensation of a rival manager

might impact the behavior of a firm’s manager.

There are some previous studies which have explored the strategic impact of precommit-

ment contracts, such as financial contracts or incentive contracts, on competition between

firms. Some literature suggests that by choosing the capital structure prior to engaging in

product market competition firms can change the intensity of competition [6–8]. Another

body of literature justifies firm owners granting managers with incentives different from

maximizing firm profit [9–13]. Most contributions to this second set investigate the strategic

effects of managerial incentives in two-stage models, where owners simultaneously choose

their managers’ incentives schemes before a one-shot market interaction between manager-

led firms. Some research [10] found firm owners can precommit to a more aggressive market
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behavior from their managers by choosing parameters of a managerial contract linear in

profits and sales revenue. Some research [13] found the lack of relative performance-based

incentives can soften the product market competition. However, the competitive impact of

executive stock options is not fully explored by the literature.

2.2. Theoretical Model

We use a two-stage game to model stock options in executive incentive contracts affect

managers’ behavior in the competitive environment and how owners should design the in-

centive schemes to maximize firm profit. Firm owners write compensation contracts with

the managers in the first stage, and then in the second stage managers decide how much

their firms invest in a competition given the incentive packages. We focus on the case of two

competing firms, firm i and j, but most of our results can be extended to cases with more

firms. There is one owner and one manager for each firm, so we call the owner of firm i as

owner i and the manager of firm i as manager i, and define owner j and manager j in the

same manner.

The competition between firms is modeled as a lottery contest [3], since such a contest is

representative of important firm competitions. Firms i and j compete for an indivisible prize

valued at R by simultaneously choosing their effective investment, bi and bj. The effective

investment is what compared against each other in the competition to determine the winning

probability. Firm i’s probability of winning is equal to the ratio of its own effective investment

to the total effective investment of both firms, or Pi = bi/(bi + bj). Regardless of whether a

firm wins the contest or not, it forgos its total investment cost. Firm i’s total investment cost

would equal the amount of effective investment times the unit cost of its effective investment,

bici, as we assume the marginal cost of the effective investment is constant. Therefore, the

expected profit from the competition for firm i, E(πi) , can be expressed as Eq. 2.1.
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E [πi] =
bi

bi + bj
R− bici (2.1)

Let us look at the information structure of this game. We assume that the value of

the prize, R, is common knowledge. The marginal investment cost of both firms is known

by the managers but not the owners. For example, manager i can observe both ci and

cj before the investment decision. On the other hand, owner i can observe neither ci nor

cj. The owner cannot observe the effective investment chosen by her manager, bi. Even

though the owner can back out the total investment cost, bici, from the competition outcome,

they have little information on the effectiveness of the spending which is captured by the

marginal cost, ci. For example, an owner can see that her manager has spent $1 million

in R&D but not how that cost translates to effective research which is compared in the

patent competition. Such unobservability is natural from the owners’ perspective. It also

gives managers a role in discerning the effectiveness of their own firms as well as that of

their rival firms. The unobservability eliminates the feasibility of contracting on the effective

investment. Owners can only contract on observable variables, such as firm value and firm

profit. This unobservability enables competing owners to strategically manipulate their

executive incentive contracts and therefore affect the competition outcome.

We also place some assumptions on the relationship between firm value and competition

profit as well as the relationship between executive compensation and competition profit. In

order to concentrate on the impact of competition, we assume that firm value will be changed

only by the net profit from the competition. Furthermore, we assume that the compensa-

tion paid to the manager is negligible compared to competition profit, as the compensation

usually is relatively small compared to firm profit. For example, in 2011 the median CEO

compensation of S&P 500 companies was $9.6 million while the median earnings and median

market value of these companies were $2.12 billion and $31.7 billion respectively (Murphy,

2012). Thus the firm’s value at the end of this game is equal to its value before the com-
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petition plus profit from the competition. It can be rewritten as Eq. 2.2, where Vi0 is firm

value before the competition, πi is profit from competition and Vi1 is the value after the

competition.

Vi1 = Vi0 + πi (2.2)

We constrain the available incentive contracts to be linear combinations of base salary,

shares of stock and stock options as shown by Eq. 2.3. The reason for the linear assumption

is that linear contracts are common in practice [4, 5]. In the first stage of the game, by

writing these contracts, the owners make promises 5 on base salary, the quantity of stock,

and the quantity of stock options, which are denoted by ei, xi and yi respectively. In the

second stage, managers make competitive decisions on the basis of these incentive packages.

When the competition result is revealed, managers obtain the base salary, stock and stock

options according to their incentive contracts.

Wi1 = ei + xiPi1(Vi1) + yimax{(Pi1(Vi1)− Si), 0} (2.3)

The stock is defined as a share of the firm. Empirical studies [14,15] have shown that the

stock price, Pit, positively correlates with the firm value, Vit, and the information on firm

value is reflected in the stock price very quickly. We assume that Pit is a non-decreasing

linear function of Vit
6. The stock option is defined as the right to purchase a share of the firm

5Some firms might grant their managers stocks or stock options at the very beginning, but these equity-
related incentives usually have a vesting period where they are not tradable.

6Even though the relation between stock price and firm value might take more complex form, our com-
parative analysis can still provide useful insight for the situations where the linearity assumption does not
hold. Furthermore, we let Vit be the current firm value without considering any expected profit in the future,
so initial firm value, Vi0 , does not reflect the expected earnings from the coming game. We concede that the
expected profit could be accounted into initial firm value since optimal contracts and the resulting expected
competition profit can be calculated in advance given certain belief on the behavior of managers and owners.
However, even if the firm value is defined in this way, it still changes at the end of the game because the
competition outcome is probabilistically determined. And, the dynamics of the value change will be similar
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at the strike price, Si. Holding stock options will generate positive payoff for the manager if

the stock price goes above the strike price, and zero payoff otherwise. In practice, the strike

price is usually set to be the stock price at the granted date (Murphy, 2012), so here we

make the strike price equal to the stock price before the competition, Pi0(Vi0).

Next, we normalize the quantity of stock in the contract using the total stock shares of the

firm, which is equal to the ratio of firm value to stock price, βi = xiPi1(Vi1)/Vi1. Similarly,

we also normalize the quantity of stock options, γi = yimax{(Pi1(Vi1) − Si), 0}/Vi1. The

value of the compensation at the end of the game can be written as Eq. 2.4.

Wi1 = ei + βiVi1 + γimax{(Vi1 − Vi0), 0} (2.4)

Since neither the base salary, ei, nor the initial value of stock, βiVi0, is affected by the

managers’ investment decisions or the competition outcome, we can replace the sum of them

using αi = di + βiVi0. If we plug Eq. 2.2 into Eq. 2.4, we get Eq. 2.5.

Wi1 = αi + βiπi + γimax{πi, 0} (2.5)

We can write down the manager i’s optimization problem as shown in Eq. 2.6, where Ui

refers to the manager’s reservation utility. Manager i chooses the effective investment for

her firm, bi, to maximize her utility from the compensation.

maxbiE[U(αi + βiπi + γimax{πi, 0})]

s.t.E[U(αi + βiπi + γimax{πi, 0})] > Ui

(2.6)

regardless of which way the firm value is defined. Since managers’ incentives are based on these changes,
our model implication can still be proper if expectation is considered. Similarly, we assume the stock price,
Pit, is only affected by current firm value not future earnings.
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By plugging Eq. 2.1 into Eq. 2.6, we can rewrite the optimization as Eq. 2.7. The

managers’ equilibrium actions (b∗i , b
∗
j) are functions of (αi, βi, γi) and (αj, βj, γj), which are

determined by their owners’ incentive choices, (di, fi, gi) and (dj, fj, gj), respectively.

maxbi
bi

bi + bj
U(αi + (βi + γi)(R− bici)) +

bj
bi + bj

U(αi − βibici))

s.t.
bi

bi + bj
U(αi + (βi + γi)(R− bici)) +

bj
bi + bj

U(αi − βibici)) > Ui

(2.7)

Based on the managers’ optimal strategies in the second stage, firm owners choose base

salary, the amount of stock and the amount of stock options to maximize the firm’s net

profit from the competition. We have assumed that the executive compensation is relatively

small compared to the firm’s competition profit, so owners would conduct their optimization

following the steps. First, the firm owner would derive a set of incentive schemes that induce

her manager to choose the effective investment level maximizing the firm’s competition

profit. Within this set, the owner can then select a subset that satisfies her manager’s

participation constraint. Finally, from this subset, the owner finds out the incentive contract

that minimizes the expected cost of the executive compensation. For example, if the optimal

effective investment turns out to be high, then the owner would grant the manager more stock

options relative to shares of stock. So, in order to take care of the participation constraint

and compensation cost, the owner optimally choose the base salary and the total amount of

shares of stock and stock options.

Notice that the equilibrium actions of both managers and owners depend on their risk

preferences. We assume that firm owners are risk-neutral, and they treat gains and losses

equally. However, managers might have different preferences. Managers’ preferences affect

how they react to executive stock options, therefore determining whether granting stock

options is a profitable strategy for firm owners. In the following subsections, we identify

15



owners’ optimal contracts given different assumptions on managers’ preferences, including

risk neutrality, loss aversion and risk aversion.

2.2.1. Risk Neutral Managers

We start from the simplest case where managers are risk-neutral. Manager i’s maximiza-

tion problem can be written as Eq. 2.8.

maxbiαi + (βi + γi)(
bi

bi + bj
(R− bici)−

βi
βi + γi

bj
bi + bj

(bici))

s.t. αi + (βi + γi)(
bi

bi + bj
(R− bici)−

βi
βi + γi

bj
bi + bj

(bici)) > Ui

(2.8)

In Eq. 2.8, αi refers to the sum of base salary and initial value of stock in the contract. We

refer to the sum of normalized amount of stock and normalized amount of stock options,

βi + γi, as normalized amount of equity. Since the values of those parameters are decided

by the owners rather than the managers, we can simplify manager i’s objective function as

shown in Eq. 2.9, where θi is defined as the ratio of the normalized amount of stock options

to the normalized amount of equity, θi = γi
βi+γi

.

maxbi
bi

bi + bj
(R− bici)− (1− θi)

bj
bi + bj

(bici)

s.t. αi + (βi + γi)(
bi

bi + bj
(R− bici)− (1− θi)

bj
bi + bj

(bici)) > Ui

(2.9)

The simplified objective function indicates that owner i affects both managers’ investment

decisions through the choice of θi. As we have assumed that the executive compensation

is negligible compared to the competition profit, firm owner i would first choose the value

of θi to induce managers’ behaviors that maximize the competition profit of firm i. Given
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the optimal choice of θi, the owner then determines αi and βi + γi that satisfy manager i’s

participation constraint and minimizes the cost of manager i’s compensation. Thus we focus

on the owners’ choices of the ratios of normalized amount of stock options to the normalized

amount of equity, (θi, θj), and their managers’ reactions to these ratios.

When the marginal investment cost is symmetric between the two firms, ci = cj = 1, the

analytical solution is derived through backward induction. The only symmetric subgame

perfect Nash equilibrium is that both owners grant no stock option, that is, (θ∗i , θ
∗
j ) = (0, 0).

In the equilibrium, the managers choose the investment level, 1
4
R, which is equal to the Nash

equilibrium of the lottery contest with no delegation.

When the marginal investment cost is asymmetric, a closed form solution is not available

but it can be computationally approximated. We constrain the available strategies for firm

owners to be discrete. In particular, owner i and owner j choose θi and θj respectively among

the values: 0, 0.01, 0.02, · · · 0.99, 1.00. We first solve the managers’ equilibrium choices of bi

and bj numerically given any possible combination of θi and θj, and then we can calculate

owners’ expected competition profit for each combination. Then, we find the owners’ Nash

equilibrium in the 101× 101 normal form game. When doing the numerical calculation, we

need to specify the values of the competition prize and the normalized amount of equity in

managers’ pay packages. We let R = 200, 000, and βi + γi = βj + γj = 0.1%. The values of

these parameters are simply scaling issues, so our results hold if any other value is chosen.

In the asymmetric-cost case, we found in equilibrium the cost-advantaged owner grants

stock options while the cost-disadvantaged owner does not. We refer to the owners of high-

cost firm and low-cost firm as cost-advantaged owner and cost-disadvantaged owner respec-

tively, and we refer to managers of high-cost firm and low-cost firm as cost-advantaged

manager and cost-disadvantaged manager respectively. When high cost is 20% above the

low cost, the cost-advantaged firm owner grants only stock options as the performance pay.
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But we found that the incentive for the cost-advantaged owner to grant stock options rather

than stock is relatively small, less than 1% of the expected competition profit.

As shown above, when competing managers are risk-neutral, there is little incentive for

owners to grant executive stock options in both symmetric-cost and asymmetric-cost cases.

These results can be understood by looking at the reactions of managers. When firm owners

grant stock options, they increase the aggressiveness of their own managers, because losing

the competition would not drive down the value of their managers’ incentive packages. The

increase in aggressiveness of their own managers does not improve the owners’ profits unless

the rival manager decreases the investment significantly. In the equilibrium, however, the

rival manager either decreases her investment a little or increases it.

2.2.2. Loss Aversion

We also look at the case where managers are loss-averse. To explore the effect of loss

aversion, we adopt the utility function found in previous papers [16] as shown in Eq. 2.10,

where y represents the income relative to the reference point. In our model, we set managers’

reference points as the compensation they can obtain if their firms earns zero profit from the

competition. So, manager i’s reference compensation is equal to αi, the sum of base salary

and initial value of stock in her contract. We found that loss averse managers invest less in

the competition compared to risk neutral managers.

U(x) =


yδ if y > 0

−λ(−y)δ if y < 0

(2.10)

We compute the Nash equilibria of the two-stage game for different levels of loss aversion

(λ = 1.20, 1.50, 2.00, 2.25, 2.50, 3.00 ) and different levels of sensitivity (δ = 0.60, 0.70, 0.88, 1.00
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)7 by employing the same computation method used in the risk-neutral case. When the

marginal investment cost is symmetric, we found that there are usually two pure strategy

Nash equilibria for each combination of loss aversion level and sensitivity level. In each of

these equilibria one firm owner chooses only stock options for the performance pay while the

other owner chooses the performance pay consisting mostly of stock. When the marginal

investment cost is asymmetric, there are usually two equilibria like those in the symmetric-

cost case8. Either the cost-advantaged owner or the cost-disadvantaged owner can be the

one that grant stock options. Granting stock options can be a profitable strategy for firm

owners since loss aversion enhances not only the encouragement effect of stock options on

their own managers but also the discouragement effect on the opponent managers.

2.2.3. Risk Averse Managers

Risk aversion also serves as a potential reason for granting stock options, since there

exists uncertainty in the competition outcomes. The issue of whether risk aversion can

justify the use of stock options is not trivial. When mangers become more risk averse,

no general conclusions on their equilibrium investment level can be made [19–22]. Higher

level of risk aversion does not necessarily reduce or raise the investment, because increasing

investment not only lowers wealth in all states of nature but also makes the better state

more likely [21]. But if we use some specific forms of utility function, managers’ equilibrium

investment behavior can be predicted. [23] noted that if the third derivative of the utility

function is positive, an increase in risk aversion will reduce equilibrium investment. They

observed such reduction in their experimental results. Thus we use CRRA (constant relative

risk aversion) utility function, u(x) = x1−γ/(1−γ), to model managers’ risk preference, since

its third derivative is positive.

7Experimental literature demonstrates that the estimate of δ is above 0.6 [16–18]
8When the level of cost asymmetry is high and the level of loss aversion is not high enough, there will

be only one equilibrium where the cost-advantaged owner grants stock options while the cost-disadvantaged
owner does not.
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We found that managers invest less as they become more risk averse. By granting stock

options, firm owners can enhance the investment of their own managers significantly to

overcome an inherent bias towards risk avoiding behavior that managers possess. On the

other hand, granting stock options decreases the opponent managers’ investment by a small

amount. We compute the Nash equilibria of the two-stage game given different levels of risk

aversion (γ = 0, 0.1, 0.2, ..., 0.7) 9 by employing the same computation method used in the

risk-neutral cases. We found there are usually two pure strategy Nash equilibria for each level

of risk aversion.10 This is true for both the symmetric-cost case and the asymmetric-cost

case. In each of these equilibria one firm owner chooses only stock options for performance

pay while the other owner chooses only stock for performance pay. For the asymmetric-

cost case, either the cost-advantaged owner or the cost-disadvantaged owner can be the one

granting stock options.

2.3. Experiment Design

Our theoretical investigation suggests that when both managers are following the risk-

neutral equilibrium strategies, owners have little incentive to grant stock options. However,

if managers’ behavior deviates from the risk-neutral equilibrium, the use of stock options by

firm owners may be justified. We use lab experiments to investigate managers’ investment

behavior when they are facing different combinations of their own and opponent incentive

contracts. We only have the role of managers played in the experiment, and their contracts

are assigned by the computer. The experiment is to determine whether managers’ behavior

can justify the use of stock options by owners, and identifying the effect of contracts on

managers’ behavior requires breaking endogeneity from owners choosing contracts.

2.3.1. The Game

9Experimental literature demonstrates that more than 80% of the population has the level of risk aversion
between 0 and 0.7 [24–26].

10We do the calculations for different levels of managers’ initial wealth. These results hold when we vary
their initial wealth from the same as the value of compensation to as ten times as the value of compensation.
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We have our subjects play a series of two-player lottery contests. In each round, subjects

are randomly matched, and then they decide how much to invest in the contest. Their

winning probability is determined by their own investment and the investment by their

opponent. The parameterization for the experiment design is based on that used in the

theoretical models.

In the theoretical models, when managers are making investment decisions for their firms

in the competition, managers are actually playing a downsized version of the lottery contest

because of the stock and stock options in their incentive contracts. The size of manager i’s

contest is determined by the normalized amount of equity in the contract, βi + γi. When

manager i is making the investment decision, bi ∗ ci, for her firm, she is actually investing

xi ∗ ci = bi ∗ ci ∗ (βi + γi) in the downsized lottery contest. When her firm wins the prize,

R, she actually earns ri = R ∗ (βi + γi). If we let the values of these parameters be the

same as those in the theoretical section, R = 200, 000, and βi + γi = 0.1%, then managers

are competing for a prize for which their share would be 200. In the experiments, we have

our subjects play a series of the downsized lottery contests. For each round of the contest,

each subject is endowed with 100 ECUs, which corresponds to the sum of base salary and

initial value of stock in the contract, αi. They then compete for a 200 ECU prize inside the

competition pair through choosing their effective investment, xi. When we need to calculate

the profit for the firm, we can derive the investment decision for firm i based on manager i’s

decision, bi = 1000 ∗ xi.

We examine the impact of stock options on managers’ investment behavior by varying the

ratios of the normalized amount of stock options to the normalized amount of equity in their

own and opponent’s contracts, (θi, θj). Even though the incentive contracts are specified

by the amount of base salary, the amount of stock and the amount of stock options, we

have shown theoretically that (θi, θj) are crucial parameters affecting managers’ competitive

behavior. We test four contract configurations which only differ in these ratios. The contract
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configuration is defined from the perspective of one subject rather than the competition pair.

In these four contract configurations manager i has either only stock or only stock options

in her performance pay and so does her rival, (θi, θj) = (0, 0), (0, 1), (1, 0), (1, 1). We call

them Stock v Stock (S v S), Stock v Option (S v O), Option v Stock (O v S) and Option v

Option (O v O). We focus on these four contract configurations because owners grant either

stocks only or stock options only in a typical theoretical equilibrium. Another reason is to

test subjects’ reactions to substantial changes in stock options.

We inform managers how their payoff would be calculated under different incentive con-

tracts without mentioning the above parameters. When a manager is assigned to be paid

by Stock, we will give her a 100 ECU endowment and let her compete for a 200 ECU prize

in the two-player lottery contest. She can spend as much as 300 ECUs to invest. Her payoff

can be calculated as shown by Eq. 2.11, where xi and xj stand for the investment chosen by

herself and her opponent. When a manager is assigned to be paid by Option, she does not

pay the investment cost if she loses the competition. Her payoff is calculated as shown by

Eq. 2.12.

πi =


100 + 200− cixi if subject i wins

100− cixi if subject i loses

(2.11)

πi =


100 + 200− cixi if subject i wins

100 if subject i loses or invest more than 200

(2.12)

The winning probability of a manager equals the ratio of her effective investment to the sum

of the effective investment by herself and her opponent. In the case that neither of the paired

managers invests, the prize will be granted to either of them with equal probability.
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probi =


xi

xi+xj
if xi > 0 either xj > 0

1
2

if xi = 0 and xj = 0

(2.13)

As you may have noticed, the expected compensation of contract Option would be higher

than that of contract Stock if managers choose the same investment level under these two

incentive schemes. There are two reasons why we design the contracts in this way rather

than make them equivalent in terms of expected payoff. First, in order to make them pay-

off equivalent, we need to give managers different amounts of endowment when assigning

them different contracts. Then, across treatments we vary not only the ratios of normalized

amount of stock options to the normalized amount of equity but also the amount of endow-

ment. This would make it hard to isolate managers’ reactions to the change of these ratios.

Secondly, even if we make these contracts payoff equivalent based on certain assumptions

about managers’ behavior, it is very likely that their actual payoffs in the experiment will

be different from the prediction, because their actions may deviate from our assumptions.

Thus, even though it is possible to make these contracts’ payoff equivalent in theory, it is

hard to make sure that managers with different contracts would earn the same expected

payoff in the experiment.

Our theoretical model suggests that the asymmetry of marginal investment cost would

affect managers’ reactions to executive stock options. Thus, we examine their investment

behavior under symmetric-cost and asymmetric-cost settings. In the symmetric-cost setting,

rival subjects will have the same unit cost for the effective investment, ci = cj = 1.00 ECU.

In the asymmetric-cost setting, one subject of each competition pair has a unit cost equal

to 1.25 ECU while the other has 1.00 ECU. The reason for choosing 1.25 is that it is high

enough to induce significant behavioral shift indicated by the theoretical models.
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2.3.2. Procedure The experiment has a 2 × 4 design. We test their reactions to four

different contract configurations within subjects. In each round of the experiment session,

every subject faces any of the four contract configurations with equal probability. On the

other hand, we test how cost asymmetry affects their reactions between subjects. We have

half of our sessions where the cost is symmetric between the competing subjects while the

half where cost is asymmetric. The cost-advantaged players is randomly selected for each

round.

In each session of the experiment, the subjects play the lottery contest for 30 rounds. At

the beginning of each round, subjects are paired randomly, and they compete against each

other within the pair. After the pairing, every subject is assigned the contract either Stock

or Option with equal probability, so she has a 25% chance of facing each of the four contract

configurations. For example, one subject has a 50% chance to get Stock, and her opponent

has a 50% chance to get Option, so that subject has a 25% chance to face the contract

configuration Stock v Option. Then, the unit cost of effective investment for each subject

is determined. In the symmetric-cost sessions, all subjects have the unit cost equal to 1.00

ECU. In the asymmetric-cost sessions, within each pair, we randomly choose one subject to

have a unit cost of 1.25 ECU while the other have 1.00 ECU. The pairing, assignment of

contracts and determination of unit cost are redone in every round.

The contract assigned to subjects determine how their payoff is going to be calculated as

shown by Eq. 2.11 and Eq. 2.12. However, during the experiment, we do not mention these

words, “stock” or “stock option”. Instead, subjects are explained how their payoffs would

be calculated under different circumstances corresponding to different contracts. Subjects

are told how much endowment they have, how much they can earn if they win the prize,

and how much the investment costs. In the experiment, we use the phrase “loss exemption”

to help them understand the fundamental incentives of stock options. Subjects are asked to

pay attention to how their potential earnings are different due to the loss exemption.
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After we finish pairing subjects, assigning contracts and determining unit cost, subjects

are asked to choose the effective investment in the lottery contest. On their decision screens,

we show their own contract and their opponent’s contract, as well as their own unit cost

and that of their opponent. In order to help them understand the consequences of their

investment decisions, we provide them a calculator. They can enter a potential number of

their own effective investment and a guess about opponent’s, and then we show them their

probability of winning, earnings if they win and earnings if they lose. Once all subjects have

made decisions, the computer determines the winner based on Eq. 2.13. At the end of each

round, we inform subjects whether they win the competition or not, and how much they

earned for the round.

Each session began with an introduction of the games, after which we demonstrated the

computer interface and the rules through two sample rounds of competition against robot

players. The interactive software system is programmed using z-Tree [27]. Subjects engaged

in the lottery contest for thirty rounds, and their final payoff was equal to $10 show-up fee

plus the sum of earnings in five rounds randomly draw from the thirty rounds. Each session

lasted an hour and a half to two hours. Payments including the show-up fee ranged from a

minimum of $10 to a maximum of around $ 45, with an average of $35.

We have run three symmetric-cost sessions with 60 subjects and three asymmetric-cost

sessions with 60 subjects. We expected to have 450(= 60 × 30 × 0.25) observations of the

investment decision for each contract configuration in either the cost-symmetric or the cost-

asymmetric case. Table 3.2 shows how many observations we actually got in the experiment

for each contract configuration. All of our experiment sessions were conducted at Southern

Methodist University. Subjects were recruited from a university-wide subject pool com-

prising undergraduate and graduate students who had indicated a willingness to be paid

volunteers in decision-making experiments.
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Table 2.1: Experimental Design and Data Points

Sessions Subjects S v S S v O O v S O v O

Symmetric Cost 3 60 476 453 453 418

Asymmetric Cost 3 60 462 429 429 480

2.4. Hypotheses

Following the parameterization, Table 2.2 shows the predictions on managers’ investment

behavior and owners’ expected profit based on the assumption that managers are risk neutral.

The predicted investment is shown in ECUs. The expected profit of firm owners is shown

in thousands of ECUs. We treat the configuration where both owners grant Stock as the

baseline. If managers follow the risk neutral prediction, there is little incentive for the

firm owners to deviate from Stock to Option. When the cost is symmetric, the owners are

expected to earn 50.0 thousands of ECUs if they keep to Stock while expected to earn 49.4

thousands of ECUs or less if they deviate. When the cost is asymmetric, Stock is still the

dominant strategy for the cost-disadvantaged owner, as 39.5 is bigger than 36.9 and 32.2 is

bigger than 23.7. For the cost-advantaged owner, by deviating from Stock to Option she can

increase her profit from 61.7 thousands of ECUs to 62.4 thousands of ECUs. We will use the

experimental data to test whether managers choose the equilibrium strategies and whether

the use of stock option by firm owners can be justified.

Table 2.2: Predictions on Managers’ Investment Behavior and Owners’ Expected Profit

Contract Configuration Symmetric Cost
Asymmetric Cost

Cost Advantaged Cost Disadvantaged

Stock v Stock 50.0 49.4 49.4

Investment chosen Option v Stock 61.6 57.3 65.6

by managers (ECUs) Stock v Option 49.4 50.0 48.1

Option v Option 66.7 63.6 69.6

Stock v Stock 50.0 61.7 39.5

Expected Profit Option v Stock 49.4 62.4 36.9

of firm owners Stock v Option 39.6 47.6 32.2

(thousands of ECUs) Option v Option 33.3 43.1 23.7
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Hypothesis 1 The investment chosen by managers is equal to the risk neutral equilibrium

prediction under every contract configuration.

We will first test whether the investment chosen by managers is consistent with the

prediction investment as shown in the upper section of Table 2.2. If we fail to reject Hypoth-

esis 1, firm owners have little incentive to grant Option as we have shown in the theoretical

section. However, we do not expect that managers would choose the investment equal to

the risk-neutral equilibrium. For example, previous experimental studies [28–33] have shown

that in the symmetric-cost case when both competing managers are paid by an incentive

scheme corresponding to Stock, they invest significantly above the risk neutral prediction.

Granting Option is likely to make managers more aggressive on the investment decision, so

we believe they may also over-invest when paid by Option.

We will then examine whether a firm owner shifting from Stock to Option would affect

the investment behavior of her own and opponent managers in a way that improves the

owner’s profit. In particular, we will investigate whether a firm owner shifting to Option

makes her own manager choose the the owner’s optimal investment, the investment that

maximizes her expected profit given the empirical distribution of the opponent’s investment.

Based on the experiment data, we can calculate the owner’s optimal investment as shown in

the lower section of Table 2.5 and Table 2.6 in the result section. We also examine whether

the change in her opponent manager’s investment caused by the shift is significantly different

from the prediction. For example, in the symmetric-cost case, if the owner deviates from

the baseline to Option, her opponent manager decreases the investment by 0.6 ECU (=50.0-

49.4). We are going to test whether the reaction of her opponent manager is consistent with

this prediction. As you may have noticed, the effect of granting Option depends on what

contract the opponent owner grants, so we investigate the case when her opponent grants

Stock and the case when her opponent grants Option respectively.
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Hypothesis 2a When a firm owner grants Stock given her opponent granting Stock, her

own manager chooses the investment maximizing the owner’s expected profit.

Hypothesis 2b When a firm owner grants Option given her opponent granting Stock, her

own manager chooses the investment maximizing the owner’s expected profit.

Hypothesis 2c When a firm owner grants Stock given her opponent granting Option, her

own manager chooses the investment maximizing the owner’s expected profit.

Hypothesis 2d When a firm owner grants Option given her opponent granting Option, her

own manager chooses the investment maximizing the owner’s expected profit.

Hypothesis 3a When a firm owner shifts from Stock to Option given her opponent granting

Stock, the change in her opponent manager’s investment is equal to the prediction.

Hypothesis 3b When a firm owner shifts from Stock to Option given her opponent granting

Option, the change in her opponent manager’s investment is equal to the prediction.

Even though these tests on the empirical investment tell us how stock options would

affect manager’s investment, we still need to know how investment behavior induced by stock

options would affect profit of firm owners. We first test whether the expected profit based

on the empirical investment behavior is equal to that based on risk-neutral predictions on

managers’ investment. If we fail to reject, Hypothesis 4 then firm owners have little incentive

to grant Option as we have shown in the theoretical section.

Hypothesis 4 The expected profit for firm owners given managers’ empirical investment is

equal to the expected profit given risk neutral equilibrium investment under every contract

configuration.
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However, Hypothesis 4 is likely to be rejected because managers are unlikely to follow the

risk neutral equilibrium, so it is possible that granting stock options is a profitable strategy

for firm owners. Therefore, based on the empirical investment observed in the experiment,

we look at whether a firm owner shifting from Stock to Option would increase her profit. We

investigate the case when her opponent grants Stock and the case when her opponent grants

Option, respectively. In addition, we look at the situation when both of the competing firm

owners deviate from Stock to Option to see whether they will end up with a better or worse

outcome.

Hypothesis 5a When a firm owner shifts from Stock to Option given opponents granting

Stock, her profit does not change.

Hypothesis 5b When a firm owner shifts from Stock to Option given opponents granting

Option, her profit does not change.

Hypothesis 5c When both firm owners in the competition shift from Stock to Option, their

profit does not change.

As we have mentioned before, cost asymmetry might affect managers’ reactions to stock

options. Even though we did not mention the cost configuration when stating these hypothe-

ses, we will test all of them for firms in the symmetric-cost case, and cost-advantaged and

cost-disadvantaged firms in the asymmetric-cost case respectively.
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2.5. Experiment Results

2.5.1. Summary Statistics

The summary statistics of experimental data for symmetric-cost and asymmetric-cost

sessions are shown in Table 4.5 and Table 2.4 respectively11. All numbers in this section are

in ECU. We first examine the experiment data by using the Wilcoxon tests. We consider

these Wilcoxon tests as preliminary rather than final tests of our hypothesis. Based on

the Wilcoxon tests, we found that investment levels are not significantly different from the

prediction if they are paid by Stock (Stock v Stock or Stock v Option), while it is significantly

above the prediction if managers are paid by Option (Option v Stock or Option v Option).

The expected compensation and expected profit are usually significantly below the prediction

except for when the manager is paid by Option while her opponent is paid by Stock (Option

v Stock). Under Option v Stock, the compensation and profit are usually either significantly

above or not significantly different from the prediction.

We can also look at how investment, expected compensation and expected profit differ

across the four contract configurations. If we treat the configuration when both competing

managers are paid by Stock as the baseline (Stock v Stock), a firm owner deviating to Option

11The expected compensation of a manager and expected profit of her firm are calculated based on the
investment by that manager and by her opponent.

Table 2.3: Summary statistics for symmetric-cost sessions

Investment Expected Compensation Expected Profit

(ECUs) (ECUs) (thousands of ECUs)

Obs. Theory Obs. Theory Obs. Thoery

Stock v Stock 56.0 (5.00) 50.0 41.8*** (3.28) 50.0 41.8*** (3.28) 50.0

Option v Stock 68.0* (3.54) 61.6 77.0 (3.39) 76.8 55.7* (3.54) 49.4

Stock v Option 48.3 (1.55) 49.4 26.5*** (2.67) 39.6 26.5*** (2.67) 39.6

Option v Option 74.2 (5.99) 66.7 55.6*** (2.60) 66.7 25.9*** (2.46) 33.3

Notes: the investment and compensation are in ECUs while the profit is in thousands of ECUs. Standard deviations in
parentheses. *’s indicate p-value of Wilcoxon test compared to theoretical prediction. *** p < 0.01. ** p < 0.05. * p < 0.1.
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makes her own manager, whose contract configuration becomes Option v Stock, increase the

investment significantly. 12 On the other hand, her opponent manager, whose configuration

becomes Stock v Option, would decrease the investment significantly. 13 In the case when

both firm owners deviate to Option, the managers invest even more. 14 As for the expected

profit for firm owners, we found deviating from Stock to Option would increase owners’ profit

if they are in the symmetric-cost case or if they are cost-advantaged in the asymmetric-cost

case.

2.5.2. Investment Behavior

As we have mentioned in the hypothesis section, we want to test whether the investment

chosen by managers under different contract configurations is consistent with the risk-neutral

equilibrium prediction as well as how firm owners granting Option would affect the invest-

ment behavior of their own and opponent managers. We conduct regressions to facilitate

the formal tests of our hypotheses on managers’ investment behavior. All of our regressions

are conducted using a fixed effects panel specification with standard errors clustered at the

individual subject level.

We run regressions for the symmetric-cost sessions and asymmetric-cost sessions sepa-

rately. In the basic regressions, the dependent variable is the investment chosen by a manager

in a given period, and the independent variables include a constant and dummy variables

indicating the manager’s contract configuration in that period. For example, Stock v Option

denotes the configuration where the manager is paid by Stock while her opponent paid by Op-

tion. For asymmetric-cost sessions, we also have a dummy to identify the cost-disadvantaged

subjects as well as its interactions with the dummies for contract configurations. Additional

12Here, we only show the results of Wilcoxon test for the symmetric-cost case. As for the cost-asymmetric
sessions, reactions of subjects are evidencing a roughly similar pattern. Wilcoxon test: z = 3.07, P rob >
|z|= 0.0022.

13Wilcoxon test: z = −2.78, P rob > |z|= 0.0054.
14Wilcoxon test: z = 4.08, P rob > |z|= 0.000.
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Table 2.4: Summary statistics for asymmetric-cost sessions

Investment Expected Compensation Expected Profit

(ECUs) (ECUs) (thousands of ECUs)

Obs. Theory Obs. Theory Obs. Theory

Low cost

Stock v Stock 52.0 (3.39) 49.4 55.0* (4.04) 61.7 55.0* (4.04) 61.7

Option v Stock 73.2*** (4.90) 57.3 82.1 (4.04) 85.4 66.2 (4.09) 62.4

Stock v Option 46.6 (3.98) 50.0 29.6*** (3.88) 47.6 29.6*** (3.88) 47.6

Option v Option 78.7*** (4.68) 63.6 55.5*** (2.93) 72.7 22.3*** (3.61) 43.1

High cost

Stock v Stock 49.0 (0.70) 49.4 39.4 (0.45) 39.5 39.4 (0.45) 39.5

Option v Stock 83.1*** (5.07) 65.6 62.4* (3.05) 68.8 37.0 (6.67) 36.9

Stock v Option 44.2 (4.49) 48.1 20.2*** (3.06) 32.2 20.2*** (3.06) 32.2

Option v Option 91.5*** (5.94) 69.6 45.5*** (2.83) 60.9 6.5*** (3.39) 23.7

Notes: the investment and compensation are in ECUs while the profit is in thousands of ECUs. Standard deviations in
parentheses. *’s indicate p-value of Wilcoxon test compared to theoretical prediction. *** p < 0.01. ** p < 0.05. * p < 0.1.

regression specifications include extra explanatory variables such as dummies indicating the

subject’s contract configurations in the prior period, a dummy for whether or not the subject

won the prize in the prior period, and a dummy for whether or not the round is one of the

last ten periods.

We have shown results of the regressions in the upper section of Table 2.5 and Table 2.6.

The intercepts of these regressions can be interpreted as the average investment in the base-

line treatments where both competing managers are paid by Stock. In the cost-asymmetric

case, the baseline refers to the cost-advantaged manager under this contract configuration.

The coefficients of these regressions indicate how the investment in the indicated treatment

differs from that of the baseline. We test these constant terms and coefficients against the

risk-neutral equilibrium predictions listed in the second column.

Based on the regression results, the average investment under different contract and cost

configurations can be calculated as the linear combinations of intercept and coefficients,

and the results are presented in the lower section of Table 2.5 and Table 2.6. We test

them against the prediction listed in the second column in order to see whether managers
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Table 2.5: Panel regressions for investment (ECUs) for symmetric sessions

Regression

Prediction Specification 1 Specification 2 Specification 3

Cons. (Stock v Stock) 50.00 56.82ˆ∗ ∗ ∗ 55.82ˆ∗ ∗ ∗ 56.49ˆ∗∗
(1.777) (2.138) (2.688)

Option v Stock 11.60 11.84 11.19 10.87

(3.567) (3.676) (3.629)

Stock v Option -0.60 -7.109ˆ∗∗ -7.609ˆ∗ ∗ ∗ -7.548ˆ∗ ∗ ∗
(2.692) (2.581) (2.604)

Option v Option 16.70 17.24 17.61 17.39

(3.862) (4.012) (3.987)

L.Option v Stock 2.332

(3.198)

L.Stock v Option -3.463

(2.275)

L.Option v Option -2.145

(1.929)

Last ten periods 5.357ˆ‡ ‡ ‡ 5.423ˆ‡ ‡ ‡
(2.295) (2.241)

L.Win -0.745 -0.337

(1.706) (1.686)

Observation 1800 1740 1740

Investment under Configurations

Prediction Owner’s Optimal Specification 1 Specification 2 Specification 3

Stock v Stock 50.00 37.7 56.82ˆ∗ ∗ ∗,† † † 55.82ˆ∗ ∗ ∗,† † † 56.49ˆ∗∗,† † †
(1.777) (2.138) (2.688)

Option v Stock 61.60 34.2 68.66ˆ∗ ∗ ∗,† † † 67.01ˆ∗,† † † 67.35ˆ ,† † †
(2.224) (3.050) (3.728)

Stock v Option 49.40 41.2 49.71ˆ ,† † † 48.21ˆ ,† † † 48.94ˆ ,† † †
(2.623) (2.326) (2.411)

Option v Option 66.70 38.7 74.06ˆ∗ ∗ ∗,† † † 73.43ˆ∗∗,† † † 73.87ˆ∗,† † †
(2.557) (3.107) (3.754)

Note 1: Robust standard errors in parentheses.
Note 2: ∗ means we test the estimators against the predictions listed in the second column. † means we test estimators
against owner’s optimal investment level listed in the third column. ‡ means we test the estimators against zero. In particular,
∗p < 0.1, ∗ ∗ p < 0.05, ∗ ∗ ∗p < 0.01. The same is true for † and ‡ .
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Table 2.6: Panel regressions for investment (ECUs) for asymmetric sessions

Regression

Prediction Specification 1 Specification 2

Cons. (Stock v Stock) 49.38 52.35 52.38

(2.577) (3.343)

Option v Stock 7.92 21.07ˆ∗ ∗ ∗ 20.69ˆ∗ ∗ ∗
(4.592) (4.867)

Stock v Option 0.588 -3.190 -3.321

(3.225) (3.467)

Option v Option 14.25 25.73ˆ∗ ∗ ∗ 24.89ˆ∗∗
(4.485) (4.834)

Cost dis -0.173 -1.309 -1.445

(3.360) (3.439)

Cost dis*Option v Stock 8.281 9.226 10.55

(4.893) (5.088)

Cost dis*Stock v Option -1.888 -4.537 -4.100

(5.002) (5.352)

Cost dis*Option v Option 5.954 14.20ˆ∗∗ 16.36ˆ∗∗
(3.856) (4.233)

L.Cost dis 1.244

(1.733)

L.Option v Stock -1.099

(2.208)

L.Stock v Option 0.449

(2.109)

L.Option v Option -2.248

(2.472)

Last ten periods -3.105

(3.178)

L.Win 2.645

(1.967)

Observation 1800 1740

Investment under Configurations

Prediction Owner’s Optimal Specification 1 Specification 2

Cost adv + Stock v Stock 49.38 37.8 52.35ˆ , † † † 52.38ˆ , † † †
(2.577) (3.343)

Cost adv + Option v Stock 57.30 32.1 73.41ˆ∗ ∗ ∗, † † † 73.07ˆ∗ ∗ ∗, † † †
(2.807) (3.752)

Cost adv + Stock v Option 49.97 41.8 49.16ˆ ,†† 49.05ˆ ,†
(3.112) (4.409)

Cost adv + Option v Option 63.63 41.6 78.08ˆ∗ ∗ ∗, † † † 77.26ˆ∗ ∗ ∗, † † †
(4.485) (3.628)

Cost dis + Stock v Stock 49.40 36.2 51.04ˆ , † † † 50.93ˆ , † † †
(3.360) (3.766)

Cost dis + Option v Stock 65.60 34.4 81.33ˆ∗ ∗ ∗, † † † 82.17ˆ∗ ∗ ∗, † † †
(2.507) (3.252)

Cost dis + Stock v Option 48.10 38.3 43.31ˆ , 43.51ˆ ,

(3.866) (4.188)

Cost dis + Option v Option 69.60 36.2 90.97ˆ∗ ∗ ∗, † † † 92.17ˆ∗ ∗ ∗, † † †
(3.484) (3.786)

Note 1: Robust standard errors in parentheses.
Note 2: ∗ means we test the estimators against the predictions listed in the second column. † means we test estimators
against owner’s optimal investment level listed in the third column. ‡ means we test the estimators against zero. In particular,
∗p < 0.1, ∗ ∗ p < 0.05, ∗ ∗ ∗p < 0.01. The same is true for † and ‡ .
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choose the investment equal to the risk-neutral equilibrium strategy. Moreover, we test the

observed investment against the owner’s optimal investment listed in the third column to

examine whether managers choose the investment that maximizes the profit of their owners

given the empirical distribution of their opponents’ investment. We also test the difference

in investment between contract configurations to see how a firm owner granting Option

changes the investment of her opponent manager. Therefore, we actually test Hypothesis 1,

Hypothesis 2 and Hypothesis 3. The results of these tests are summarized in Table 2.7.

We found the empirical investment is not always equal to the risk-neutral equilibrium

prediction. When both competing managers are paid by Stock, we found their investment is

significantly above the prediction in the symmetric-cost case. This is consistent with previous

experimental papers [28–33]. But, in the asymmetric-cost case, these managers’ investment

does not differ significantly from the prediction. When a manager is paid by Stock while her

opponent is paid by Option, her investment is not significantly different from the prediction,

in either symmetric-cost or asymmetric-cost sessions. When a manager is paid by Option,

she invests significantly above the prediction in both symmetric-cost and asymmetric-cost

cases, regardless of what contract her opponent has.

Since the investment chosen by managers does not always follow the risk neutral pre-

dictions, it is possible that granting Option is a profitable strategy for firm owners. We

examined whether a firm owner granting Option makes her manager choose the investment

maximizing owner’s expected profit. We found managers usually invest significantly more

than the owner’s optimal regardless of what contracts they have and what contracts their

opponents have. The only case where managers choose the investment not significantly dif-

ferent from the owner’s optimal is where they are cost-disadvantaged and under contract

configuration Stock v Option. In that case, firm owners granting Option actually push their

own managers away from owners’ optimal.
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Table 2.7: Summary of Hypothesis Testing Results on Investment Behavior

Hypothesis Contract Configuration Symmetric Cost
Asymmetric Cost

Cost Advantaged Cost Disadvantaged

Stock v Stock > = =

H1: Empirical Investment Option v Stock > > >

= Risk Neutral Prediction ? Stock v Option = = =

Option v Option > > >

Stock v Stock > > >

H2: Empirical Investment Option v Stock > > >

= Owner’s Optimal ? Stock v Option > > =

Option v Option > > >

H3: Decreases Opponent’s Empirical Stock v Stock → Option v Stock Y es Y es No

Investment More than Prediction ? Stock v Option → Option v Option No No No

Note 1: When we test Hypothesis 1, “=” means we cannot reject that empirical investment is equal to the risk neutral prediction
in the given contract and cost configuration, and “>” means that the empirical investment is significantly above the risk neutral
prediction.
Note 2: When we test Hypothesis 2, “=” means that we cannot reject that empirical investment is equal to the owner’ optimal
investment, and “>” means that the empirical investment is significantly above the owners’ optimal investment.
Note 3: For Hypothesis 3, we actually increase
When we test Hypothesis 2, “=” means that we cannot reject that empirical investment is equal to the owner’ optimal
investment, and “>” means that the empirical investment is significantly above the owners’ optimal investment.

Even though a firm owner granting Option fails to make her own manager choose the

owner’s optimal investment, it is possible that granting Option decreases the investment

of her opponent manager and therefore increase the owner’s profit. We found that the

reaction of the opponent manager depends on the cost configuration and contract configu-

ration. When the firm owner is in the symmetric-cost case or she is cost-advantaged in the

asymmetric-cost case, the owner deviating to Option decreases her opponent’s investment

more than the prediction if her opponent grants Stock15 . If the opponent manager is paid

by Option, the firm owner granting Option usually increases the opponent’s investment16. In

addition, the overreaction of managers’ investment is inconsistent with the prediction based

on the assumption of loss averse managers.

15In the symmetric-cost case, firm owner granting Option would decrease the opponent’s investment more
than the prediction, F (1, 59) = 5.85, P rob > F = 0.0187. In the asymmetric-cost case, cost-advantaged
firm owner granting Option would decrease the opponent’s investment more than the prediction, F (1, 59) =
3.48, P rob > F = 0.067. In the asymmetric-cost case, cost-disadvantaged firm owner granting Option would
decrease the opponent’s investment not significantly different from the prediction, F (1, 59) = 1.37, P rob >
F = 0.2462.

16In the symmetric-cost case, firm owner granting Option would increase the opponent’s investment not
significantly different from the prediction,F (1, 59) = 0.01, P rob > F = 0.9182. In the asymmetric-cost
case, cost-advantaged firm owner granting Option would increase the opponent’s investment not signifi-
cantly different from the prediction, F (1, 59) = 0.19, P rob > F = 0.6604. In the asymmetric-cost case,
cost-disadvantaged firm owner granting Option would increase the opponent’s investment not significantly
different from the prediction, F (1, 59) = 2.38, P rob > F = 0.1286.
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We have shown that risk neutral equilibrium prediction is not consistent with managers’

investment behavior. We also examine whether alternative preference settings, including risk

aversion and loss aversion, can explain the observed behavior. As shown in the theoretical

section, when managers are risk averse or loss averse, they should invest less than if they

are risk-neutral. The prevalent over-investment observed in the experiments indicates that

neither risk aversion nor loss aversion can explain managers’ investment levels under different

contract configurations. We then investigate whether these alternative preference settings

can justify managers’ overreactions when they are paid by stock, and their opponent owners

shift from stock to options. The reaction predicted by the risk aversion model is significantly

smaller than what we observed in the data. For the loss aversion model, even though

it suggests that managers in that scenario would drop their investment significantly, its

predictions17 still contradict the empirical results which are shown in Table 2.7.

2.5.3. Heterogeneous Investment Behavior

We have shown how the population as a whole behaves under various contract config-

urations, but remarkable heterogeneity exists in investment behavior as shown in Fig ??.

Since managers of different types make investment decisions differently under these contract

configurations, firm owners may need to design their executive incentive contracts accord-

ingly. In this section, we will focus on separating these managers into different types and

then examining their reactions to those four contract configurations.

To investigate the heterogeneity in managers’ investment behavior, we apply a finite

mixture model [34, 35], which can be used to analyze data where observations originate

from various groups, and the group affiliations are not known [36, 37]. To separate subjects

into groups, we adopt an expectation-maximization (EM) algorithm within a maximum

17The loss aversion model indicates that cost-disadvantaged firm owner granting options decreases her man-
ager’s investment by an amount significantly larger than then risk-neutral prediction, while cost-advantaged
firm owner decreases her manager’s investment not significantly different from risk-neutral prediction.
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Figure 2.1: The Empirical Distribution of Investment (ECUs)
Notes:The vertical line in each subplot is the risk neutral equilibrium prediction under the indicated contract and cost config-
uration.

likelihood framework [37–39].18 We then run regressions for each group using a fixed effect

panel specification with standard errors clustered at the individual levels.

We report the results for the symmetric-cost sessions in Table 2.2. It contains a two-

segment grouping and a three-segment grouping, which generate the highest AIC/BIC when

we vary the number of segments. Each column of the table reports the proportion of the

sample in the group, summary statistics, the estimated coefficients of the regressions, and

estimated investment under different configurations. The two-segment grouping divides the

population into under-investors (segment I) and over-investors (segment II). The investment

18The estimation-classification algorithm assumes that the choices of each person in the sample are de-
scribed by a function F(theta), where theta is a vector of unknown model parameters. Heterogeneity is
introduced by allowing that population to contains K segments, or types of person, with each type described
by one of K different thetas. The thetas describe each type and what subjects are which type are estimated
simultaneously. In estimation, person i’s contribution to the likelihood function, given theta, is the maximum
of the joint likelihood of all i’s observations across the K types. Conventional maximization algorithms can
be used to identify the theta which maximize the likelihood of the observed data, with care taken to ensure
that the global maximum is identified in a likelihood function which often has many local maxima.

38



chosen by under-investors is significantly below the risk neutral equilibrium prediction given

all contract configurations; that chosen by over-investors is significantly above. Since the

over investors take up 70.0% of the sample, we observe pervasive overinvestment in the

aggregate data. However, the over-investors decrease their investment by significantly more

than the prediction if the contract configuration shifts from Stock v Stock to Stock v Option.

In addition, adding another segment separates the extensively aggressive subjects out from

the over-investors. There are only 4 out of 60 subjects placed in this aggressive group.

The grouping results for the asymmetric-cost sessions are presented in Table 2.3. The

two-segment grouping also divides the population into under-investors (segment I) and over-

investors (segment II). As for the three-segment grouping, there still exist a group for under-

investors (segment I) and a group for over-investors (segment III). These subjects either

overinvest or underinvest in the baseline treatment (cost-advantaged subjects under Stock v

Stock), and their reaction to any shift of configuration is not significantly different from the

prediction. In contrast, the investment by subjects in segment II is not significantly different

from the prediction under the baseline treatment, but they overreact to the shift of contract

configuration. The proportion of subjects in segment II is 56.67%.

2.5.4. Expected Profit of Firm Owners

In this section, we examine how granting Option would affect the profit of firm owners

given managers’ investment behavior. We calculate the empirically expected profit of firm

owners based on the investment behavior observed in our experiments. For comparison,

we also calculate the theoretically expected profit based on the risk-neutral equilibrium

investment. When calculating the expected profit, we let the values of the parameters be

the same as those used in the theoretical model and experiment design.

39



Table 2.8: Panel regressions on expected profit (thousands of ECUs) for symmetric sessions

Prediction Regression

Cons. (Stock v Stock) 50.00 41.98ˆ∗ ∗ ∗
(0.918)

Option v Stock -0.60 12.57ˆ∗ ∗ ∗
(1.532)

Stock v Option -10.39 -14.74ˆ∗ ∗ ∗
(1.302)

Option v Option -16.67 -15.50

(2.000)

Prediction Expected Profit

Stock v Stock 50.00 41.86ˆ∗ ∗ ∗
(0.906)

Option v Stock 49.40 54.55ˆ∗ ∗ ∗
(1.036)

Stock v Option 39.61 27.24ˆ∗ ∗ ∗
(1.020)

Option v Option 33.33 26.48ˆ∗ ∗ ∗
(1.222)

Note 1: The profit in this table are in thousands of ECUs.
Note 2: Robust standard errors in parentheses.
Note 3: ∗ means we test the estimators against the predictions listed in the second column. † means we test estimators
against owner’s optimal investment level listed in the third column. ‡ means we test the estimators against zero. In particular,
∗p < 0.1, ∗ ∗ p < 0.05, ∗ ∗ ∗p < 0.01. The same is true for † and ‡.
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Figure 2.2: Heterogeneous estimates of determinants on investment for symmetric-cost sessions

 

 

 

                                                    

 

                                                   Two-segment Three-segment 

  I II I II III 

Summary Statistics   

Proportion of subjects   30.0% 70.0% 30.0% 63.33% 6.67% 
Average investment  26.04 77.43 26.04 73.85 111.45 

Median investment  10.00 80.00 10.00 80.00 100 

Overinvestment frequency  15.00% 72.70% 15.00% 72.72% 72.50% 
Frequency of investment = 0  10.37% 1.59% 10.37% 1.75% 0% 

Frequency of investment < 10  43.15% 3.89% 43.15% 3.42% 8.33% 

Frequency of investment = 100  6.11% 22.86% 6.11% 24.47% 7.50% 
Frequency of investment >= 100  6.66% 31.11% 6.66% 28.77% 53.33% 

 Prediction Regression 

Constant 50.00 17.83*** 73.50*** 17.83*** 71.77*** 89.96** 
  (3.180) (2.118) (3.180) (1.966) (8.167) 

Stock v Option -0.60 -3.354 -8.702** -3.354 -9.052** -4.762 

  (2.540) (3.713) (2.540) (3.323) (24.01) 
Option v Stock 11.60 19.12 8.928 19.12 8.210 13.53 

  (7.485) (3.938) (7.485) (3.928) (21.73) 

Option v Option 16.70 19.10 16.50 19.10 9.560* 74.50* 
  (5.495) (5.055) (5.495) (3.784) (19.15) 

Log Likelihood  -9012.58                   -8802.89 

AIC/BIC  18047.16/18107.62  17639.77/17733.19 
Observations  540 1260 540 1140 120 

 Prediction Investment under Different Configurations 

Stock v Stock 50.00 17.83*** 73.50*** 17.83*** 71.77*** 89.96** 

  (3.180) (2.118) (3.180) (1.966) (8.167) 
Stock v Option 49.40 14.47*** 64.80*** 14.47*** 62.71*** 85.19** 

  (3.129) (3.559) (3.129) (3.114) (23.14) 
Option v Stock 61.60 36.94*** 82.42*** 36.94*** 79.98*** 103.48 

  (4.530) (2.526) (4.530) (2.275) (18.89) 

Option v Option 66.70 36.93*** 90.00*** 36.93*** 81.33*** 164.45*** 
  (2.873) (3.502) (2.873) (2.466) (13.27) 

Note 1: Robust standard errors in parentheses 

Note 2: + means we test the estimators against the predictions in the first column.  

            # means we test the estimators against zero. 
Note 3: The stars on the left of these coefficients indicate whether they are significantly different from the predictions or zero.  

             In particular, *** p<0.01, **p<0.05, * p<0.1 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 
 

 

 
 

 

 

We conduct panel regressions to facilitate the formal tests of our hypotheses on the ex-

pected profit for firm owners. The dependent variable is the empirically expected profit, and

the independent variables include dummy variables indicating contract configurations and

cost configurations. Based on the regression results, the average empirically expected profit

under different contract and cost configurations can be calculated as linear combinations of

intercept and coefficients. We test the empirically expected profit against the theoretical

prediction (Hypothesis 4). We found that firm owners are usually expected to earn lower

profit than the prediction due to the overinvestment by their own and opponent managers.

But if the firm owner grants Option while her opponent grants Stock, then her expected

profit would be either higher than or not different from the prediction. The results for the

symmetric-cost sessions are shown in Table 2.8. For the asymmetric-cost sessions, we found

similar results.

We then examine whether firm owners have an incentive to grant Option (Hypothesis

5). Given managers’ investment behavior under different contract configurations, owners of
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Figure 2.3: Heterogeneous estimates of determinants on investment for asymmetric-cost sessions

 

 
 

 

 
 

 

                                                       Two-segment Three-segment 

  I II I II III 

Summary Statistics   

Proportion of subjects   43.33% 56.67% 28.33% 56.67% 28.33% 
Average investment  42.37 83.07 33.61 65.49 97.16 

Median investment  39.50 97.75 25.00 68.75 100.00 

Overinvestment frequency  35.00% 77.25% 23.53% 62.43% 89.02% 
Frequency of investment = 0  6.67% 4.31% 7.84% 6.79% 0.59% 

Frequency of investment < 10  22.69% 7.55% 30.00% 11.28% 2.54% 

Frequency of investment = 100  5.51% 28.82% 3.53% 19.10% 33.33% 
Frequency of investment >= 100  8.33% 48.43% 4.12% 31.15% 57.84% 

 Prediction Regression 

Cons. (Stock v Stock) 49.38 35.42*** 64.91*** 32.98*** 44.83 83.37*** 

  (3.882) (3.202) (4.148) (3.283) (4.607) 
Stock v Option 0.588 -5.345 -1.773 -5.209 -10.46*** 5.208 

  (4.581) (4.416) (6.127) (3.601) (7.020) 

Option v Stock 7.92 10.62 28.85*** 1.208 34.18*** 20.09 
  (7.000) (5.593) (7.114) (5.939) (9.264) 

Option v Option 14.25 14.32 34.86*** 6.332 43.60*** 16.30 

  (4.902) (6.593) (5.158) (6.385) (7.922) 
Cost_dis       0.0173 -0.912 -1.538 -4.797 -0.865 1.174 

  (4.956) (4.655) (6.535) (4.205) (6.887) 
Cost_dis*Stock v Option -1.888 -0.963 -6.280 -2.111 -0.490 -5.006 

  (5.783) (7.309) (8.341) (6.077) (12.62) 

Cost_dis*Option v Stock 8.281 10.18 8.758 13.03 11.40 4.135 
  (8.399) (6.018) (11.18) (6.346) (8.478) 

Cost_dis*Option v Option 5.954 12.66 14.31 8.168 16.09** 15.09* 

  (5.863) (5.144) (8.746) (4.744) (7.158) 
Log Likelihood  -8864.18 -8725.76 

AIC/BIC  17766.35/17870.76 17509.52/17668.89 

Observations  780 1020 510 780 510 

 Prediction Investment under Different Configurations 
Cost_adv + Stock v Stock 49.38 35.42*** 64.91*** 32.98*** 44.83 83.37*** 

  (3.882) (3.202) (4.148) (3.283) (4.607) 

Cost_adv + Stock v Option 49.97 30.07*** 63.13*** 27.77*** 34.37*** 88.57*** 
  (3.999) (4.638) (4.088) (4.514) (5.776) 

Cost_adv + Option v Stock 57.30 46.04*** 93.76*** 34.19*** 79.01*** 103.45*** 

  (3.741) (3.778) (3.859) (4.072) (6.077) 
Cost_adv + Option v Option 63.63 49.74*** 99.77*** 39.31*** 88.43*** 99.67*** 

  (2.758) (4.397) (3.628) (4.094) (5.346) 

Cost_dis + Stock v Stock 49.40 34.51*** 63.37*** 28.18*** 43.97 84.54*** 
  (2.543) (4.373) (3.202) (3.349) (7.070) 

Cost_dis + Stock v Option 48.1 28.19*** 55.32 20.86*** 33.02*** 84.74*** 

  (3.340) (5.983) (4.159) (5.233) (8.944) 
Cost_dis + Option v Stock 65.6 55.30*** 100.98*** 42.42*** 89.54*** 108.77*** 

  (3.375) (3.534) (4.358) (4.264) (3.741) 
Cost_dis + Option v Option 69.6 61.49* 112.54*** 42.68*** 103.65*** 115.93*** 

  (4.490) (4.886) (5.065) (4.115) (6.796) 

Note 1: Robust standard errors in parentheses 

Note 2: + means we test the estimators against the predictions in the first column.  

            # means we test the estimators against zero. 

Note 3: The stars on the left of these coefficients indicate whether they are significantly different from the predictions or zero.  

             In particular, *** p<0.01, **p<0.05, * p<0.1 
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Table 2.9: Payoff matrices for firm owners based on theoretical prediction and empirical data

Prediction for symmetric-cost sessions

c2 = 1.00

Stock Option

c1 = 1.00
Stock 50.0,50.0 39.6, 49.4

Option 49.4,39.6 33.3, 33.3

Empirical data for symmetric-cost sessions

c2 = 1.00

Stock Option

c1 = 1.00
Stock 41.9, 41.9 27.2,54.6∗ ∗ ∗

Option 54.6∗ ∗ ∗ ,27.2 26.5,26.5

Prediction for asymmetric-cost sessions

c2 = 1.25

Stock Option

c1 = 1.00
Stock 61.7,39.5 47.6, 32.3

Option 62.4,36.9 43.1, 23.8

Empirical data for asymmetric-cost sessions

c2 = 1.25

Stock Option

c1 = 1.00
Stock 56.1,39.4 29.5∗∗,39.0

Option 66.1∗ ∗ ∗ ,17.9ˆ∗ ∗ ∗ 23.9, 6.6

Note 1: The profit in this table are in thousands of ECUs.
Note 2: We make the best response in bold. The best response refers the strategy(s) which produces the most favorable
outcome for a firm owner, taking other owner’s strategy as given.
Note 3: For matrices based on the empirical data, we test firm owner’s empirical expected profit of one strategy against that of
the other strategy while fixing opponent’s strategy. If we found one strategy will generate significantly higher expected profit,
we would mark it with ∗, and ∗p < 0.1, ∗ ∗ p < 0.05, ∗ ∗ ∗p < 0.01.

the two competing firms are actually playing a 2 × 2 normal form game where they choose

either Stock or Option as shown in Table 2.9. On the left side, the payoff matrices indicate

what firm owners are expected to earn if their managers choose the risk-neutral equilibrium

investment level. On the right side of Table 2.9, the payoff matrices are based on managers’

empirical investment behavior observed in our experiment.

We first look at the symmetric-cost case. Theoretically, we found that granting Stock is

the dominant strategy. Therefore, if managers are following the risk-neutral equilibrium, the

use of Option cannot be justified in the symmetric-cost case. Our experiment data, however,

show that managers deviate from the equilibrium leading to a justification of Option. In

the empirical payoff matrix, given the opponent grants Stock, the firm owner is expected to

earn significantly higher profit granting Option instead of Stock. When the opponent grants

Option, the expected profit for the firm owner is not significantly different between Stock and

Option. We believe, however, the firm owner is more likely to grant Option, because doing so

lowers the opponent’s profit significantly at almost no cost. There are three Nash equilibria

based on the empirical data: (Stock, Option), (Option, Stock), and (Option, Option). The

equilibrium most likely to be chosen by owners is (Option, Option), where they are expected
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to earn significantly less than if both keep to Stock. Therefore, contrary to the theoretical

prediction, empirical data suggest firm owners are faced with a prisoner’s dilemma situation.

Either owner would most prefer that she uses Option while her rival does not. The owner

would also use Option even if her rival uses Option to keep down the opponent’s expected

profit. This creates a prisoner’s dilemma setting in which both firms acting rationally leads

to a socially suboptimal outcome.

For the asymmetric-cost case, we run a similar analysis. Theoretically, Stock is the

dominant strategy for the cost-disadvantaged firm owner, while the best response for the cost-

advantaged firm owner depends on her opponent’s action. If the opponent grants Stock, the

cost-advantaged owner may grant Option even though the incentive to grant Stock rather

than Option is very small. On the other hand, if the opponent grants Option, the cost-

advantaged owner is expected to earn significantly more by granting Stock. Thus if managers

are following the risk-neutral equilibrium strategies, the Nash equilibrium is that the cost-

advantaged firm owner grants Option while the cost-disadvantaged firm owner chooses Stock.

Based on the empirical data, however, we found that the cost-disadvantaged firm owner has

the incentive to grant Option if her opponent chooses Stock. The cost-advantaged firm

owner still has the same best response, but she has a stronger incentive to grant Option if

her opponent grants Stock. Therefore, the empirical data show that firm owners are playing

a Hawk-Dove game, where their optimal choice depends on what their opponents are doing.

If their opponents grant Stock, they should grant Option. If their opponents grant Option,

they should grant Stock.

We also examine firm owners’ optimal choices if managers are of different types. The

results are shown in Table 2.10. When managers are under-investors, granting Option is

the dominant strategy for firm owners even for the cost-disadvantaged owner in the cost-

asymmetric cases. When managers are over-investors, firm owners in the cost-symmetric

cases still have an incentive to deviate from Stock to Option, while both cost-advantaged
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and cost-disadvantaged firm owners in the asymmetric-cost case have no incentive to deviate

from the Nash equilibrium, Stock v Stock.

2.6. Conclusion

Executive stock options are widely used in practice, but previous literature fails to pro-

vide a compelling justification for their extensive use. One important element left out of

previous work is how stock options might affect the nature of competition between firms.

The competitive setting is important because executive stock options granted to a manager

would affect not only the behavior of that manager but also that of the managers in rival

firms. If rival managers are pushed to be less aggressive, we would expect that stock options

are more effective than had the competitive effect not been considered. This paper investi-

gated this issue both theoretically and experimentally, and provided a justification for the

use of stock options.

We theoretically examined a two-stage game where firm owners write compensation con-

tracts with the managers in the first stage, and then in the second stage managers decide

how much firms will invest in a competition given both their own and opponents’ incentive

packages. If managers are following risk neutral equilibrium, the theoretical model suggests

that firm owners have little incentive to grant stock options. But if managers deviate from

the risk neutral equilibrium, then the optimal contract for firm owners should be based on

the empirical investment chosen by managers.

We use laboratory experiments to investigate how executive stock options would affect

managers’ investment decisions in the competition, and then based on managers’ empirical

investment behavior we examine whether granting stock options is a profitable strategy for

firm owners. When the marginal cost of investment is symmetric between the competing

firms, owners have the incentive to deviate from stock to stock options given that their oppo-

nents are granting stock. Even when the opponents grant stock options, they still have the

45



Table 2.10: Payoff matrices for firm owners given managers’ types

Under investors & Symmetric-cost

c1 = 1.00

Stock Option

c2 = 1.00
Stock (82.6, 82.6) (41.8, 106.8∗ ∗ ∗)

Option (106.8∗ ∗ ∗,41.8) (63.1∗ ∗ ∗ ,63.1ˆ∗ ∗ ∗ )

Over investors & Symmetric-cost

c1 = 1.00

Stock Option

c2 = 1.00
Stock (26.5, 26.5) (23.2∗ ∗ ∗,29.6)

Option (29.6, 23.2∗ ∗ ∗) (10.0, 10.0)

Under investors & Asymmetric-cost

c1 = 1.00

Stock Option

c2 = 1.25
Stock (77.0, 53.1) (50.1, 63.8∗ ∗ ∗)

Option (88.2∗ ∗ ∗,37.6) (50.8, 38.0)

Over investors & Asymmetric-cost

c1 = 1.00

Stock Option

c2 = 1.25
Stock (47.4∗ ∗ ∗,24.3ˆ∗ ∗ ∗) (24.1∗ ∗ ∗,11.3)

Option (42.1, 8.8∗ ∗ ∗ ) (5.4,−17.7)

Note 1: The profit in this table are in thousands of ECUs.
Note 2: For matrices based on the empirical data, we test firm owner’s empirical expected profit of one strategy against that of
the other strategy while fixing opponent’s strategy. If we found one strategy will generate significantly higher expected profit,
we would mark it with ∗, and ∗p < 0.1, ∗ ∗ p < 0.05, ∗ ∗ ∗p < 0.01.

incentive to deviate from stock to stock options, as by doing so they can lower opponents’

profit significantly at almost no cost. When the marginal investment cost is asymmetric be-

tween firms, there are usually two equilbria, in either of which one owner grants options while

the other grants stock. Either the cost-advantaged firm owner or the cost-disadvantaged firm

owner can be the one granting options. Therefore, the empirical data actually provide strong

support for the extensive use of stock options. The divergence between the empirical data and

the theoretical model is attributable to managers’ overreaction compared to the risk-neutral

equilibrium prediction. The theory suggests that a firm owner granting stock options de-

creases the investment of the opponent manager by a very small amount or increases it. The

empirical data, however, show that the owner deviating to options decreases her opponent’s

investment more than the prediction given that her opponent is granting stock.

These experimental results provide a possible justification for the continued use of stock

options despite their problematic nature. This leads to the finding that each firm would

most prefer to use stock options while their rivals do not. Sometimes, firms would use stock

46



options even if their rivals use stock options in order to keep down the expected profit of

their opponent firms. Of particular interest is that, while individually each firm benefits

from their use, it turns out that if both firms use them they are worse off than if neither did.

The managers’ overly aggressive investment behavior induced by the executive stock op-

tion has negative impact on society. When the investment of the contestants does not add

any social value, as in the case of advertisement, firm owners granting stock options waste

social resources. Even when the investment benefits the society, as in the case of R&D ex-

penditure, the excessive investment might push the marginal cost of the investment above

its marginal benefit, and therefore lead to a socially suboptimal outcome. Furthermore,

managers’ overly aggressive actions increase the bankruptcy risk for their firms. Sometimes,

it is the whole society that bears the cost of their bankruptcy. For example, in the 2008

financial crisis, several major financial institutions19 either failed, or were subject to govern-

ment takeover. The ramifications of the banking collapse of 2008 will be felt for years if not

decades to come20.

In our results we see an indication that the use of stock options may lead to a decrease

in total social welfare. One possible implication is that policy makers should consider this

potential effect when deciding policy related to the use of stock options. It may be a good

idea to construct policies aimed at discouraging their use but at a minimum, policy maker

might consider not enacting policy reforms which further encourage them. Some government

policies have removed the advantage of stock options in recent years. For example, before

2004 the value of the option was only required to be disclosed in a footnote to the financial

19These financial institutions included Lehman Brothers, Merrill Lynch, Fannie Mae, Freddie Mac, Wash-
ington Mutual, Wachovia, Citigroup, and AIG.

20Total home equity in the United States, which was valued at $13 trillion at its peak in 2006, had
dropped to $8.8 trillion by mid-2008 and was still falling in late 2008. Total retirement assets, Ameri-
cans’ second-largest household asset, dropped by 22%, from $10.3 trillion in 2006 to $8 trillion in mid-
2008. During the same period, savings and investment assets (apart from retirement savings) lost $1.2
trillion and pension assets lost $1.3 trillion. Taken together, these losses total a staggering $8.3 tril-
lion. Since peaking in the second quarter of 2007, household wealth is down $14 trillion. Source:
https://en.wikipedia.org/wiki/Financial crisis of 2007%E2%80%932008.
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statements allowing companies to essentially underreport executive compensation and make

their potential profits look greater. In December 2004, Financial Accounting Standards

Board (FASB) announced FAS123R, which required all U.S. firms to recognize an accounting

expense when granting stock options. Our results also show that it is hard to stop the use

of stock options once they are widely used. If a company pulls its own options back, it

puts itself at a competitive disadvantage relative to its competitors, and no firm wants to

be the first to do that. By 2000, stock options accounted for more than half of the total

compensation for a typical S&P 500 CEO. In the late 2000s, tax and accounting rule changes

removed the advantage for stock options, but stock options still comprise around one-quarter

of the total value of executive pay packages. Therefore, the government should be cautious

when they issue policies that would affect the use of executive stock options. Once they

issue the policies that increase the use of stock options, it is hard to wipe out its impact in

the future even if they abandon those policies.
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Chapter 3

Ask Your Workers to Report Frequently, But Not Too Often

3.1. Introduction

It is common practice in many firms to have employees report to their supervisors on

the status of current projects at specified intervals. For example, firms, including Adobe

Systems, Accenture PLC, Deloitte, and General Electric, encourage their managers to check

in with their employees every week or every other week.1,2 Companies such as Goldman Sachs

and J.P. Morgan Chase are rolling out a new report and review system where managers can

request their workers to report as often as the manager desires and can send ongoing feedback

to workers.3 Many high-tech firms such as Microsoft, Uber, and Walmartlabs encourage their

teams to have daily stand-up meetings. The exact content and point of some of these types

of meetings will vary from firm to firm but a common theme running through the design of

most of them is for the employees to report on what they have accomplished since the prior

meeting. In prior decades, high-frequency reporting as we see these days would have been

very costly and in some cases impossible but firms, like General Electric, IBM and Amazon,

have developed computer and mobile applications that enable frequent conversations between

managers and workers to make daily reporting possible and maybe manageable.4 With the

advent of these sorts of capabilities, there is a reason to investigate them to determine

what impacts this degree of monitoring might have on employees and what element of the

monitoring system is responsible for any improvement in employee performance.

1https://www.wsj.com/articles/the-never-ending-performance-review-1494322200
2https://www.wsj.com/articles/ge-re-engineers-performance-reviews-pay-practices-1465358463
3https://www.wsj.com/articles/goldman-goes-beyond-annual-review-with-real-time-employee-ratings-

1492786653
4https://hbr.org/2016/10/the-performance-management-revolution
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There are any number of possible uses for these meetings such as a manager passing along

instructions to his or her workers about priorities and goals, workers seeking feedback on

how best to go about a project and so on [40–42] but one of the primary uses for monitoring

employees like this is to verify that the employees are working on appropriate tasks and

putting in effort towards company goals. That is because these monitoring schemes are of

course an attempt to solve the standard principal-agent problem in which the firm wishes to

extract high effort from employees who would otherwise prefer shirking, i.e., not working on

firm-related projects.

In many of these monitoring schemes used in practice, financial incentives may be only

weakly involved. That is, while eventual promotion and raise decisions may arise out of

a year worth of weekly or daily meetings, it is rare for each meeting to involve explicit

financial consequences. In fact, much of the point of these meetings is that they are thought

to activate non-financial drivers of effort. This leads to an important question of determining

if it is possible that frequent monitoring could potentially affect employee effort even absent

any financial consequences. This will be the issue examined in this paper. It’s not due to

a contention that financial incentives do not matter, but rather an interest in determining

if monitoring alone can have a significant impact on behavior and then if so, what is the

channel through which this effect occurs.

There is a great deal of prior literature that one can look to for insight on this issue. There

are a number of different possible channels through which monitoring might increase worker

effort but also some evidence suggesting that monitoring could be problematic. One possible

explanation for how monitoring could improve worker effort is that there is substantial prior

evidence that individuals have a strong desire to conform to expected behavioral norms

[43, 44]. Frequent monitoring could be a way for a firm to remind workers of a “norm”

in which the worker should be working for the firm. Frequent reminders about progress

could make this norm more salient or just make sure workers fully understand their current
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productivity. There is also prior evidence suggesting that individuals like doing things that

benefit others due to the fact that these actions can provide an individual “warm-glow”

utility [45]. It is certainly possible that workers could possess such preferences towards their

employer and again frequent reporting could remind an individual of their progress towards

achieving such a goal. Either of these types of motivations would represent purely intrinsic

motivations in which the individual seeks to satisfy their inner preferences regarding putting

in a high effort.

It is alternatively possible that intrinsic motivation is not the channel through which re-

porting affects behavior but extrinsic motivation through how an individual perceives others

to think about their actions. Previous studies have shown people care about their social

image or how others view them, so they behave more prosocially when observed by other

individuals [46–49]. This holds purely on the basis of observation in some cases, without

requiring any feedback from the observer. Therefore, if workers are concerned about how

they are perceived by their employers, they might increase their work effort simply due to

the knowledge that their employer is shown information on their productivity. And again,

not because they think this will lead to a future raise or monetary benefit but rather be-

cause they are concerned about how the boss will judge them as a person. Of course, pure

observation may not be enough to alter behavior, feedback may be required. There are

multiple prior papers showing that individuals respond to a situation knowing that not only

will their behavior be observed by others, but those others will have the chance to provide

feedback [48, 50, 51]. Note the important issue is the knowledge that feedback will be pro-

vided and the behavior can be changed simply on the basis of that rather than on the basis

of what the actual feedback is. If this is an operative motivation in this worker context, then

an employer providing frequent feedback could certainly boost productivity.

There are also indications in prior work that requiring workers to report frequently may

be counterproductive as it could drive them to work less. There are studies which show that
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monitoring individuals can cause the person being monitored to see the monitoring as a form

of distrust and this could in turn possibly diminishing their self-esteem [52–55]. Workers who

feel distrusted by an employer may work with less effort rather than more. Also, frequent

reporting may have an impact on what type of tasks a worker performs for the firm. If a

worker has short-term or easy projects which they expect will return positive results quickly,

they may be more likely to shift towards these tasks and away from ones which require more

of a time investment before observing a success. This would be due to perceived pressure

to produce positive results in relatively narrow time windows essentially de-incentivizing

working on long-run projects which take longer to mature. There is prior evidence of similar

behavior in other settings which make it seem plausible that such behavior could occur in

the workplace [56–61].

The empirical question is whether or not any of these behavioral motivations apply in a

worker setting and if so, how they balance out. We use controlled experiments to investigate

these issues. In the experiment, we simulate the relationship between a worker and an

employer. The worker is endowed with a certain amount of time to divide between working

for the firm and earning utility only for themselves, that is, we fully implement a standard

labor supply model. The worker can choose between two different firm tasks which model

the types of tasks described above that either payoff quickly or only after more time is

invested. In an important methodological innovation, we also include a real leisure option as

described in [62] so that we know that our subjects value their outside option of not working

on the firms’ behalf. The value of this outside option starts out generating more utility to

the worker than the firm tasks but declines with time spent on it which mimics the standard

assumption of a declining marginal utility of leisure. This gives us an interior equilibrium

in terms of effort provision. We will then have the worker report to their manager their

progress with varying frequency and styles of reporting regimes. By having a real leisure

outside option, we can measure how much utility a worker is willing to give up to expend

additional effort on the behalf of the employer under these different conditions.
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The experiment is designed to allow us to identify which of the previously described

behavioral motivations could be affecting worker effort. We have one regime in which the

worker is reminded of their recent productivity knowing that the employer will not see it.

A second treatment involves the employee seeing their productivity and knowing that it

will be shown to the employer though with the employer having no opportunity to respond.

Then we have a full reporting regime in which the employers observe and can send feedback

regarding their level of satisfaction. We compare the behavior observed in these treatments

to a baseline with no reporting. By examining how time spent on firm tasks changes between

treatments, we can identify if intrinsic motivation, observation or feedback is sufficient to

improve effort provision. In each of these treatments, we vary the frequency of reporting

to determine if that can impact behavior. Finally, given the multiple tasks, the workers

can choose, we can also observe whether the type of monitoring mechanism or the reporting

frequency affects the types of tasks the worker chooses to work on.

We find that increasing the frequency of reporting can increase worker effort on firm tasks

but this can come at a cost. When set too high, workers shift to spending more time on the

task which generates immediate payoffs despite the fact that this task yields lower expected

earnings relative to the task which requires more time investment. While there is substantial

literature suggesting that the level of observability of employee’s actions should impact their

behavior, we find a limited impact of differing levels of observation. In the conclusion, we

discuss why this might be the case and discuss the possibility of future research to better

identify the situations in which observability does and does not have strong impacts on

behavior.

3.2. Experiment Design

The focus of this study is on determining what element of a worker reporting their

progress to a supervisor can lead to increased work activity and whether the frequency with

which these reports are made can impact worker effort. As described before, there are many
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indications from prior literature about how reporting mechanisms could lead to increased

work activity but there are also some indications that the policy may be counter productive.

Our goal is to design an experiment which will enable us to examine all of these issues.

In the experiment, we simulate the relationship between a worker and an employer. The

worker will essentially be making labor supply decisions in which they can choose how to

allocate their time between work and leisure so as to maximize their utility. Our experiment

will allow the worker to choose between spending their time on multiple work related tasks

and a real leisure option so that it is clear that the worker receives positive utility from that

leisure choice. The choice environment is designed such that we expect the worker to prefer

to devote most of their time to leisure and that when choosing to work for the firm, the

worker should spend all of that time on a task that requires substantial time commitment to

generate a positive outcome. We will then conduct multiple treatments in which we vary the

manner in which a worker will report their earnings on firm tasks to their employer and we

will vary how frequently these reports are made. This will allow us to identify any changes

in worker behavior due to frequency of reporting or to the nature of the reports.

3.2.1. Tasks

As in a standard labor supply model, our workers are endowed with a fixed time budget

which they can choose to allocate between multiple options. In our experiment the time

endowment is 300 seconds. The workers will experience this as actual time so they will

spend 300 seconds on trials of the different tasks with the ability to switch between tasks

as often as they like. Each trial of a task that a worker engages in has the possibility to

result in a successful outcome or in a failure. The probability of a worker experiencing a

success depends on how much time allocated to that specific trial with the probability of

success increasing in the amount of time spent on a trial. The specific functional form for

this success function is prob = 1− e−λt2 , where t refers to the amount of time spent on the
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trial and λ captures the curvature of the curve.5 We use different values of λ for different

tasks as shown in Table 3.1 and Figure 3.1. The worker will choose how long to spend on a

trial, stop that trial and find out the outcome and then start a new trial of whatever task

they like until their 300 seconds expires.

The worker has three available tasks; the Firm Challenging Task, the Firm Standard

Task and the Own Standard Task. The first is designed to mimic a task which has high

value to a firm but which can involve substantial time investment to generate a successful

outcome. The Firm Standard task is a more mundane project with middling rewards but

that can generate successes in relatively short amount of time. The Own Standard Task is

the real leisure option. As seen in Table 3.1, the Firm Challenging tasks pays 30 ECUs per

success to both the Employer and the worker while the Firm Standard Task only pays 10.

By examining Figure 3.1, you can see that the probability of success in the Challenging task

is lower for any time expenditure than the Standard task, or rather to achieve any particular

probability of success, more time is required in the Challenging task than the Standard

task. These two tasks have been specifically constructed such that both the Worker and the

Employer should prefer the worker choosing to work on the Challenging task.

The success function for the Own Standard Task is the same as the Firm Standard Task,

simply to make the decision problem easier for the subjects. The earnings per success of the

Own task are, however, not constant as they are for the Firm tasks. In the Own task, the

earnings per success are decreasing with each success achieved. This function is shown in

Figure 3.1. This element is included to satisfy the standard assumption in a labor supply

model that there are diminishing returns from leisure and to guarantee an interior solution

for how much time the worker should allocate to his or her various tasks.

5The probability curve is convex when the amount of time is small and then concave as more time spent.
This ensures the existence of an interior solution for the optimal amount of time on a trial.
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Table 3.1: Success function and earnings per success for each task

Success Function Earnings per Success

1− e−λit2 Employer Worker

Firm Challenging Task λfc = 1.395 ∗ 10−3 30 30

Firm Standard Task λfs = 5.582 ∗ 10−3 10 10

Own Standard Task λfs = 5.582 ∗ 10−3 0 wos(nos)

Figure 3.1: The Difference among Workers’ Available Tasks

To see how a worker should allocate time between tasks, we can look at Figure 3.2.

The first step in determining optimal allocation of time between tasks requires determining

optimal time spent on each task per trial, since for any given amount of time on a task they

need to maximize its expected earnings per second. For each trial of either the Own Standard

Task or the Firm Standard task, the worker should spend 15 seconds. For each trial of the

Firm Challenging task, the worker should spend 30 seconds, or double the amount of time
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as the Standard task. In all cases, this works out that the Worker will have a 64.37% chance

of success for each trial regardless of which task it is from.

Figure 3.2: The worker’s expected earnings per second for different tasks

Given optimal time spent per trial, it becomes easy to see why the Firm Challenging Task

dominates the Firm Standard Task. The Firm Challenging Task pays off three times the rate

of the Standard Task but only requires double the time investment. As Figure 3.2 shows,

this leads to the expected earnings per successful trial of the Firm Challenging task always

dominating the expected earnings from the Firm Standard Task. For the Own Standard

task, the initial per success earnings are the same as the Firm Challenging task but require

half of the time investment meaning that it is clearly optimal to begin on Own tasks. With

cumulative successes, the expected earnings from the own task drops off until the expected

earnings are equal for the Own Standard task and the Firm Challenging task at 10 successful

trials of the Own Standard task. After a worker has accumulated 10 successful trials in the

Own Standard task, they should clearly devote any remaining time to the Firm Challenging

Task. Following this strategy, a worker is expected to spend 233 out of 300 seconds on the

Own Standard Task with the remaining 77 seconds being spent on the Firm Challenging
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task. This should generate an expected 281.61 ECUs to the worker and 43.11 ECUs to his

employer.

This baseline theoretical prediction suggests that a standard worker should spend most

of their time on their Own task leaving little time for work on tasks for the employer. The

preferences of the employer are of course that the Worker would spend more time on the

Firm Challenging task. Thus we have the tension faced in a normal workplace and can

investigate how an employer might go about increasing the time the worker spends on the

Firm Challenging Task. As noted, we will specifically investigate using different treatments

whether asking workers to report their earnings for the Firm can do that and if so what is

the effect of different reporting frequencies and what behavioral channel is responsible for

the affect.

3.2.2. Procedure

We have two phases in our experiment. The second phase is designed to investigate how

the reports would affect workers’ time allocation among these different tasks. However, all

experiment sessions begin with an identical initial phase to get both workers and employers

familiar with the tasks and to make sure that they understand the difference across the tasks.

Prior to phase one, subjects are given complete instructions about it and are told that there

would be a second phase and they would be given instructions for it after the first phase is

complete. Their earnings from the experiment will be equal to the sum of the earnings from

both phases.

3.2.2.1. Phase One

There is no role assignment in the first phase, and all the subjects are treated identically.

They act independently, and their actions only affect their own earnings. There are two
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rounds in the first phase and in each phase, a subject will engage in trials for a single type

of task without the ability to choose among multiple tasks. In one round, the subjects will

work on trials of the Challenging Task and the other round they will work on the Standard

task with the order of the two randomized for each subject. These two tasks are the same

as the firm tasks described before except they will only generate earnings to the subject as

there is no employer in this phase. When a subject works on the Challenging Task and gets

a success, she receives 30 ECUs; when she works on the Standard Task and gets a success,

she receives 10 ECUs. In each round, subjects are given 300 seconds to be spent on trials of

the assigned task.

Figure 3.3: The screen worker a trial of the Standard Task

In Figure 3.3, we have shown the sample screen where the subject begins a trial. Before

the subject starts a trial, she can explore its details on this screen. The success function for

that task is shown in the middle. A slider in the table on the top right allows the subject

to see how increasing or decreasing the hypothetical amount of time she might spend on the

trial will affect her probability of success. As she moves the slider bar, there will be a dot
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tracking the curve. The subject can start a trial by clicking “Begin”. Then, she will be on

another screen where she will spend actual time on the trial and her success probability is

tracked along the success function as time progresses. She can submit the trial when she has

achieved the success probability she desires. After the submission, the round timer will be

paused and the outcome of the trial will be determined. She will be back on the screen in

Figure 3.3 to start another trial. She will continue making these decisions until she uses up

all 300 seconds for that round.

There are several purposes for this phase. Firstly, this phase gives subjects time to

understand how much time they need to spend on a trial of a task to get certain chance of

success and what earnings they would receive if they get a success. Secondly, the experience

with the two tasks in this phase helps subjects understand the difference among the tasks that

will be available to workers in the second phase. Thirdly, this phase would help employers

in the second phase form reasonable expectations on the earnings their workers can generate

to them. The reason that this is important will become clear as we explain the reporting

treatments in phase 2.

3.2.2.2. Phase Two

In the second phase of the experiment, we assign half of the participants in an experiment

session a role as an employer and the other half a role as a worker. Their roles are assigned

at the beginning of the second phase and stay fixed throughout the second phase. There

are four rounds in the second phase. At the beginning of each round, we randomly match

every worker with an employer to establish the employment relationship. Every employer

is required to pay a 10 ECU salary to her worker. We use this salary payment as a way

of setting up the employment situation and to potentially activate a norm in which the

worker should be working on behalf of their employer. Workers are re-matched to a new
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employer in every round. The only interaction between subjects in this phase is between

each worker-employer pair.

Workers are endowed with 300 seconds (5 minutes) in each round to spend on the three

available tasks, the Firm Challenging Task, the Firm Standard Task and the Own Standard

Task. In the instructions for this phase, we explain the differences between these tasks to the

subjects by showing Figure 3.1 on their computer screen and explaining the characteristics

of each task. As they have just spent phase 1 performing trials of the two Firm tasks, the

main elements to explain to them are the Own Standard task and how they will be able to

choose among tasks.

Figure 3.4: The screen worker chooses the task and starts a trial of the chosen task

In Figure 3.4, we have shown a sample of the screen where a worker will choose between

the three available tasks and then start a trial of the chosen task. The graph and tables on

the right of the screen can help the worker examine the potential earnings and probability of

success of a trial for each of the three tasks. In those tables, the worker can see not only his

61



earnings from a success but also his employer’s earnings. The last column of the earnings

table shows how much the worker can earn from the next success of the Own Standard task

given how many successes he already achieved from that task so far in the current round.

This is the key information the worker needs in making his choice among tasks. The worker

can then choose a task and start a trial of the chosen task on the bottom of the screen. He

will move to the screen where he spends time on the trial, which will be a screen almost

identical to the one used in the first phase. As before, a worker can wait until the success

probability hits the desired level and submit the trial. After the submission, he will be back

on the screen in Figure 3.4 to observe the outcome and then choose a task for which to start

another trial. He will continue making these decisions until he uses up all 300 seconds for

that round.

Employers will not be sitting idly but instead they will also be working on a similar

basis. We have them work on two tasks, known as Employer Challenging Task and Employer

Standard Task. These two tasks have the same success functions as the tasks the worker

will engage with but they generate much lower earnings. Employers only receive 3 ECUs per

success from the Employer Challenging Task and 1 ECU from the Employer Standard Task.

Workers receive no earnings from the success of their employer. The point of this activity is

simply to give the employer some activity to engage in to prevent boredom and to prevent

workers from identifying who in the room is an employer. Given that they will not generate

much in earnings from their own work, this also makes it clear that the employers are highly

dependent on the workers to generate their earnings. Employers are not allowed to choose

between the tasks but rather which task they work on is randomly determined after each

trial they submit.

3.2.3. Treatments
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The first intervention we perform to determine its impact on worker effort is that we have

the workers report on the earnings they have generated for the firm since their last report. To

examine how the frequency of reporting affects behavior, we vary the frequency of reporting

across rounds. Workers will be asked to report 1, 2, 5 or 10 times in a round. The ordering

of these four reporting frequencies across the four production rounds is randomized across

workers. A worker reporting once, implies that they only report at the end of the production

round. If a worker is asked to report twice, then he will report after he has spent 150 seconds

working and then report again after he has spent 300 seconds. The time spent on the reports

is excluded from the 300 seconds. This removes the penalty to productivity that would come

from extra time spent on the reporting itself. We do not believe such a reporting cost to

be negligible in actual workplace settings, rather we wish to remove it here just to focus on

the marginal effects of the reporting itself. The only information employers observe about

worker productivity comes through this reporting mechanism.

In the introduction we explained that the expected impact of reporting frequency on

employee effort is ambiguous based on prior research. Firms obviously use this reporting

mechanism as an attempt to increase productivity but we noted several prior studies which

cast doubt on whether that would occur. In particular, there is evidence that frequent

monitoring could be seen as distrustful behavior by an employer which could de-motivate a

worker. Further, if asked to report too frequently, this could shift behavior towards the Firm

Standard task. If you consider the case of reporting 10 times, this means reporting every 30

seconds. That allows for only one trial of the challenging task but two from the standard

task. This means that the probability of achieving a success between reports is quite low for

the challenging task. A worker concerned about reporting a lack of results may well choose

to spend time on the standard task as reporting windows narrow to increase the probability

of achieving at least some positive results between reports. These claims form the basis for

our first two hypotheses.
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Hypothesis 6 (Frequency - Total Effect) Increased frequency of reports will lead to

an increase in the amount of time spent on the firm tasks.

Hypothesis 7 (Frequency - Substitution Effect) Increased frequency of reports will

lead to a worker substituting trials of the standard task in place of the challenging task.

The next issue we wish to investigate is what aspect of the reporting mechanism drives

any increase in effort. While one might expect that having workers report and receive

feedback would achieve an increase in worker effort, it isn’t clear what aspect of the process

is responsible for such a reaction. It is possible that the worker possesses intrinsic motivation

for effort and simply reminding them of their production so far would spur them on to greater

work effort. On the other hand it is possible that an individual only has such concerns when

they know the affected party can observe what they have done and so perhaps simply knowing

that the employer will view the results will lead to a productivity increase. Or, perhaps the

only way to generate a response is for the worker to know that the employer will not only

observe but also be able to provide feedback. We will construct four different reporting

mechanisms that will allow us to differentiate between these channels. Each session of the

experiment will use only one of these reporting treatments and it will hold for all of phase 2.

1. Baseline: Workers do not report. This is the baseline of the experiment. As a control

for the other treatments, workers and employers are asked to pause for several seconds

1, 2, 5 or 10 times per round. The number of seconds of the pause is determined by

the average time taken in the reporting stage in the Feedback treatment which is the

longest among the three treatment. These pauses are included to help identify that any

effort change observed between this treatment and the others is due to the reporting

element and not the interruption in work activity caused by the reporting.

2. Intrinsic Motivation: Workers are required to acknowledge the earnings they have

generated for their employers, but their employers do not see any information about
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worker productivity. Workers are told this explicitly that while they will see reports on

their productivity, their employer will not. Consequently, all the reporting element of

this treatment consists of is to remind a worker how much money they have generated

for their employer over the previous reporting period.

3. Observability: Workers are required to report the earnings they have generated for

their employers, and these reports will be sent to and seen by the employers. Again,

it is clearly explained to workers that when they send in an earnings report, their

employer will see it but the employer has no way of communicating with the worker

or responding to the report. This reporting mechanism achieves common knowledge

between worker and employer regarding the employer earnings generated by the worker

meaning the worker can expect that their employer may be judging them, but that

judgment cannot be communicated to the worker. This element indicates why it was

necessary for employers to participate in phase 1 as doing so should allow them to get

some idea of how much earnings it might be reasonable or possible for the worker to

produce for the employer.

4. Feedback: This is the full reporting regime in which workers send in their earnings to

the employer and the employer can respond with feedback. For feedback, the employer

can choose from a scale of 1 to 7 to express their level of satisfaction with the achieved

earnings. On this scale, 1 represents strongly dissatisfied while 7 means strongly satis-

fied. In this treatment, workers might care about not only their employers’ judgment

but also the feedback sent by employers.

Each of these treatments was designed to test why having employees report might af-

fect their productivity. We have previously discussed the possibility that individuals could

possess intrinsic motivation, could be concerned about judgment or that they might be con-

cerned about potentially negative feedback. Of course it is also possible that individuals are

concerned about all three and each of these effects could add on to each other. By conducting
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the baseline and then these three other treatments, we can separate between these issues.

This leads to our next three hypotheses.

Hypothesis 8 (Intrinsic Motivation) Having workers acknowledge the earnings gener-

ated to their employers will increase the time spent on firm tasks compared to when they are

not asked to acknowledge those earnings.

Hypothesis 9 (Observability) Having workers report the earnings generated to their em-

ployers and know that the report will be seen by their employers will increase time spent on

the firm tasks compared to the non-reporting case.

Hypothesis 10 (Feedback): Having workers report the earnings generated to their em-

ployers and know that the report will be seen and commented on by their employers will

increase time spent on the firm tasks compared to the non-reporting case.

3.2.4. Implementation

All of our experiment sessions were conducted at Southern Methodist University. Subjects

were recruited from a university-wide subject pool using a computerized recruitment system

based on h-root [63]. The pool consists of a mix undergraduate and graduate students

who had indicated a willingness to be paid volunteers in decision-making experiments. The

interactive software system is programmed using z-Tree [27]. Subjects’ final payoff is equal to

a $10 show-up fee plus the sum of earnings from both phases. For each phase, we randomly

select one round for payment. We translate ECUs into dollars at the rate of 20.00 ECUs =

$1.00. Payments including the show-up fee ranged from a minimum of $15.59 to a maximum

of around $39.2, with an average of $26.0. Each session lasted an hour and a half to two

hours.
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Table 3.2: Experimental Design and Data Points

Sessions Subjects

Baseline 2 22

Intrinsic Motivation 3 36

Observability 3 32

Feedback 3 32

3.3. Experiment Results

We will begin presenting the results of the experiments by providing a set of summary

statistics to provide an overview of the data. We will not conduct tests on these simple

summary statistics as these tests are mis-specified given the nature of the data. Formal

tests of the hypotheses will be conducted using properly specified regressions in the next

section but having an understanding of these summary statistics can be helpful in properly

interpreting the regressions.

An initial question to examine in the data is the degree to which subjects could solve the

basic problem of figuring out how much time to spend on a trial of each task. Table 3.3

shows the average time the subjects spend on a trial by type of task in both phases of the

experiment and indeed on average the subjects spent almost the exact optimal amount of

time per trial or 15 seconds per trial on the standard task and 30 seconds per trial on the

challenging task. Of course, while on average they chose correctly, this doesn’t mean all

choices were exactly at the optimal. Figure 3.5 and Figure 3.6 show the density plots of

time spent on trials to reveal the full distribution. These again show that the mean is very

close to the prediction with roughly normal distributions around that mean. Establishing

that subjects on average figured out the correct amount of time to spend per trial is useful

to make it clear that they understood the relevant incentives and the differences between

the tasks. One point to note is that the largest errors as indicated by the plots are for those

individuals choosing the standard task in Phase 2. For this group, the average is a little

under the optimal choice and there is a fair amount of spread to the choices. Since these
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subjects are already making a mistake by choosing this task, it stands to reason that they

would also make the most mistakes in regard to time spent per trial.

Table 3.3: Average time spent on a trial by task in both phases.

Phase One Phase Two

Employer Worker

Challenging Task 26.92 25.21 29.82

Standard Task 15.95 14.56 15.94

Own Standard Task - - 16.67

Notes: standard errors clustered at the individual subject level. p-value in parentheses.
*** p < 0.01. ** p < 0.05. * p < 0.1.

One of the main research questions of the paper is the degree to which different reporting

frequencies might impact behavior and the summary statistics breaking down work time

allocation by frequency is shown in Table 3.4. Table 3.5 then shows similar summary

statistics by reporting treatment. As a reminder, the worker is endowed with 300 seconds

to be divided among three available tasks. If the worker only cares about his own earnings,

he is expected to spend only 67 seconds on the Firm Challenging Task with the rest of the

time, 233 seconds, spent on the Own Standard Task. A worker should spend no time on

the Firm Standard Task. From these tables, we found the workers on average spend more

than 150 seconds on the two firm tasks combined, which is a bit more than twice prediction.

This could indicate a willingness on the part of the workers to sacrifice their own welfare

to generate earnings for the employer. We also find that while they should spend no time

on the Firm Standard Task, workers actually spend around 10% of their time on this task

despite it being dominated by the Challenging Task with respect to earnings to the worker

and the employer. We will examine possible reasons for this behavior in the next section.

If we look at how worker behavior varies with the reporting frequency, on average there

seems to be an increase in time spent on firm tasks as frequency rises up to a peak at the 5
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Figure 3.5: Average time spent on a trial for the two tasks in phase one

Figure 3.6: Average time spent on a trial for the workers’ three tasks in phase two
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Table 3.4: Average time allocation of workers by frequency.

Firm Firm Chal Firm Std

Freq = 1 171.52 154.56 16.97

Freq = 2 182.38 159.92 22.36

Freq = 5 196.61 175.38 21.23

Freq = 10 184.41 148.07 36.34

Notes: Firm refers the total time spent on the two firm tasks. Firm Chal refers the Firm Challenging Task.
Firm Std refers to the Firm Standard Task. Own Std refers to the Own Standard Task.

report frequency. Going all the way up to 10 reports seems to pull the total back down while

also leading to a substantial increase in time spent on the Firm Standard task. Looking

next at the data broekn down by reporting treatment shows that there could be an effect

from the Feedback treatment of increasing total time spent on firm tasks relative to the no

reporting treatment but neither the Intrinsic Motivation or Observability treatments seems

to have improved worker effort by much. This is quite surprising given all the prior work

demonstrating that in other contexts, interventions like this seem to have been enough to

shift behavior.

Figure 3.7 shows another look at this data as it presents the time allocation split out by

both reporting treatment and by reporting frequency. Again, it looks like the most substan-

tial productivity improvement was for the 5 report regime in the Feedback treatment and

Table 3.5: Average time allocation of workers by treatment.

Firm Firm Chal Firm Std

Baseline 175.31 148.40 26.92

Intrinsic Motivation 188.71 166.89 21.82

Observability 168.74 151.31 17.33

Feedback 197.33 158.25 39.08

Notes: Firm refers the total time spent on the two firm tasks. Firm Chal refers the Firm Challenging Task.
Firm Std refers to the Firm Standard Task. Own Std refers to the Own Standard Task.
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there is a general trend in all reporting treatments of moderate productivity improvements

up to the 5 report condition followed by a decline in the 10 report condition.

3.3.1. Effect of Reporting Frequency on Time Allocation

We will now present a series of regressions to examine each of our hypotheses in order

beginning with the hypotheses concerning the effect of changing the frequency of reporting.

For an initial test, we will examine how reporting frequency might affect behavior differently

between the baseline treatment without reporting and all of the reporting treatments pooled

together. Table 3.6 contains a set of random effects panel regressions with standard errors

clustered at the subject level to examine how worker behavior might vary with the frequency

of reports. We examine in one specification their choice of total time on firm tasks and then

we break that out into two other specifications for the time spent on the challenging task

and time spent on the standard task. These regressions provide support for our first result.

Result 1 (Frequency Total Effect) Increasing the frequency of reports generates a sta-

tistically significant increase in the amount of time spent on firm tasks with a maximum

effect at the reporting frequency of 5.

As Table 3.6 shows, for the non-baseline treatments or the treatments where subjects are

actually reporting to one degree or another, we find that all of the indicator variables for

each frequency of reporting to be at least marginally significant in the regression examining

total time spent on the firm tasks. The coefficient on the 5 report condition is the largest.

The χ2 tests show that this coefficient is significantly different than the coefficients on the

2 report condition(Prob > χ2 = 0.0562) while not significantly different from the 10 report

condition(Prob > χ2 = 0.3722). Thus productivity does increase as hypothesized though

there does not seem to a be positive effect at very high levels of reporting
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Figure 3.7: Time allocation for different settings and different frequencies

Table 3.6: Test how the frequency of reports/pauses affect workers’ time allocation in the
Baseline and Non-Baseline Treatments.

Baseline Non-Baseline

Firm Firm Chal Firm Std Firm Firm Chal Firm Std

Cons.(Freq = 1) 227.5∗∗∗ 182.9∗∗∗ 44.5∗∗∗ 200.6∗∗∗ 161.7∗∗∗ 38.8∗∗∗

(0.000) (0.000) (0.009) (0.000) (0.000) (0.000)

Freq = 2 9.90 8.96 0.95 12.2∗ 5.04 7.14

(0.302) (0.437) (0.908) (0.072) (0.541) (0.176)

Freq = 5 -5.02 4.38 -9.40 29.6∗∗∗ 23.4∗ 6.20

(0.791) (0.818) (0.104) (0.009) (0.051) (0.212)

Freq = 10 -19.6 -18.2 -1.36 20.2∗ -4.19 24.3∗∗

(0.377) (0.409) (0.892) (0.071) (0.721) (0.016)

Round -18.5∗ -8.27 -10.2∗∗ -12.4∗∗∗ -3.46 -8.94∗∗∗

(0.058) (0.323) (0.013) (0.000) (0.421) (0.002)

N 44 44 44 200 200 200

Notes: standard errors clustered at the individual subject level. p-value in parentheses.
*** p < 0.01. ** p < 0.05. * p < 0.1.
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Of course it is possible that this effect is simply due to subjects being asked to pause

during their production phase. This possibility can be eliminated by examining the results of

this same regression on the Baseline data. In that regression we find the indicator variables

for frequency of pauses to be insignificant. Thus it is clear that it is some aspect of the

monitoring combined with the increased reporting frequency that leads to the performance

improvement. What is not clear though is which aspect of reporting is required to generate

the effect.

Our next hypothesis deals with a possible negative aspect of frequent reporting and that

is the possibility that the worker might substitute away from the more lucrative challenging

task for the standard task which is more likely to give them positive results that they can

include in their reports over short time intervals. Our next result finds in favor of this

hypothesis.

Result 2 (Frequency - Substitution Effect) Increasing reporting frequency past 5 re-

ports leads to workers decreasing their time spent on the Firm Challenging Task while in-

creasing the time spent on the Firm Standard Task indicating that at high frequencies they

are substituting time spent on the Challenging Task for time spent on the Standard Task.

To examine this we can look at the fifth and sixth columns of Table 3.6 showing how the

time spent on the two types of tasks changes as reporting frequency increases. The key is that

at a reporting frequency of 5, the coefficient on the challenging task is large and significant

while the coefficient on the 10 report period is actually negative though insignificant. For

the standard task regression, we find that this relationship is essentially reversed with the

coefficient on the 5 report condition being insignificant but the coefficient on the 10 report

condition is large and significant. It is in fact essentially the same as the coefficient as the

one for the 5 report condition on the challenging task regression. This shows clear evidence
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that between the 5 and 10 report conditions, the workers are substituting their effort towards

the standard task and away from the challenging task as hypothesized.

Result 1 establishes that increased frequency of reporting can increase effort on firm tasks

but it does not tell us which reporting regime or regimes are necessary to deliver that effect.

Table 3.7, provides similar regressions on worker time allocation but this time all of the

reporting treatments are considered separately to identify which of them deliver the effect.

What we find is that each treatment is delivering behavior shifts in the manner we identified

in the pooled data but due to substantial variance in the data, few of these effects manage to

obtain significance. The effects are closest to significance in the Observability and Feedback

treatments, but even there p-values are in the 10-20 percent range. The indication here is

that we are finding relatively weak effects in each treatment which only pass the significance

test in the pooled data. This is an interesting finding to which we will return later.

An important consequence of the workers choosing to spend more time on firm tasks as

reporting frequency rises is that they should expect to make more money for the employer but

less for themselves. We can examine these effects as a way of determining how consequential

are the shifts in time allocation that we observe. Table 3.8 presents random effects panel

regressions with standard errors clustered at the subject level of both employer and worker

earnings in the baseline and non-baseline data subsets. While the shift in worker behavior

is enough to harm their own expected earnings at the 5 and 10 reporting frequency levels,

the effect on the employer is not quite significant for any of the reporting levels. Of course

it is important to note that what we were investigating here is whether reporting leads to a

worker being willing to sacrifice their own welfare to work more for their employer. We find

that the workers are actually sacrificing up to 10 percent of their earnings for their employer.

Given the variability in the actual task, this doesn’t necessarily translate into substantial

earnings increase for the employer but that is simply due to the parameterization of this

task. The key to the finding is that requesting more frequent reports can indeed induce
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Table 3.7: Test how the frequency of reports affect workers’ time allocation in Each of the
Non-Baseline Treatments.

Intrinsic Motivation Observability Feedback

Firm Firm Chal Firm Std Firm Firm Chal Firm Std Firm Firm Chal Firm Std

Constant 229.7∗∗∗ 181.5∗∗∗ 48.2∗∗∗ 167.4∗∗∗ 137.3∗∗∗ 30.0∗∗ 190.7∗∗∗ 156.2∗∗∗ 34.6

(0.000) (0.000) (0.008) (0.000) (0.001) (0.024) (0.000) (0.000) (0.144)

Freq = 2 16.7 13.5 3.27 23.1∗ 4.82 18.3∗∗∗ -7.48 -5.14 -2.34

(0.135) (0.162) (0.683) (0.060) (0.689) (0.008) (0.472) (0.795) (0.853)

Freq = 5 27.7 13.8 13.9 28.4 27.1 1.30 34.4 30.6 3.83

(0.125) (0.523) (0.248) (0.190) (0.205) (0.691) (0.118) (0.185) (0.622)

Freq = 10 12.0 -1.51 13.5 0.87 -18.0 18.8∗∗ 32.1 -7.68 39.8

(0.380) (0.948) (0.426) (0.954) (0.166) (0.012) (0.232) (0.714) (0.120)

Round -22.0∗∗∗ -8.43 -13.6∗∗ -4.73 4.20 -8.93∗∗∗ -3.27 -0.95 -2.32

(0.008) (0.417) (0.027) (0.326) (0.401) (0.001) (0.498) (0.890) (0.671)

N 72 72 72 64 64 64 64 64 64

Notes: standard errors clustered at the individual subject level. p-value in parentheses.
*** p < 0.01. ** p < 0.05. * p < 0.1.

workers to give up their own welfare to work more for the firm Of course in the 10 report

case, the workers are giving up both their own and their employer’s potential earnings due

to the fact that they are shifting to time spent on the wrong task.

3.3.2. Effect of Reporting Treatments on Time Allocation

We now turn to examining the effect of the different reporting regimes on worker behavior

to try to identify what aspect of the reporting task can lead to increases in worker effort.

We again conduct a series of random effects panel regressions with standard errors clustered

at the subject level with the dependent variables being time spent on firm tasks in total

and then split out to the two types of tasks but this time with independent variables being

the reporting regime. In these regressions, we are comparing the time allocation in each of

these reporting treatments to the baseline without reporting. These regressions are shown

in Table 3.9 and provide the basis for our next three results.
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Table 3.8: Test how the frequency of reports/pauses affect the earnings (ECUs) workers
generate to their employers and to themselves in the Baseline and Non-Baseline
Treatments.

Baseline Non-Baseline

Employer Worker Employer Worker

Constant 146.4∗∗∗ 241.7∗∗∗ 109.5∗∗∗ 209.2∗∗∗

(0.000) (0.000) (0.000) (0.000)

Freq = 2 4.49 -13.4 11.5 0.95

(0.816) (0.540) (0.117) (0.905)

Freq = 5 -6.61 -2.40 11.3 -17.3∗

(0.789) (0.882) (0.132) (0.058)

Freq = 10 -24.9 -23.9 0.80 -20.1∗∗

(0.230) (0.198) (0.922) (0.033)

Round -14.7∗ -1.48 -3.72 8.56∗∗∗

(0.095) (0.810) (0.166) (0.007)

N 44 44 200 200

Notes: standard errors clustered at the individual subject level. p-value in parentheses.
*** p < 0.01. ** p < 0.05. * p < 0.1.
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Table 3.9: Test how the nature of the reports affects workers’ time allocation.

Firm Firm Chal Firm Std

Constant 209.9∗∗∗ 171.7∗∗∗ 38.2∗∗∗

(0.000) (0.000) (0.000)

Intrinsic 11.1 5.87 5.23

(0.734) (0.867) (0.552)

Observability -8.97 -9.71 0.74

(0.798) (0.796) (0.944)

Feedback 19.7 -2.77 22.5∗

(0.543) (0.937) (0.071)

Round -12.9∗∗∗ -4.27 -8.64∗∗∗

(0.000) (0.258) (0.000)

N 244 244 244

Notes: standard errors clustered at the individual subject level. p-value in parentheses.
*** p < 0.01. ** p < 0.05. * p < 0.1.

Result 3 (Intrinsic Motivation) Having workers acknowledge the earnings generated to

their employers does not lead to a statistically significant increase in the time spent on firm

tasks compared to when they are not asked to acknowledge those earnings.

Result 4 (Observability) Having workers report the earnings generated to their employ-

ers and know that the report will be seen by their employers does not lead to a statisticaly

significant increase in time spent on the firm tasks compared to the non-reporting case.

Result 5 (Feedback) Having workers report the earnings generated to their employers and

know that the report will be seen and commented by their employers does not lead to a

statistically significant increase in time spent on the firm tasks compared to the non-reporting

case.

What we find is that all of these treatment coefficients are not significantly different

from 0. This might be considered puzzling given the prior results showing that reporting
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frequency can improve worker effort. What we are essentially observing here is that the

reporting regime on it’s own is not sufficient to drive effort but interacting it with frequent

reporting can do so. In these regressions we are pooling all of the reporting frequencies and

given that we found offsetting results for the 5 and 10 report frequencies and small effect at

the 2 report frequencies, this is perhaps less surprising than it more otherwise seem. What

these regressions show is that there is not on overall level effect of the reporting regime that

occurs at any and all reporting frequencies. One should not conclude that this means that

the different types of reporting are ineffective at generating increased worker effort. Rather

the indication is that one has to be careful in pairing the reporting regime with the right

frequency to get the desired effect.

3.3.3. Effect on Timing and Trials

In addition to the main questions regarding how increased reporting frequency might

impact overall effort provision, there are also important questions regarding other aspects

of worker effort that might be impacted by reporting. One of thes important questions has

to do with the timing with which firm effort is provided. Theoretically, a worker should

worker on the Own Task for most of the time and then towards the end switch to the

Firm Challenging Task. In addition to increasing the amount of time spent on the Firm

Challenging Task, a firm might also want to have the worker start on that task earlier in the

production period. This might be one important impact of asking for interim reports. While

given the production function in this experiment, the timing of the effort isn’t important,

the timing might be important in many field situations and so it is worth looking at whether

these reports can get workers to start on their firm tasks earlier.

In order to see the effect of reports on the timing of tasks, we divide each 300 second round

into ten 30-second. We then conduct a series of regressions examining how the amount of

time a worker spends on firm tasks is affected by the frequency of monitoring in each of these
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10 intervals separately. What these regressions will show is whether any of our frequencies of

monitoring increased the time spent on the firm tasks in each of these 10 intervals. Table 3.10

contains a set of these random effects panel regressions with standard errors clustered at the

subject level to examine how the workers’ time investment in firm for each interval affected

by the changing frequency of reports. What we find is that for the 5 and 10 report conditions,

there is a significant effect in several of the first 4 intervals while there is no systematic impact

in later intervals. This indicates that the overall time increase on firm tasks we observed

previously is primarily coming in the first half of the production period. Thus there is some

indication that increased reporting frequency can induce workers to begin their work on firm

tasks than without reporting or with lower frequency of reporting.

We can engage in the same exercise to determine if there is a systematic effect of the

type of reporting mechanism in use on the timing of effort provision. It isn’t clear that this

should have an impact separate from the frequency of the reports but we can still examine

the issue. Table 3.11 contains a set of random effects panel regressions with standard errors

clustered at the subject level to investigate this. The dependent variables of these regressions

are the same as those in Table 3.10, but the explanatory variables here are dummy variables

for reporting treatments. What we find is that all of these treatment coefficients are not

significantly different from 0. Thus the reporting regime alone does not lead to any time

shifting absent the effect from the monitoring frequency.

A final issue to examine is another possible negative effect of frequent monitoring and

this is the possibility that frequent monitoring could cause workers to become impatient

or sloppy on their individual trials by submitting them too soon. Given that we’ve shown

that overall subjects did an amazing job of spending the correct amount of time per trial,

it is worth investigating whether frequent monitoring led to a decrease in the time per trial

as workers may have been rushing to get some positive results. As a simple check on this

we can examine the summary statistics of the time spent per trial on the different tasks
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Table 3.10: Test how the frequency of reports affect workers’ time on firm tasks in each
30-second interval

1 2 3 4 5 6 7 8 9 10

Cons(Freq=1) 20.0∗∗∗ 19.1∗∗∗ 19.9∗∗∗ 15.8∗∗∗ 17.9∗∗∗ 21.3∗∗∗ 23.8∗∗∗ 21.7∗∗∗ 21.1∗∗∗ 20.0∗∗∗

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Freq=2 -1.38 0.80 0.84 0.88 0.83 -0.47 0.61 1.96 4.68∗∗ 3.43

(0.411) (0.579) (0.513) (0.501) (0.592) (0.759) (0.735) (0.340) (0.020) (0.112)

Freq=5 2.00 4.54∗∗∗ 3.52∗ 5.54∗∗∗ 2.45 2.01 -0.17 1.84 3.64∗∗ 4.25∗∗

(0.277) (0.010) (0.054) (0.004) (0.209) (0.251) (0.927) (0.291) (0.026) (0.029)

Freq=10 3.25∗∗ 4.97∗∗∗ 2.48 5.01∗∗∗ 2.26 -0.86 -1.45 0.50 2.66 1.36

(0.024) (0.002) (0.143) (0.005) (0.205) (0.644) (0.485) (0.781) (0.246) (0.517)

Round -1.95∗∗∗ -1.43∗∗ -1.48∗∗∗ -0.92 -0.75 -1.24∗∗ -1.81∗∗∗ -0.98 -1.10 -0.73

(0.000) (0.013) (0.008) (0.107) (0.177) (0.032) (0.002) (0.117) (0.150) (0.255)

N 200 200 200 200 200 200 200 200 200 200

Notes: standard errors clustered at the individual subject level. p-value in parentheses.
*** p < 0.01. ** p < 0.05. * p < 0.1.

Table 3.11: Test how the report regimes affect workers’ time on firm tasks in each
30-second interval.

1 2 3 4 5 6 7 8 9 10

Cons(Baseline) 16.8∗∗∗ 19.3∗∗∗ 21.2∗∗∗ 21.2∗∗∗ 19.6∗∗∗ 21.4∗∗∗ 24.2∗∗∗ 22.6∗∗∗ 22.7∗∗∗ 20.8∗∗∗

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Intrinsic 5.57 2.78 1.80 -0.66 -0.35 1.19 -1.81 -0.53 1.05 2.05

(0.208) (0.526) (0.694) (0.875) (0.924) (0.755) (0.645) (0.885) (0.787) (0.627)

Observability -0.21 0.18 0.095 -3.85 -0.90 -0.35 -2.88 -1.49 -0.26 0.70

(0.965) (0.971) (0.984) (0.386) (0.815) (0.928) (0.455) (0.689) (0.944) (0.866)

Feedback 5.02 4.36 1.20 -2.52 1.90 -0.11 1.35 1.67 2.17 4.66

(0.270) (0.336) (0.790) (0.540) (0.611) (0.975) (0.721) (0.643) (0.556) (0.224)

Round -1.71∗∗∗ -1.48∗∗∗ -1.75∗∗∗ -1.03∗ -0.97∗ -1.33∗∗ -1.62∗∗∗ -0.88 -1.05 -1.10∗

(0.001) (0.007) (0.001) (0.073) (0.076) (0.023) (0.001) (0.112) (0.138) (0.064)

N 244 244 244 244 244 244 244 244 244 244

Notes: standard errors clustered at the individual subject level. p-value in parentheses.
*** p < 0.01. ** p < 0.05. * p < 0.1.
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broken down by the reporting frequency. This is shown in Table 3.12 and then Table 3.13

shows similar summary statistics by reporting treatment. All of these summary statistics

are practically identical making it clear that even asking subjects to report 10 times in a 300

second production period did not lead to the workers decreasing the time spent per trial.

3.4. Conclusion

Many firms have employees report to their supervisors on the status of current projects

at specified intervals. An important purpose of these reports is to ensure their employees are

working on appropriate tasks and putting sufficient effort in them, since the employees usually

prefer shirking instead of working on firm projects as indicated by the standard principal

agent problem. We use controlled experiments to examine how the frequency and style of

these reports affect workers’ work effort. We find that increasing the frequency of reporting

improves workers’ total effort on firm tasks but when set too high, the reporting frequency

can have a less beneficial effect. The frequency also affects their choices on what firm tasks to

put effort in. If workers are asked to report too often, they shift to performing less lucrative

tasks which have more near term payoffs but lower payoffs over all. We also examine what

elements of the reporting system, like the observability or feedback, are responsible for any

improvement in employees’ effort. While there is substantial literature suggesting that the

observability of workers’ actions or the employers’ comments on workers’ actions should

Table 3.12: Average time on a trial of workers’ tasks by frequency.

Firm Chal Firm Std Own Std

Freq = 1 30.91 16.69 16.78

Freq = 2 30.02 14.83 16.55

Freq = 5 29.23 14.55 16.73

Freq = 10 29.23 15.95 16.25

Notes: Firm Chal refers the Firm Challenging Task. Firm Std refers to
the Firm Standard Task. Own Std refers to the Own Standard Task.
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Table 3.13: Average time on a trial of workers’ tasks by treatment.

Firm Chal Firm Std Own Std

Baseline 30.80 15.21 15.17

Intrinsic Motivation 27.43 14.55 17.93

Observability 30.84 16.07 15.95

Feedback 31.36 15.93 17.16

Notes: Firm Chal refers the Firm Challenging Task. Firm Std refers to
the Firm Standard Task. Own Std refers to the Own Standard Task.

impact their behavior, we find at best limited impact of these elements unless they interact

with the appropriate frequencies.

Of course one still might be surprised that there was not a stronger overall effect from

these different reporting regimes as there is much prior work showing that behavior shifts

substantially between cases without observability and with [46–51]. There are many possible

reasons why the effect of observability may be weaker here than in some of these prior

papers. The issue with observability in these prior papers is that when the amount given or

taken from another party is observed versus not, an individual can not escape moral blame

for their actions. They know they have chosen the “wrong” action and they know that

someone else has clearly observed their choice of “incorrect” behavior. In the environment

for this experiment and importantly for many workplaces, individual actions are not what

is observable; only outcomes are observable. Given that a particular outcome could occur

based on a variety of different actions, there is no longer a clear implication about what

actions a worker has taken when a bad outcome is observed. This fact may be enough for

individuals to not feel quite the same pressure from observability on their outcomes as they

would on their actions. This is consistent with [44,64,65]as in these studies, the authors find

generally that individuals are not concerned with doing the right thing but rather with not

being seen to do the wrong thing. Further, if they can find a way to essentially “blame” the

bad outcome on another actor, then this essentially indemnifies them to be able to engage
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in more selfish behavior. That may be why in the current environment, the effect of these

different reporting regimes is relatively weak. Given that this issue of observability being

only possible on outcomes rather than actions is so important to many workplaces, this is an

issue that warrants future research to determine whether or not there are other ways might

want to design reporting regimes and frequencies to deliver even stronger results.

On the other hand, we do still observe an effect on behavior at certain reporting fre-

quencies indicating that the effect is not actually zero. There are two possible reasons for

this. Firstly, When workers are asked to report frequently, the time window and the number

of possible trial attempts between two reports becomes smaller, so workers have less wiggle

room in terms of the outcomes or earnings generated to their employers. Secondly, increas-

ing the reporting frequency increases number of times of being observed or commented. It

is possible that these elements have impact only if the intensity of these elements achieve

certain level.
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Chapter 4

Arbitrage Opportunities: Anatomy and Remediation

4.1. Introduction

Arbitrage is a financial transaction that nets a certain increase in cash holdings while

not degrading the portfolio’s value in any potential state of the world. When an arbitrage

opportunity arises in a market setting, participants will presumably compete for its execution

until the value is fully dissipated. On the other side of these transactions, the traders

incurring certain losses can’t do so indefinitely and their market participation is eventually

extinguished. The inevitably of this ‘invisible hand’ effect is often called a no arbitrage

condition and is one of the defining characteristics of a complete and competitive market.

This no arbitrage condition is an assumption of many fundamental theories of finance: for

example, the Modigliani-Miller capital structure propositions [66], the Black-Scholes option

pricing formula [67] and the arbitrage asset pricing theory [68,69].

Despite compelling arguments for the contrary, arbitrage opportunities occur with sur-

prising frequency in developed markets. When empirical researchers examine instances of

persistent arbitrage, typically through the lens that astute and unconstrained traders should

compete it away, they conclude that traders’ capacities to fully compete are somehow shack-

led. We enumerate a set of these commonly identified restraints. Then we describe a labo-

ratory experiment that controls or eliminates each.

First, limitations on short sales prevent traders from profitably supplying sufficient

amounts of an asset to extinguish an arbitrage opportunity. Persistent arbitrages often

emerge in equity carve-outs in which a corporation spins off a division into a new corpo-
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ration. A well known example, and detailed by [70], was the spin off Palm by 3Com. On

March 2, 2000, 3Com sold a fraction of its stake in Palm to the general public via an initial

public offering (IPO) for Palm, and retained ownership of 95 percent of the shares for the

purpose of spinning off its remaining shares of Palm to its shareholders before the end of the

year. 3Com shareholders would receive about 1.5 shares of Palm for every share of 3Com

that they owned, so the price of 3Com must be at least 1.5 times the price of Palm. This

lower bound occurring if 3com’s value after the spin off was zero. After the first day of

trading, Palm closed at $95.06 a share, implying that the price of 3Com should have have

been at least $145. Instead its price was $81.81. lamont2003can analyze a large number

of such carve out arbitrages and find that short sales limitations, arising from high costs

of execution1 and institutional restraints, are the predominant reason for such persistence

arbitrages. In the case of 3Com, brokerage firms and institutional investors who controlled

much of Palm’s stock generally agreed not to lend the stock to short sellers prior to the IPO

date.

Second, limitations on leveraged purchases prevent traders from buying a sufficient

amount of an asset to extinguish an arbitrage opportunity. Some researchers have treated

the 2007 financial crisis as an exogenous shock to the lending and standard practices offered

on liquidity for arbitrage opportunities. For example, [72] examine arbitrages that entail

borrowing in one currency and lending in another to take advantage of interest rate differ-

entials while avoiding exchange rate risk. They show that arbitrage profits were large after

the 2007 Financial Crisis, persisted for months and involved borrowing in dollars. Empirical

analysis suggests that insufficient funding of liquidity in dollars kept traders from arbitraging

away excess profits.

Third, noise trader risks [73,74] and the limited horizons of arbitragers is also a common

explanation for persistent arbitrage. Noise traders, who either have an incorrect model of

1The high cost of short sales, because of limited supply of loaned shares, have also been identified as a
primary reason for persistent arbitrages associated with closed-end funds [71].
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fundamental value or trade on the basis of ancillary motivations, generate mis-pricing and

arbitrage opportunities. However, the unpredictability of noise traders’ beliefs creates a risk

in the price of the asset that deters rational arbitrageurs from aggressively betting against

them. The arbitrageurs are usually highly specialized investors who are risk averse and have

relatively short investment horizons. As a result, their willingness to take positions against

noise traders is limited. An example of persistent arbitrage associated with noise trader risk

is provided by [75] who examines the return for two pairs of “Siamese twin” stocks: Royal

Dutch/Shell and Unilever NV/PLC. These unusual pairs of fundamentally identical stocks

provide a unique opportunity to investigate two facets of noise trader risk: the fraction of

total return variation unrelated to fundamentals, i.e., noise, and the short-run risk borne by

arbitrageurs engaged in long-short pairs trading. She finds that about 15% of weekly return

variation is attributable to noise.

Fourth, insufficient market capitalization can also lead to persistent arbitrage. When

there is an increasing number of potential arbitrageurs, they can collectively eliminate an

arbitrage opportunity with individually smaller and inherently less risky positions. Alterna-

tively if a fixed number of arbitrageurs individually have higher levels of initial wealth and

decreasing risk aversion with respect to wealth, they will have a propensity to take riskier

positions to exploit, and subsequently eliminate, arbitrage opportunities.

We design a series of controlled laboratory experiments that allow us to eliminate the

noise trader risk limitation and to test the veracity of the other three limitations. In each ex-

periment, there are two commodities in the market; a non-interest bearing and non-dividend

paying commodity called “pesos” and an asset that pays a peso denominated dividend at the

end of each period and a certain terminal redemption value. The dividend sequence of the

asset is determined by randomly selecting without replacement from a set of values whose

cardinality is the number of market periods. Consequently, the sum of future dividends and

the terminal value is certain at every point of time. Therefore a riskless arbitrage can be
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executed with a single transaction. In fact, any transaction whose price differs from the fun-

damental value is a realized arbitrage.2 Note that all traders - including potential arbitragers

- have the same finite consumption/decision horizon. Thus, when there is unlimited access to

short sales and liquidity borrowing participants can exercise arbitrage opportunities without

concern of future prices. In other words, there is no noise trader risk.

In the baseline scenario, we mimic market conditions under which persistent arbitrage

can arise by imposing the first two limitations: hard constraints on short selling and lever-

aged purchasing. At the beginning of the market each trader receives the same portfolio

endowment of pesos and units of the asset. When a trader’s available asset holding reaches

zero, she can no longer sell units. Further, we do not provide her a facility to borrow pesos

which can be used to purchase units of the asset. From this baseline we develop two exper-

imental designs: one that examines the impact of market frictions and one that examines

the impacts of market capitalization.

In our first experimental design we vary the presence of short sale and leveraged purchase

constraints. In the “Short sales” environment, we allow any trader to hold a negative quantity

of the asset up to a limit that is sufficient to absorb the aggregate endowment of pesos at

the minimum possible fundamental value of the asset. In the “Liquidity” environment, we

provide a facility from which any trader can borrow at a zero interest rate. The leverage

limit allows a single trader to purchase the entire aggregate endowment of the asset at its

maximum possible fundamental value. In the “Liquidity + Short sales” environment, we

remove all market frictions, i.e. allow both short sale and leveraged purchases.

In our second experimental design we vary the capitalization in the market while main-

taining leveraged purchase and short sale constraints. In the “Competition” treatment, we

2The concept that riskless arbitrage involves at least two simultaneous transactions is likely entrenched
in many readers’ minds. However this is based in the almost universal presence of fundamental value
risk [68, 69] in which a riskless arbitrage is only obtained by buying an asset at a price lower than at which
it is simultaneously sold.
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increase the number of traders by 150% with traders retaining baseline endowments. In the

“Big endowment” treatment, we increase the baseline endowments by 150% but maintain

the same number of traders.

In our experimental sessions with the baseline setting, we observe persistent arbitrage

opportunities with significantly more and larger sell-side than buy-side ones. Elimination

of market frictions does not diminish arbitrage. When we allow generous short sales, the

frequency of arbitrage does not diminish but asset prices decrease in general. Allowing

generous leverage purchasing does not diminish arbitrage and sell-side opportunities grow

even more dominant. When we add both leveraged purchases and short sales, we find

arbitrages of similar magnitudes but greater frequency to those in the Baseline. These results

are remarkable not because there are traders who make errors, but rather that astute traders

do not use the sufficiently ample resources at their disposal nor compete vigorously enough

to drive errant traders from the market. This is supported by the dynamics of the arbitrage

opportunity dynamics within and across markets. Within markets arbitrage opportunities

persistently arise in the fourth and fifth trading periods; and across markets even after having

experienced the market four times with the same cohort of traders persistent arbitrage arises

in almost all market periods.

Increasing market capitalization diminishes arbitrage. We find that increasing the num-

ber of traders reduces the magnitude of arbitrages but increases their occurrence. When we

hold the number of participants constant but increase the size of their portfolio endowments

both the average size and frequency of arbitrage are reduced.

We also examine the terminal portfolios of our subjects. We find the market frictions are

binding for some subjects. In the baseline, there is a noticeable clustering of corner portfolios,

either all peso or all asset. Introducing short sales or leveraged purchases results in a spread

of terminal portfolios beyond these corners. Removing all market frictions make the spreads

more extreme. Terminal portfolios do not vary only in composition but also value, or in other
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words wealth inequality emerges. Introducing short sales or leveraged purchases results in an

increasing spread of the distribution of terminal wealth. Even though increasing the number

of traders reduces arbitrage and improves market efficiency, it also drives greater wealth

inequality. In contrast, increasing the initial portfolio endowment for each trader not only

reduces arbitrage but also diminishes wealth inequality.

There is scant experimental research explicitly examining arbitrage. Some notable ex-

ceptions are some research [76] who studies arbitrage in a contingent claims political stock

market; Charness(2014) [77] who evaluate the Modigliani and Miller capital structure propo-

sition; Asparouhova (2016) [78] who evaluate the Modigliani and Miller’s theorem of firm

value invariance with respect to its dividend policy and Obrien(1991) [79] who study informa-

tion aggregation in markets for multiple asset and find persistent arbitrage fails traditional

statistical tests of informational efficiency. These studies all find persistent arbitrage but

none examines whether the elimination of market frictions or market deregulation reduces

it.

In contrast, a large experimental literature has examined price efficiency in asset markets

and found that prices usually deviate significantly from the fundamental value, with a bias

for over-pricing [80,81]. These price deviations are not arbitrages because the independently

drawn dividends create risks in the total sum of dividends one receives from purchasing and

then holding a unit of the asset until termination. To our knowledge there is one exception

to this fundamental value risk. Porter(1994) [81] demonstrate that when the asset dividend

stream is certain, overpricing is not significantly reduced relative to when there is dividend

uncertainty. Most of these studies only consider monotonically decreasing dividend paths3

and some researchers, e.g. [84], have argued this decreasing fundamental path is counter in-

tuitive and a source of mis-pricing. Our design generates non-monotonic fundamental value

paths. A limited number of these experimental studies investigated how market frictions

3Some exceptions are Noussair(2010) [82] and Noussair(2011) [83].
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affect price deviations. Relaxing short-selling constraints lowers prices in experimental asset

markets, but does not induce prices to track fundamentals [85, 86]. In contrast, allowing

borrowing increases overpricing in the market [86]. None of these studies allow sufficiently

generous short sales to permit any trader from absorbing the aggregate endowment of cur-

rency, nor sufficiently generous leveraged purchases to permit any trader from absorbing the

aggregate endowment of the asset. Thus, there is no sufficient precondition for a Bertrand

competition that should eliminate asset mispricing.

We proceed by presenting the details of our two experimental experimental designs in the

next section. After which we present our results section. The results are organized around

how our various treatments impact three key factors: how arbitrage emerges in terms of buy-

side versus sell-side opportunities, as well as the relative incidence of arbitrage arising from

limit versus market order; market price efficiency; and degree of terminal wealth inequality.

We conclude with discussions of how our results speak to effective market mediation and

regulation.

4.2. Experimental Design

4.2.1. Assets, dividends and arbitrage Consider a world with two commodities. One

is a non-interest bearing and non-dividend paying commodity called “pesos,” whose units

we express in . The second is an asset that lives for five periods, pays a publicly observed

peso dividend at the conclusion of each period and provides a commonly known terminal

redemption of 21. The sequence of the asset’s dividends is generated by randomly selecting

without replacement from the following set of values: {−6,−6,−6, 6, 6}. After each period,

we publicly inform the participants the realized dividend amount and how many of each “6”

and “-6” dividends remain. At any point in time a trader knows with certainty the value

of the sum of the remaining dividends and the terminal redemption value. Consequently, as

90



long as she only values the closing balance of pesos after terminal redemptions4, the asset

always has a known and certain peso equivalent. This peso equivalent is the fundamental

value of the asset.

The potential time paths of the fundamental value exhibit a variety of patterns, dis-

tinguishing this environment from other experimental studies of multi-period lived assets.

Figure 4.1 presents the set of all potential fundamental value paths. All paths start at the

value of fifteen in period one. Then the path either increases by six when a -6 dividend is

drawn or decreases by six when a 6 dividend is drawn. The maximum potential fundamental

value of thirty-three is realized when the first three dividend draws are -6. The minimum

potential fundamental value of three is realized when the first two dividend draws are 6. In

period five all dividend paths either reach the value of fifteen or twenty-seven.

Figure 4.1: The set of all possible fundamental value paths across the five periods; the
y-axis, and numbers above nodes are fundamental values, and the numbers above the
branches are the realized dividend values

4Or alternatively she doesn’t discount the stream of dividends, are indifferent over the sequence by which
the future dividends are realized or have non-Bayesian subjective beliefs about when a remaining dividend
value will be drawn.
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What is arbitrage in this world? When there is an exchange of a unit of the asset for

an amount of pesos which differs from the fundamental value, an arbitrage has occurred. If

the amount of pesos is below the fundamental value, we call it a buy arbitrage; the buyer

has ensured herself a certain gain in her final pesos holdings. Consider an example. Suppose

it is period two and the period one dividend was 6. The fundamental value of the asset is

now 9. If a trader purchases a unit of the asset at a price of 4, her final pesos holdings will

assuredly increase by 5 assuming she holds the asset until the redemption.

When there is an exchange of a unit of the asset for an amount of pesos above the

fundamental value, we call it a sell arbitrage. Consider another example. Suppose it is

period four and the previous three dividends were 6, -6, and 6. The fundamental value of

the asset is now 9. If a trader sells a unit of the asset at a price of 14, she assuredly increases

her final pesos holdings by 5.

4.2.2. Market microstructure

All trades take place in a continuous double auction. Each period, prior to the dividend

realization, there is a fixed length of time in which traders may generate publicly observable

messages which can lead to bilateral trades. There are four types of messages traders can

submit. The first two are limit orders. A limit bid is an amount of pesos at which the trader

is willing to purchase a unit of the asset. A limit ask is an amount of pesos a trader is willing

to accept to provide a unit of the asset. These limit bids and asks are publicly displayed

in the “order book.” Limit bids are listed from highest to lowest, while limit asks are listed

from the lowest to highest.

We impose rules restricting the submission and removal of limit orders. Any new limit

bid must exceed any limit bid in the order book, and any new limit ask must be lower than

any other limit ask in the order book. A trader can freely withdraw a limit order from the
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order book as long as it is not the highest bid or lowest ask. We defer discussion of other

restrictions that are conditional upon a trader’s portfolio. Whenever a trader submits a limit

bid above the current lowest limit ask a trade is triggered at the limit ask price. Likewise,

when a trader submits a limit ask below the current highest limit bid, a trade occurs at the

limit bid price. We evacuate the order book when a trading period concludes.

A trader can send two other types of messages: market buys and market sells. When a

trader sends a market buy, and there is at least one limit ask in the order book, she purchases

a unit of the asset at the lowest current ask from its submitter. Similarly, when a trader

sends a market sell, and there is at least one limit bid on the order book, she sells a unit of

the asset at the current highest limit bid to its submitter. Note that whenever a transaction

occurs the involved limits order(s) are removed from the order book. We forbid traders from

submitting market and limit orders that transact with their own limit orders. There are

other restrictions on limit and market orders which are conditional upon a trader’s portfolio,

but we momentarily defer discussing these.

These rules define a continuous double auction, and allow for three types of arbitrage

opportunities: explicit, implicit and unrealized. Each of these can manifest as either a buy

or sell arbitrage. In an explicit arbitrage either a limit ask is submitted lower than the

fundamental value and is accepted by a market buy or matched with a subsequent limit bid

(explicit sell arbitrage), or a limit bid is submitted exceeding the fundamental value and is

accepted by a market sell or matched with a subsequent limit ask (explicit buy arbitrage).

When a limit ask is submitted which exceeds the fundamental value and is subsequently

accepted, or when a limit bid is submitted below the fundamental value and is subsequently

accepted, this is called implicit arbitrage. The former is an implicit sell arbitrage and

the latter is an implicit buy arbitrage. Finally, when a limit ask is submitted below the

fundamental value, or a limit bid is submitted above the fundamental value, but the trading
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period expires with the limit order still in the order book this is called an (buy or sell

accordingly) unrealized arbitrage.

4.2.3. Endowments, feasible portfolios and market frictions

We complete the specification of the microeconomy by noting there are n traders each

with a common portfolio endowment of pesos and units of the asset, (◦, ◦A) = (100, 3).5

The specification of additional rules on limit and market orders define the sets of feasible

commodities (i.e. portfolios) as well as market frictions.

We restrict limit asks and market sells conditional upon a trader’s current holding of

assets and her limits orders in the order book. These are short sale constraints. We define

the short sale limit K as a lower bound on the number of assets held in a trader’s portfolio

less the number of limit asks she owns in the order book. When this difference reaches the

lower bound K she can no longer submit any limit asks or market sell orders. When K = 0

there are no short sales permitted in the market. When we allow for short sales, we set

K = −235. When the minimum possible fundamental value of the asset of three is realized,

K = −235 is sufficient for any one trader to absorb the aggregate endowment of pesos in the

market. When a trader holds a negative quantity of the asset at the conclusion of a trading

period they “pay” rather than receive the dividend for each negative unit. If they hold a

negative quantity of the asset at the end of period 5, they must pay the terminal redemption

for each short sold unit of the asset.

We also restrict limit bids and market buys conditional upon a trader’s current peso

holdings and her limit bids in the order book. These are leverage constraints. We define the

leverage limit L as a lower bound on a trader’s peso holdings less the total value of pesos she

has committed to limit bids in the order book. When L = 0 there is no facility to borrow

pesos from in order to purchase units of the asset. At times we provide a facility from which

5The number of traders and the common endowment is public knowledge.
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any trader can borrow pesos without interest. In this case the alternative leverage limit is

L = −600. At this limit any trader can purchase the entire aggregate endowment of the

asset at its maximum possible fundamental value of 33. If a trader holds a negative quantity

of pesos after period 5, then she must pay this balance from her terminal redemption values

of her final asset holdings.

4.2.4. Experimental treatments

We create the first of two experimental treatment designs by turning on and off the

short sale and leverage constraints. When we impose short sale and leverage constraints, i.e.

maximal market frictions, a trader’s portfolio is approximately6 constrained to the positive

orthant of the Cartesian plane. This is depicted as region 1 in Figure 4.2, which includes

the individual traders’ common endowment (◦, ◦A) = (100, 3). We call this our “Baseline”

environment.

When we allow for short sales the set of feasible portfolios approximately extends to

include both regions 1 and 2, where the short sale limit K = −235 is indicated by the

horizontal dashed line. We call this our “Short sale” treatment. When we allow for leveraged

purchases, but no short sales, the feasible set of portfolios consists of regions 1 and 3, where

the vertical dashed line indicates the leverage limit L = −600. We call this our “Liquidity”

treatment. When we remove all market frictions, i.e. allow for both short sales and leveraged

purchases, the set of feasible portfolios consist of regions 1 through 4. We call this our

”Liquidity + short sales” treatment.

Our second experimental design varies the aggregate wealth of the two-good economy

while maintaining our baseline levels of market frictions. We do this through the manip-

6When a trader takes a position with a large asset-to-peso ratio it is possible for her peso holding to be
negative through the realization of negative valued dividends. In such cases, we don’t force her to sell assets
to comply with the non-negativity of pesos constraint, but do forbid her from submitting limit bids and
making market buys.
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Figure 4.2: Feasible commodity spaces: the alternative sets of feasible portfolios as
determined by alternative combinations of short sale and leverage constraints.

ulation of the number of traders, n, or the size of the traders’ portfolio endowments. We

utilize the same baseline as our first experimental design, an economy with eight traders,

n = 8, each with a portfolio endowment of (◦, ◦A) = (100, 3). Next, we consider a 2.5 fold-

replication of this baseline economy. In other words we enlarge the economy by including

2.5 × 8, or 20, traders each with the same portfolio endowment of (100, 3). This leads to a

150% increase in the aggregate wealth, from 1160 in the Baseline treatment to 2900, while

maintaining a per capita initial wealth of 145. We call this our “Competition” treatment.

Our other capitalization manipulation is to maintain n = 8 while increasing initial portfo-

lio endowments so that aggregate wealth is 2900. This is achieved by giving four traders

the portfolio endowment (250, 7) and the other four traders (250, 8). We call this our “Big

endowment” treatment. Table 4.1 summarizes our experimental designs.

4.2.5. Experimental procedures

96



Table 4.1: The two experimental treatment designs

(a) Treatment design 1: 2x2 factorial treatment design on short sales and leverage constraints

Leveraged purchase

No Yes

Short sales
No Baseline Liquidity

Yes Short sale Liquidity + Short sale

(b) Treatment design 2: three capitalization variations

Baseline Competition Big Endowment

Number of traders 8 20 8

Portfolio endowment (100, 3) (100, 3) (250, 7)/(250, 8)

Note: For treatment design 1, we have 8 traders in each experimental session, and each trader has
a portfolio endowment (100, 3). Each treatment cell in both designs is applied to five experimental
sessions.

Our two experimental designs incorporated a total of six treatments: Baseline, Short

sales, Liquidity, Liquidity + Short sales, Competition and Big endowment. We used a be-

tween subject design; each experimental session experienced exactly one of the six treatments.

For each treatment we conducted five sessions.

We started each experimental session by providing each participant a hard copy of the

instructions7 which we asked them to read along silently as a monitor read them aloud. This

established public mutual knowledge regarding all aspects of the experimental session. After

reading the instructions, we required traders to privately and correctly answer at least nine

out of ten questions to demonstrate their adequate understanding of the dividend structure,

how experimental earnings were determined and the trading rules. At this point we initiated

a sequence of five independent markets, each lasting five periods. We paid the traders for

only one of the five markets. At the conclusion final market, the monitor rotated a bingo

7We provide a translated set of these instruction in the Appendix. Original versions in Mandarin are
available upon request.
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cage and selected randomly from the five balls to determine which market we would use to

determine the traders’ earnings. Traders were paid their earnings privately and the session

concluded.

The five markets were independent in the following sense. We reset the traders’ initial

portfolio endowments prior to each market. We also used a new independent realization of

the dividend sequence.8 An extensive literature examining experimental markets for a finite

but multi-period asset with symmetric information on the dividend process, initiated by the

seminal work of [80] and surveyed by [87], has established that mispricing is greatly dissipated

after a cohort of traders has twice experienced the same market but with different dividend

realizations. In this study we use five market repetitions because, unlike most previous

studies, the fundamental value path varies in each iteration and perhaps eliminating price

anchors that facilitate convergence of price to fundamental value.

We next provide details on our computerized implementation of the continuous double

auction.9 Each of the five trading periods in a market lasts for two minutes. Figure 4.3

presents an annotated screen capture of the trading screen used in the experiment. In the

top portion of the screen a trader can find information about the realized and yet unrealized

dividends, and her closing portfolios in each of the previous trading periods of the current

market. In the middle portion of the screen she can find her current portfolio, and the amount

of available pesos and asset units which she can use to make limit and market orders. We

provide, in the middle of the screen, the fields by which she can make limit orders and the

buttons she can use to make market orders. Below this, she can find the order book. In the

lower right portion, she can find a list and a plot of the current period transaction prices.

8Prior to the experimental session, the monitor used a bingo cage to determine the dividend sequence for
each of the five markets. The monitor inserted a written record of each dividend sequences into an envelope.
The monitor taped these envelopes to a platform that all traders could see during the experiment. After
each market, the monitor opened the just concluded market’s envelope and projected its contents. This was
done to publicly confirm the dividend sequence and verify procedural integrity.

9We programmed the continuous double auction experiment using z-Tree 3.2.8 [27] by modifying code
generously provided by Michael Kirchler.
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Figure 4.3: The continuous double auction trading screen
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We conducted all sessions at the Finance and Economics Experimental Laboratory (FEEL)

at Xiamen University. All three hundred traders were either undergraduate or master stu-

dents attending Xiamen University. They came from various schools, such as law, computer

science, chemistry and biology. But the most represented schools, with around 40% of the

traders, were economics - which houses finance majors - and management. Most participants

had previous experience in other studies at FEEL, but none in an asset market experiment.

We only allowed traders to participate in a single session. We recruited participants using

the ORSEE subject recruitment system [88]. There were approximately 1600 students in the

subject pool database from which we randomly selected members to send e-mail invitations.

The e-mail invitations conveyed that the experiment would last no longer than two and one-

half hours and they would receive a show-up fee of 10. We added a trader’s earnings from

the selected market to her show-up fee. These market earnings were converted from pesos

to Chinese Yuan at an exchange rate of 3 to 1. There was limited liability, and if a trader

had a negative pesos balance she only received her show-up fee. This affected only one out

of the three hundred traders.

4.3. Results

4.3.1. Arbitrage

We begin by presenting the times series of nominal arbitrages in each experimental mar-

ket. Figures 4.4-4.9 display for each treatment a stack of five plots. Each layer of a stack

corresponds to one of the five experimental sessions. The vertical-axis measures the peso

amount of an arbitrage: the horizontal-axis measures continuous time.10 For each trading

period we provide two pairs of numbers. The top pair reports the number of realized and

unrealized sell arbitrages while the bottom pair reports the number of realized and unreal-

10We break the layer into five segments, one for each five market iterations. These are demarcated by the
thick vertical lines. Each of these market segments is further divided into five sub-segments, one for each
trading period, which we demarcate by the thin vertical lines.
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ized buy arbitrages. A realized arbitrage refers to a transaction whose price differs from the

fundamental value. Unrealized sell arbitrage refers to an outstanding bid at the end of a pe-

riod above the fundamental value while an unrealized buy arbitrage refers to an outstanding

ask at the end of the period below the fundamental value.

The midpoint of the vertical-axis is zero, and the magnitude of plotted values above this

reference line are the nominal peso amounts of sell arbitrages, and the magnitude of those

below are the nominal peso amounts of buy arbitrages. Let’s first consider sell arbitrages. We

mark explicit and implicit sell arbitrage transactions with upward and downward pointing

triangles respectively. We use a similar practice to mark realized buy arbitrages. Explicit

arbitrage refers to an arbitrage realized by accepting limit orders while implicit arbitrage

refers to an arbitrage realized by submitting limit orders. We mark unrealized arbitrage

opportunities by black triangles plotted at the closing time of a trading period.

These time series plots convey our study’s key findings. In the Baseline treatment,

Figure 4.4 exhibits consistent arbitrages across markets with more Sell than Buy arbitrage.11

When we allow generous leverage purchasing, see Figure 4.5, arbitrage does not diminish and

becomes even more Sell arbitrage dominated. Adding Short sales, see Figure 4.6, does not

diminish the frequency of arbitrage but does suppress prices in general; Buy arbitrage is

now more frequent than Sell arbitrage. When we add both leveraged purchases and short

sales, see Figure 4.7, we observe arbitrage of similar magnitude to the Baseline levels but

with greater frequency. Returning to a world with market frictions but a larger number of

traders, see Figure 4.8, seemingly reduces the magnitude of arbitrages but increases volume

tremendously. Holding the number of participants constant but increasing the size of their

portfolio endowments, see Figure 4.9, reduces the average size of arbitrage and its frequency.

We found the arbitrage opportunities do not diminish as the time progresses in a market.

11This is consistent with the large body of literature on experimental asset markets, but our findings
provide an important extension of these results to a non-monotonic and certain fundamental value paths.
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We can see there are still a lot arbitrage opportunities even in the fourth or fifth period of

markets.

We quantify these visually suggested effects of market frictions and capitalization by re-

porting summary statistics for All, Sell and Buy arbitrage by treatment in Table 4.3. Within

each of these arbitrage types we consider implicit, explicit and either kind of arbitrage. For

each category we report two statistics. The first statistic is the mean of the arbitrage magni-

tude conditional upon a transaction being the considered arbitrage type. The second statistic

is the proportion of all trades which are of the considered arbitrage type.

Table 4.2: Summary statistics by arbitrage type and treatment: mean arbitrage magnitude
and the percentage of trades that are of a given arbitrage category

All Arbitrage Sell Arbitrage Buy Arbitrage

Either Explicit Implicit Either Explicit Implicit Either Explicit Implicit

Competition 3.20 2.93 3.39 3.36 3.05 3.55 2.99 2.80 3.14

86% 36% 51% 50% 19% 30% 36% 16% 20%

Big Endowment 2.75 2.71 2.76 3.13 3.10 3.14 2.13 2.36 1.97

81% 25% 56% 50% 12% 38% 32% 13% 18%

Baseline 4.70 4.55 4.79 5.41 5.00 5.65 3.16 3.53 2.95

88% 33% 55% 60% 23% 38% 28% 10% 18%

Liquidity 3.69 3.05 4.10 4.20 3.50 4.58 2.36 2.17 2.53

91% 35% 56% 66% 23% 43% 25% 12% 13%

Short sale 3.86 3.74 3.98 3.77 3.65 3.81 3.93 3.77 4.15

89% 42% 47% 35% 10% 25% 54% 31% 22%

Liquidity + Short sale 4.19 3.55 4.62 4.93 4.45 5.19 2.98 2.49 3.44

89% 35% 54% 55% 19% 36% 34% 16% 18%

Table 4.3: Tests of the difference between the magnitude of sell and buy arbitrages

Sell Arbitrage Buy Arbitrage t-statistic p-value

Competition 3.36 2.99 4.09 0.000

Big Endowment 3.13 2.13 7.17 0.000

Baseline 5.41 3.16 8.98 0.000

Liquidity 4.20 2.36 12.10 0.000

Short sale 3.77 3.93 0.94 0.347

Liquidity + Short sale 4.93 2.98 9.36 0.000
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Figure 4.4: Arbitrage time series plots for all sessions: Baseline treatment.
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Figure 4.5: Arbitrage time series plots for all sessions: Liquidity treatment.
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Figure 4.6: Arbitrage time series plots for all sessions: Short sale treatment.
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Figure 4.7: Arbitrage time series plots for all sessions: Liquidity + Short sale treatment.
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Figure 4.8: Arbitrage time series plots for all sessions: Competition treatment.
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Figure 4.9: Arbitrage time series plots for all sessions: Big Endowment treatment.
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The Baseline treatment generates the largest magnitude of arbitrage with an average of

4.70. Increasing capitalization by Competition or Big Endowment reduces the magnitude

of the arbitrage to 3.20 and 2.75 respectively. These reductions are larger than we observe

with leveraged purchases, 3.69, or short sales, 3.86. More over, simultaneously relaxing both

types of frictions increases the average arbitrage amount to 4.19: counter to what we expect

to happen when liberating the invisible hand.

Also, Sell arbitrage is more prevalent than Buy arbitrage in terms of magnitude and

proportions. In fact, the majority of trades are Sell arbitrages in all treatments. The Short

sale treatment is the exception. The magnitude of Sell arbitrage in this treatment is the

lowest of the non-capitalization treatments. Further, Sell arbitrage only makes up 35% of

the total transactions, while Buy arbitrage makes up the majority, 54%. This is consistent

with [85] who find that short sales tend to dampen prices while failing to establish rational

expectation ones.

Table 4.3 also provides insights into the microstructure of how arbitrage occurs. In all

treatments, Implicit arbitrage occurs more frequently than Explicit arbitrage. Further in all

cases, except for Buy arbitrage in the Baseline and Big endowment treatments, the average

magnitude of Implicit exceeds Explicit ones. To summarize, the strategy to generate the

most frequent and largest arbitrages is submitting limit asks above the fundamental value.

We provide further statistical evidence of our results and investigate the dynamic evo-

lution of arbitrage in our markets through linear regression analysis. The average arbitrage

amount in a trading period is our unit of observation, and we filter out periods where there

are no arbitrages. Average arbitrage amount is the most economically sensible dependent

variable; theoretically there are no comparative static predictions on the percentage of trades

involving arbitrage as non-arbitrage trades lead to no change in portfolio valuations and thus

can vary from zero to as many market ticks as possible in any treatment. However, we do

observe varying numbers of arbitrages across periods and treatments and this does introduce
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a structural form of heteroskedasticity. Accordingly, we use weighted least squares (WLS)

regression models.12 For concern out of other forms of heteroskedasticity we use robust

standard errors clustered at the session level when making statistical inferences.

We report the results of these WLS regressions in Table 4.4 for three dependent variables:

All, Sell and Buy arbitrage. For each of these dependent variables we first estimate a simple

treatment dummy-variable model, recreating the values given in Table 4.3 but allowing

for more appropriate statistical evaluation. In these dummy-variable models, the t-statistics

confirm that the capitalization treatments reduce the magnitude of All and Sell arbitrage, but

only the Big endowment treatment significantly reduces Buy arbitrage magnitude. Removing

market frictions does not reduce the magnitude of any type of arbitrage. In the second

version of the WLS models we control for dynamic effects by introducing the variables Market

iteration, to capture learning across market iterations, and Trading period, to control for the

constriction of dividend paths within a market.13 The trading period is not significant in the

regression. This indicates that arbitrage opportunities do not diminish as time progresses

in market. Here we find there is a statistically significant, but low-valued, learning trend

across Market iterations; but the treatment effects are robust to adding this control. Our

final models include the period’s Cash-Asset ratio, a commonly identified factor that drives

the formation of asset bubbles in experimental asset markets [84, 90]. We find this factor

significant, positively for Sell arbitrage and negatively for Buy arbitrage.

12If we assume that the unobserved error of each arbitrage is independently and identically distributed,
then the variance of the period average is inversely proportional to the number of arbitrages. To correct for
this we use the efficient weighted least square regression technique, [89], by which we multiply the values of
the dependent and independent variables by the square root of the respective period’s arbitrages.

13Note, we have zero indexed these two variables, so that constant term reflects the average magnitude of
arbitrage of trading period 1 in the first Market iteration.
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4.3.2. Market efficiency

Efficient market theories often rely upon a no-arbitrage assumption. This relationship is

abundantly clear in our set-up as the dividend process renders every mis-priced transaction

an arbitrage. In this subsection we investigate how our various treatments impact market

efficiency. Here we focus on price deviations from the fundamental value, as symmetric

information and homogeneous traders’ preferences make price efficiency a sufficient condition

for market efficiency. Here we find that differential degrees of arbitrage leads to similar

differences in market efficiency.

The summary statistics in Table 4.5 suggest that increases in capitalization improve

market efficiency, while the relaxations of market frictions fail to do so. The first column,

FV, reports the average realized fundamental value across trading periods and the second

column, Price, reports the average of the average price within periods. We report the results

of t-tests that Price = FV, by using dagger indicators for rejections. We reject no price

bias for the Baseline and all of the market friction treatments, but we fail to reject no price

bias in the capitalization treatments. In the last column we report the average volume

of transactions in a period. Volume is statistically greater in all treatments relative to

the Baseline. Further, but not surprising, both Competition and Liquidity + Short Sale

treatments have very high volumes.

The next four columns of Table 4.5 report various commonly used price efficiency mea-

sures [91] and compare them to the Baseline levels. The third column, PD, is the average

difference of the average transaction price of a period and the fundamental value; the second

column value less the first column value. In this case we evaluate whether this deviation is

statistically differs from the Baseline treatment. Here we find our two capitalization treat-

ments have smaller price biases. The Short sale treatment has a lower bias, but is in fact

negative and of a similar magnitude as the Baseline.
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Table 4.5: Summary statistics for Market Efficiency

FV Price PD APD RPD RAPD Volume

Big endowment 17.50 18.15 0.66ˆ∗ ∗ ∗ 2.22ˆ∗ ∗ ∗ 0.12 0.19 9.87ˆ∗ ∗ ∗
(6.29) (4.92) (3.17) (2.35) (0.46) (0.43) (5.00)

Competition 17.21 17.81 0.61ˆ∗ ∗ ∗ 2.56ˆ∗∗ 0.11ˆ∗ 0.20ˆ∗ 30.41ˆ∗∗
(5.20) (3.77) (3.38) (2.28) (0.36) (0.32) (11.87)

Baseline 17.21 19.08ˆ† † † 1.95 3.39 0.22 0.29 6.48

(5.73) (4.59) (4.27) (3.24) (0.56) (0.53) (3.55)

Liquidity 18.74 20.86ˆ† † † 2.17 3.01 0.20 0.24 9.23ˆ∗ ∗ ∗
(5.94) (4.16) (3.36) (2.63) (0.38) (0.36) (5.18)

Short sale 16.92 15.70ˆ†† -1.22ˆ∗ ∗ ∗ 3.11 0.00ˆ∗ ∗ ∗ 0.20 10.85ˆ∗ ∗ ∗
(5.20) (2.57) (3.88) (2.62) (0.33) (0.26) (5.05)

Liquidity + Short sale 16.44 17.50ˆ†† 1.06ˆ∗ 3.10 0.19 0.28 17.40ˆ∗ ∗ ∗
(5.56) (3.77) (4.08) (2.85) (0.54) (0.49) (7.98)

Note 1: PD refers to Prices Deviation. PD = Price−FV , where FV refers to the fundamental value of the asset. APD refers
to Absolute Price Deviation. APD = |Price − FV |. RPD refers to Relative Price Deviation. RPD = (Price − FV )/FV .
RAPD refers to Relative Absolute Deviation= |Price− FV |/FV .
Note 2: In the table, we reported the mean values of these measurements. The standard deviations are in parentheses.
Note 3: We report t-tests evaluating the difference between the baseline and other treatments. If we observe the measurement in a
treatment is significantly below that in the baseline, then we use ∗’s to indicate p-values of ∗∗∗p < 0.01,∗∗ p < 0.05 and ∗p < 0.1.
If we observe the measurement in a treatment is significantly above that in the baseline, then we use †’s to indicate p-values
†††p < 0.01,†† p < 0.05 and †p < 0.1.

Under PD a positive and negative price deviation will tend to cancel each other out. To

counter this, we examine the average absolute price deviation, APD. Under this measure we

find only the capitalization treatments lead to a significant increase in market efficiency.

Some may argue that proportional price deviations are more meaningful than nominal

deviations. In our environment the fundamental value can range from 3 to 33, which could

lead to meaningful proportional differences. Columns 5 and 6 of Table 4.5 report the average

relative price deviations, RPD, and the relative absolute price deviations, RAPD. We find

only marginal evidence of market efficiency for the Competition treatment in terms of these

two measures.

4.3.3. Terminal portfolios and wealth distributions
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Arbitrage, in our setting, generates wealth redistribution. A clear welfare concern is

how do market frictions and capitalization impact wealth inequality. Figure 4.10 depicts

wealth inequality and heterogeneity of terminal portfolios through an array of density plots

with iso-wealth lines for zero wealth and the valuation of the initial endowment plotted for

reference. Note we use the 15 terminal valuation to calculate the value of asset holdings,

giving the iso-wealth lines a slope of -1.

In the Baseline plot, there is a noticeable clustering of corner portfolios, either all pesos or

all asset14, suggesting market frictions are binding. When we allow just short sales there is a

predictable spread of terminal portfolios holding negative asset quantities. Moreover, traders

appears to have heterogeneous capabilities in managing this market feature. A number of

traders’ portfolios lie near the zero wealth line, including some who have lost all of their peso

and asset endowments. Introducing just liquidity results in a spread of leveraged terminal

portfolios, but not as many near zero wealth portfolios as in the Short sale treatment. In the

Liquidity + Short sale treatment the diversity of terminal portfolios and wealth distributions

is more extreme than one would get from simply summing the “spreads” of the Liquidity

and Short sale treatments.

Our two forms of increased capitalization both effectively reduced arbitrage and market

inefficiencies, but have differential impact on terminal portfolios and wealth distributions.

In the Big endowment treatment, we divide the terminal values by two and one-half to place

them on the same scale as the other treatments. Here we see density massed on interior

portfolios and little dispersion in wealth. The Competition treatment has more profound

impact. We see mass is more concentrated on the corner portfolios. Further there is an

increasing variance in wealth as the final asset holdings go to zero. There are also a number

of traders who seem to “lose it all.”

14Recall that portfolios with large asset-to-peso ratios, such these all asset portfolios, can generate negative
peso holdings through negative dividends.
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Figure 4.10: The empirical distributions of terminal portfolios plotted by hexagonal
binning. Each asset unit held is evaluated by its terminal 21 redemption. The two reference
lines with slope of -1 represent equi-wealth portfolios of the initial endowment and zero.

We quantify the relative inequality of wealth distributions by calculating the Gini coef-

ficients15 of the terminal wealth levels given in Figure 4.10 and report them in Table 4.6.

These Gini coefficients confirm our observations that one finds the lowest wealth inequality

in our Big endowment treatment, and the greatest inequality in the Competition and Liq-

uidity + Short sale treatments. We find this result regarding the Competition treatment

surprising. On one hand, the tremendous increase in liquidity, both in terms of total values

of limit orders and the number of orders in the books, reduces arbitrage - and in turn in-

15The Gini coefficient is defined a G =
∑M

i=1

∑M
j=1

∑5
s=1

∑5
t=1|wi,s − wj,t|2M

∑M
i=1

∑5
s=1 wi,s, where M

is the total number of traders in a treatment, 40 in all except for 100 in the Competition treatment, and
wi,s is trader i’s earnings in Market s.
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ducing greater market efficiency. But on the other hand, this form of increased competition

drives greater wealth inequality.

4.4. Conclusion

The absence of arbitrage is an important indicator of well functioning and efficient asset

markets. Consequently, the frequent occurrence of persistent arbitrage in financial markets

prompts regulators to seek out reforms to extinguish these occurrences. While regulators

have a myriad of reform levers at there disposal, there is a dearth of causal evidence on their

respective effectiveness. Our study generates surprising causal evidence on the effectiveness

of alternative policies. Namely the general relaxation of short sales and leveraged purchases

does not reduce arbitrage opportunities while increasing income inequality. In contrast,

increased market capitalization reduces arbitrage opportunities. This comes with the caveat

that simply increasing the number of similarly wealthy traders can lead to increases in wealth

inequality.

U.S. and Chinese financial markets, and their respective regulatory bodies, illustrate

alternative challenges and approaches to financial market regulation. Chinese regulators

have typically imposed stricter regulations on short sales and leveraged purchases. For

instance, Chinese rules require traders to have at least 500,000 (around $80,000) in their

margin account while traders in US usually need only $2000 in their accounts. Chinese

Table 4.6: Gini Coefficient of terminal wealth for each treatment

Treatment Gini Coefficient

Competition 0.098

Big endowment 0.032

Baseline 0.078

Liquidity 0.071

Short sale 0.118

Liquidity + Short sale 0.192
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regulators have considered allowing more liberal limitations on short sales and leveraged

purchases. Our experiments suggests more liberal limitations will not diminish arbitrage,

but will increase wealth inequality. Such increases could have widespread consequences as

retail investors dominate Chinese stock markets.

U.S. financial markets are mature and offer access to investors from most parts of the

world. In contrast Chinese markets are still developing and have been closed to foreign

investors and until recently were only were accessed by a small proportion of Chinese house-

holds. However, the past decade has seen a dramatic increase the number of domestic house-

holds investing in Chinese stock markets and a gradual granting of access to foreign traders.

To elaborate, retail investors account for around 85 percent of transactions in Chinese stock

markets. This is unlike other major stock markets, which are dominated by professional

money managers. Our experimental results suggests this trend increases the risk of greater

wealth inequality, and suggest one way to garner the benefits of more limited arbitrage while

mitigating this risk. Increase trader endowments not their number. In practical terms this

could be achieved through the development of larger institutional investors in which individ-

ual households take vested interests. But such recommendations of consolidation in markets

must also caution that this could lead to monopolistic power and excess management fees

charged to the public if left unchecked.

Finally our results suggests that persistent arbitrage may arise in markets as an unin-

tended policy consequence. Several substantial pieces of regulatory reform since the financial

crisis of 2008 are motivated by limiting the size of trading entities in financial markets. For

example, provisions in the 2010 Dodd-Frank legislation mandated that banks with over fifty

billion dollars in assets enter come under strict oversight of the U.S. Federal Reserve Bank.

Our results suggests this could lead to the unintended consequences of more incidences of

persistent arbitrage in markets and, the perhaps more negative consequent of greater wealth

inequality.
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