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Abstract

The era of gravitational-wave astronomy was enabled by the incredible sensitivity of the LIGO and

VIRGO detectors. However, they are still plagued by technical noises at frequencies below 30Hz

[1, 2], driven in part by the limitations of the seismic isolation of the detector [3, 4]. To detect

gravitational waves at low frequency, the isolation performance must be improved to reduce these

technical noises.

To improve the performance of seismic isolation systems, I have developed HoQI a new interfero-

metrically sensor [5], that can be applied to both the isolation tables and suspensions. HoQI has

a resolution a factor 1000 higher than sensors currently used in LIGO and I have quanti�ed the

level of non-linearity present in the sensor and shown this to not being a limiting factor.

HoQIs impact on the performance of the seismic isolation system have also been quanti�ed, through

the use of a accurate model of an Advanced LIGO isolation platform that I have developed. Using

the model I have shown that using using HoQI the expected isolation platform motion can be

reduced by a factor of 70 at 0.1Hz and a factor of 10 at 2Hz. I have shown that the control

�lters used in this model can be improved by up to 70% by designing them using particle swarm

optimisation.
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Chapter 1

Introduction

All things are di�cult before they are easy.

Dr. Thomas Fuller

1.1 Gravitational Waves

One hundred years after their prediction by Albert Einstein in 1916, gravitational waves were

observed for the �rst time by Laser Interferometer Gravitational-Wave Observatory (LIGO) on the

14 th September 2015 [14] as a result of a Binary Black Hole (BBH) collision named GW150914.

These colliding black holes had masses of around 36 and 29 solar masses and merged together

410+160
−180Mpc from the Earth. This �rst merger provided tests of General Relativity in the strong

�eld regime which found no evidence of deviations from the predictions made by General Relativity

[15]. Moreover the �rst detection provided an estimate of the likely rate of binary black hole

mergers [16] and demonstrated that black holes with a mass of tens of solar masses can form in

nature [17]. During the �rst observing run (O1) a two further BBH events were detected. The

second observing run (O2) resulted in a seven more BBH events and the �rst ever Binary Neutron

Star (BNS) event [18, 19], signaling the era of multi-messenger astronomy, bringing the total

number of con�rmed events to 11 [20]. The BNS event is signi�cant as it was observed not only
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using gravitational waves but also in every part of the electromagnetic spectrum [19]. Due to the

multi-messenger nature of the detection, GW170817 served as an independent measure of Hubble's

constant [21] and proved that gravitational waves travel at the same speed as light [22]. At the

time of writing, 15 event candidates have been detected as part of the third observing run (O3) as

well as the previous 11 con�rmed detections. With the start of O3, low-latency public noti�cations

of potential gravitational wave events [23, 24] using the NASA Gamma-ray Coordination Network

(GCN), containing information such as sky localisation and source origin probabilities, have been

released.

Gravitational waves are a consequence of the Einstein's theory of General Relativity and are small

perturbations, commonly referred to as `stretching and squashing' of space-time. These waves are

incredibly di�cult to detect, the �loudest� event observed so far had a peak strain on the order of

10−18, and Einstein himself doubted that these e�ects could ever be detected [25, 26]. The early

gravitational wave detectors in the 1960s used Weber bars [27], pioneered by Joseph Weber as the

mechanism to detect gravitational waves; this lead to a detection claim originally published nine

years later [28]. In 1975 Hulse and Taylor demonstrated evidence of the existence of gravitational

waves [29] by the increase in rotational speed of a binary pulsar system. Around this time, two

independent groups at MIT and Caltech started work on prototype interferometric gravitational

wave detectors, measuring 1.5 and 40m in length [30, 31] respectively. These projects were com-

bined and funded in the late 1980s to form LIGO. A nice summary on the history of gravitational

waves and their detection is written by Cervantes-Cota et. al. [31]. A global network of detectors

is now operational, including both LIGO detectors, the LIGO Hanford Observatory (LHO) and the

LIGO Livingston Observatory (LLO) as well as the VIRGO detector in Italy, while the Japanese

detector KAGRA is expected to become operational at the end of O3. The GEO-HF detector

is a 600m long detector located in Sarstedt, Germany. While it's sensitivity is comparable to

�rst-generation detectors, it is still operational and remains able to detect sources located in our

galaxy [32].
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1.2. DETECTION METHOD

1.2 Detection Method

LIGO is based on a design developed by Albert Michelson and Edward Morley [33] called a Michel-

son interferometer. The LIGO detector features 11 separate vacuum chambers with the end mirrors

separated from the corner station beamsplitter by a 4 km long vacuum tube, necessary to reduce

the e�ect of air on the laser beam, shown in FIG 1.1. Inside each of these vacuum chambers is

an Internal Seismic Isolation (ISI) and multiple suspensions systems to control and attenuate the

motion of the ground from overwhelming the gravitational wave signal. In a basic Michelson in-

terferometer, the input laser beam is split by a suspended Beamsplitter (BS) into two beams that

travel perpendicularly along the 4 km long arms of the interferometer. The light is then re�ected

from the end mirrors where it recombines an interferes at the central beamsplitter, this interference

signal is readout by a photodiode.

LIGO adapts the base design presented by Michelson and Morley to increase the sensitivity of the

detector. Cavities have been installed in both arms of the interferometer to circulate the light in

the arms, to increase the e�ective length of the detector, increasing the gravitational wave signal.

Two additional cavities have been installed at the input and output of the detector, these are the

Power Recycling Cavity (PRC) and Signal Recycling Cavity (SRC) respectively. The purpose of

the PRC is to further increase the e�ective power at the beamsplitter, reducing the relative shot

noise. Since LIGO operates near the dark fringe, the majority of the light is re�ected from the

beamsplitter towards the laser. The Power Recycling Mirror (PRM) re�ects the light back into

the interferometer, increasing the power on the beamsplitter and improving the shot-noise limited

sensitivity. The SRC can be used in two con�gurations, one to enhance the sensitivity in a narrow

frequency region [34] and one to maintain a broadband frequency response by e�ectively lowering

the arm cavity �nesse.

For control purposes, the detector is held close to the dark operating point of the interference fringe.

This requires the motion of each of the mirrors in the detector to be stabilised to within, typically,

picometers of their operating point to remain locked. To ensure the detector remains locked and
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Figure 1.1: A simpli�ed schematic of LIGO, showing key optics and the types of isolation used in

the detector. Each of the Horizontal Access Module (HAM) chambers feature an single stage ISI,

with the exception of HAM1. The Input Test Mass (ITM), End Test Mass (ETM) and BS are

Beamsplitter Chamber (BSC) ISIs and have two stages of passive isolation.

operational, various noise sources must be controlled and suppressed. This was one of the largest

technical issues that needed to be overcome to detect gravitational waves. The next subsections

will discuss some of the primary noise sources: seismic noise, thermal noise and quantum noise.
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1.2. DETECTION METHOD

1.2.1 Noise Sources

The detector is limited by various noise sources throughout the gravitational wave detection band,

which spans from 10Hz to 5 kHz. The noise budget of advanced LIGO is shown in FIG 1.2. This is

a typical plot used to identify limiting noise sources in the detector and is compared against ground

motion as measured at one of the detector sites highlighting the scale of ground motion compared

to gravitational wave signals. The sensitivity of advanced LIGO is shown by the dashed black

curve in FIG 1.2. The shape of the curve describes how the sensitivity of the detector changes with

frequency and is sometimes referred to as a `bucket'. The `arms' of the detector are 4 km long and

the Fabry�Pérot arm cavities have a �nesse of approximately 300, making the round trip e�ective

arm length 2400 km. The gravitational wave will have the largest e�ect on the di�erential phase

when the wavelength of the incoming wave is equal to the e�ective arm length. As gravitational

waves travel at the speed of light, the optimum frequency can be calculated by the equation,

fopt =
c

λGW
, (1.1)

where λGW is the wavelength of the gravitational wave and c is the speed of light. Substituting

λGW as 2400 km, we �nd the frequency for the peak sensitivity, or the lowest point of the `bucket'

is approximately 100Hz, the bucket itself spans from 60 to 200Hz.

At high frequencies above 100Hz the detector is limited by quantum noise, often referred to as shot

noise and can be thought of as the uncertainty in the number of detected photons [35]. Techniques

to reduce shot noise vary from increasing laser power, thereby reducing the uncertainty in the

number of photons to injecting squeezed light to reduce the zero point �uctuations [36].

In the 10 to 100Hz band the design sensitivity is limited by a mixture of the previously mentioned

quantum noise and coating Brownian noise; caused by the Brownian motion of the surface coating of

the test masses, as described in [37]. Around 10Hz the design curve becomes limited by suspension

thermal noise, caused by the random motion of atoms in the suspension itself [38, 39]. Both these
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Figure 1.2: A comparison between seismic noise measured on site at LIGO Hanford and the design

noise budget of Advanced LIGO, and is calculated using GWINC [6], with the total noise estimate

of aLIGO shown in black. Note that the seismic noise is over ten orders of magnitude higher than

the design sensitivity at the start of the detection band.

.

e�ects can be reduced by cryogenically cooling the mirrors, which is something being actively

developed for 3rd generation detectors [40]. Improvements in reducing the thermal noise at room

temperature are also being explored using materials with ultralow mechanical loss [41].

Newtonian noise a�ects the low frequency part of LIGO's spectrum, below 20Hz. This is caused by

changes in the local gravitational �eld by changes in the local density [42]. These density changes

can be estimated by sensor arrays, comprised of accelerometers and geophones, modeled and sub-

tracted acausally from the gravitational wave readout [43]. At the time of writing, Newtonian

noise is not a limiting noise source [44].

Below 10Hz the design sensitivity is limited by seismic noise, caused by residual ground motion

that couples through the ISI and is transmitted through the suspensions. This motion is attenuated

by a factor of 103 at the start of the detection band [45, 46] by the ISIs and is further attenuated by

the suspensions. The suspensions have resonance frequencies between 0.5 and 4Hz and attenuates

the residual platform motion proportionally to 1
f8 above all the resonance frequencies, giving rise
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to a seismic `wall'. This results in the residual seismic motion only being limiting at frequencies

below 10Hz. As noted by [47] this residual seismic motion must be reduced in order to detect

gravitational waves at 10Hz and below.

Technical noise, or control noise, is noise in the detector that is imposed in order to maintain

the operation of the interferometer. This noise source is a result of the various control loops that

must be activated to keep the detector within its operational window. As such, technical noise

does not appear on any design curve, however in practice it remains a limiting noise source below

approximately 30Hz and must be reduced to detect gravitational waves in this frequency band

[48, 49]. The coupling pathway to how this technical noise couples into the Di�erential ARM

(DARM) length, otherwise known as the gravitational wave readout, is complicated and there is

likely many di�erent coupling paths relating to how each auxiliary degree of freedom is causing an

increase in noise. However, this technical noise, in the most part, can be traced back to residual

ISI motion, an example of this is shown in chapter 5. As such, this thesis focuses on developing

sensors and improved control systems, with the aim of reducing this residual motion of the ISIs

and suspensions.

1.3 Thesis Overview

Chapter 2 details the design, development and testing of HOmodyne Quadrature Interferometer

(HoQI) a compact, long range, high resolution interferometer for use as a standalone sensor, or as

a readout mechanism for inertial sensors and is published in Classical and Quantum Gravity [5].

Such sensors can be used to measure the motion of the suspended masses on the suspensions of

LIGO.

Chapter 3 quanti�es how imperfections in the optics or alignment of homodyne phasemeters leads

to the reduction of the sensors sensitivity and describes methods of how to reduce the amplitude

of these e�ects. The chapter also details simulation work undertaken to quantify the e�ect that

non-linearities will have on applications of HoQI, such as a suspension sensor or as a readout
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mechanism for a high Q seismometer.

Chapter 4 details the development and testing of an optical inertial sensor that uses HoQI to

increase the resolution of a L-4C geophone by a factor of 60 at 10mHz. Such sensors can then be

used to reduce the residual motion of ISI tables.

Chapter 5 is based on a technical note describing the development of a predictive model of a HAM

ISI that is used to evaluate new sensors described in this thesis. The model can be used to compare

the ISI performance using new control �lters and sensors with those currently installed in LIGO

to estimate the performance bene�t they would bring to the isolation systems.

Chapter 6 is based on a technical note describing a new way of designing sensor correction control

�lters through the use of particle swarm optimisation. The �lters designed with this technique

reduce the velocity RMS of the injected ground motion to the isolation tables by up to 70% when

compared against the current �lters using the same input motion. The �lters designed by this

method not only reduce the ground motion injection but also reduce the gain peaking present,

which in turn should improve the controllability of the detector.
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Chapter 2

Interferometry

The hard we'll do immediately, the impossible might take some time.

Alan Brown

This chapter describes the construction of a compact interferometer for use as either an independent

displacement sensor or for a readout mechanism for inertial sensors, such as those covered in

chapter 4. Text and �gures of this chapter are copied from the paper, `A compact, large-range

interferometer for precision measurement and inertial sensing [5]', of which I was the principal

author, the text and �gures have been expanded upon from this paper. I designed, built and

tested the prototype sensor. Some of the elements used in this chapter were taken from [50] of

which I was the second author, however �gures have been remade and the description rewritten to

be more thorough.

2.1 Simple Interferometers

Optical interferometers are devices that measure the interference of two or more beams of light.

Such devices are commonly used to measure the distance between two re�ecting surfaces. Inter-

ferometers can be split into two distinct types, homodyne and heterodyne interferometers. In the
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case of homodyne interferometry, a single frequency of light is used to perform the measurement,

whereas in heterodyne interferometry two laser beams with two di�erent frequencies, separated

typically by a few MHz, are used. These are either generated by adding an Acousto Optic Modu-

lator (AOM) or by using two separate lasers. The work covered in this chapter is on the former of

these two types, a description of both interferometer types can be found in a review on compact

interferometers by Watchi et.al [50] and a description of the conventions used for calculating the

outputs of the interferometers detailed in this chapter can be found in Bond et al. [51].

2.1.1 Michelson Interferometer

L1

L2
M2

M1

Laser
BS

PD

Ein

Eout

Figure 2.1: Figure shows the basic schematic for a Michelson interferometer. The input and output

electric �elds are denoted by Ein and Eout. The power measured by the Photodiode (PD) is given

by equation 2.3

.

One of the simplest interferometers is the Michelson interferometer, a sketch of which is shown

in FIG 2.1. Here a laser beam is split into two by a central beamsplitter. The two beams travel

perpendicular to each other along the two interferometer `arms' L1 and L2, de�ned as the distance

between the beamsplitter and the end mirror. The light is re�ected by the two end mirrors back to

the central beamsplitter where it interferes and recombines. The interference pattern, and therefore

the di�erential distance between the two arms is measured by a photodiode on the output port.

To calculate the expected form of the output signal for a simple Michelson, the input electric �eld
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2.1. SIMPLE INTERFEROMETERS

must be propagated through FIG 2.1 the electric �eld is de�ned as being a complex number of the

form Ein = Aeiφ, where A is the amplitude of the electric �eld, and φ is the initial phase. The

initial phase is usually ignored as it cancels out when calculating the output power by taking the

complex conjugate of it.

The electric �eld, after re�ecting o� the end mirror and accumulating phase along the arms of the

interferometer is given by the equations,

EL1 = Einre
iφ1 , (2.1)

EL2 = Einite
iφ2 . (2.2)

Where φ1 and φ2 are the round trip phase accumulated in each of the two arms, and r and t are

de�ned as r =
√
R and t =

√
T are the re�ectivity and transmissibility coe�cients respectively.

To conserve power, we shall use the convention that the transmitted beam from a beamsplitter

will gain an additional factor of i. At the beamsplitter, the two beams pick up factors of it and r

respectively, and can be summed to give the total output electric �eld, which has the form,

Eout = Einirt
(
eiφ1 + eiφ2

)
. (2.3)

These phases can be de�ned in terms of the common φc and di�erential φd phases, given by

φ1 =
φc + φd

2
and φ2 =

φc − φd
2

. (2.4)

Substituting in φc and φd for the individual arms transforms the output electric �eld into the form,

Eout = Einirte
iφc
2

(
e
iφd
2 + e−

iφd
2

)
. (2.5)
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To calculate the output power, Pout, we take the modulus squared of the output electric �eld. The

common parts of the optical phase cancel to unity, and the output power is a function of the input

power Pin = |Ein|2 [52] and the di�erential optical phase is

Pout =
Pin

2
(1 + cos(φd)) . (2.6)

Here φd is the di�erential optical phase and is given by,

φd = 2k(L1 − L2), (2.7)

where k is the wavenumber and is equal to k = 2π
λ . Due to the periodic nature of the measured

output power, Michelson interferometers are typically only able to measure the optical phase over

a fraction of a wavelength. This is caused by the ambiguity that arises at the turning points of the

output signal. This is further limited as, close to the turning points, the change in power will not be

linear with the change in distance. Such devices are therefore unsuitable for use in applications that

require large range measurement. An example of these are the optical seismometers described in

chapter 4, where the primary microseismic peak ground motion can regularly exceed a micrometer,

which is comparable to the laser wavelength of devices described in this chapter. However, it is

possible to use the principles of this device to create one with similar resolution but with a much

larger working range and belong to a group of interferometers called fringe counting interferometers.

2.2 Fringe Counting Interferometers

A standard two-beam interferometer has an operating range that is typically less than a quarter

of a wavelength of path-length di�erence. To increase both the dynamic range and the operat-

ing range, without using actuators or modulation schemes, we employ a HoQI that can measure

two nearly orthogonal quadratures of the interferometer output. In this case, we use a Mach-

Zehnder interferometer with two independent recombination beamsplitters. A polarisation scheme

is employed to generate the required di�erential phase shift [53].
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2.2. FRINGE COUNTING INTERFEROMETERS

The optical path of HoQI is shown schematically in FIG 2.2. Compared with the Easy to Use

Compact Laser Interferometric Device (EUCLID) and the Innovative Laser Interferometric Angu-

lar Device (ILIAD) [7, 54], HoQI is simpler than these previous devices. The number of birefrin-

gent elements, which increase noise and non-linearity, has been reduced, and there are no longer

waveplates in the arms of the interferometer. The tilt-compensation system, developed to reduce

tilt-to-length coupling and increase the angular operating range of the instrument [55], was also

removed. The double-pass nature of the `cat's eye' system used in EUCLID, which resulted in

parasitic interferometers with a relatively large arm-length mismatch, was also removed. This, in

turn, reduces the frequency noise coupling into the measurement, reducing noise at low frequency.

Fibre-coupled
laser input

2

PBS1

NPBS

PBS2

PBS3

PD1

PD2

PD3 4

4+

L2

L1

+

Polarisation Key

Mixed

X-Arm
Y-Arm

22.5°45°

Figure 2.2: The optical layout of HoQI. Orthogonal polarisation states are used to track the length

di�erence between Lx and Ly over multiple optical fringes. The input beam is split at polaris-

ing beamsplitter Polarising beamsplitter (PBS)2 and interferometrically recombined at PBS1 and

PBS3, producing signals proportional to the sine, cosine, and minus cosine of the di�erential optical

phase. Grey arrows indicate the direction of propagation of the beam.

To further reduce frequency noise coupling, we use a narrow-linewidth 1064 nm solid-state Innolight

Mephisto 500NE laser (1 kHz linewidth for 0.1 s averaging period) in place of the Vertical-Cavity

Surface-Emitting Laser (VCSEL) diode laser and we carefully match the arm lengths.
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During our �rst tests of HoQI, we use carefully-aligned high-stability steering mirrors. To interro-

gate external targets, such as an inertial sensor reference mass, we will need to increase the angular

operating range. At present, we intend to use a double-pass lens, placing a small focus on the tar-

get mirror. This will increase the divergence angle of the beam (up to ∼10mrad), making us less

susceptible to misalignment. For cases where larger operating ranges are required, a corner cube

can be placed on the remote optic, and a large beam-size (∼2mm) used within the interferometer,

allowing operation over (at least) several degrees.

Assuming the target mirror remains aligned, the operating range of HoQI is only limited by the

fringe visibility degradation due to spot-size changes, and is more than 10mm for this con�guration.

The laser light is �ber-coupled to the interferometer by a 2m long single-mode polarisation main-

taining �ber with an input power of 10mW. The �rst Polarising BeamSplitter, PBS1, ensures there

is a clean input polarisation state. With a su�ciently high Polarisation Extinction Ratio (PER)

the �rst PBS e�ectively converts any polarisation �uctuations into input power �uctuations. These

intensity �uctuations can be removed to �rst order, by subtracting pairs of photodiodes, shown

in equations 2.22 and 2.23. PBS2 splits the input beam into two orthogonally polarised beams,

one for each arm. These beams are recombined at PBS2 and co-propagate without interfering.

The beam is divided, again without interference, at the Non-Polarising beamsplitter (NPBS). The

quarter-wave plate before PBS3 then adds an additional phase shift of 90 degrees to the light from

one of the arms such that when the beams interfere at PBS1 and PBS3, the resulting intensity

�uctuations are 90 degrees out of phase.

To determine the output electric �elds of HoQI we can use the output electric �elds given by the

Michelson interferometer shown in equation 2.3 as a starting basis for the electric �eld on the

output of PBS2 in FIG 2.2. In this derivation, the beam incident on the Half Waveplate (HWP)

is assumed to be composed of a single polarisation state, and both half and Quarter waveplate

(QWP)s are rotated to their ideal angle of 22.5 and 45 degrees respectively. The PBSs are de�ned

to re�ect s-polarised light and transmit p-polarised light, though the extinction ratio of these

components are deemed to be in�nite in these calculations. Chapter 3 deals with imperfections in
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these components and assumptions.

The input beam to the second PBS is de�ned as,

EPBS2
in

L1

L2

 =
Eine

−iπ
2

2

1

1

 , (2.8)

where Ein is the input electric �eld, and e
−iπ
2 is the common phase gained by both polarisation

states from the half wave plate and ( L1

L2
) represents the two polarisation states present in the

interferometer in the basis of the second PBS. The half waveplate is tuned to an angle of 22.5◦

to ensure that equal powers are present in both polarisation states, shown by equation 2.8. The

beams are split according to their individual polarisation state and accumulate an optical phase

proportional to the path length of each arm of the interferometer. The output beam from PBS2

is then,

EPBS2
out

L1

L2

 =
Eine

−iπ
2

2

 eiφ1

−eiφ2

 , (2.9)

where φ1 and φ2 are the optical phases along the two arms of the interferometer. After a second

pass through the HWP, the two copies of the beam on output of the NPBS are therefore,

ENPBS
R

L1

L2

 = −Eine
−iπ

4

 eiφ1 + eiφ2

eiφ1 − eiφ2

 , (2.10)

ENPBS
T

L1

L2

 = −iEine
−iπ

4

 eiφ1 + eiφ2

eiφ1 − eiφ2

 . (2.11)

The Jones Matrices for transmission (PBST ) and re�ection (PBSR) from an ideal PBS are de�ned

as,
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PBST =

1 0

0 0

 and PBSR =

0 0

0 1

 (2.12)

The electric �eld and therefore the power, using PPD1 = |EPD1E
∗
PD1|, are then,

EPD1 = PBSTENPBS
T , (2.13)

EPD1 =
−E0e

−iπ

4
(eiφ1 + eiφ2), (2.14)

PPD1 =
Pin

8
(1 + cos(φ1 − φ2)). (2.15)

The beam re�ected by the NPBS passes through a quarter wave plate which has its fast axis

aligned with the polarisation of the transmitted beam at PBS2, retarding the beam from L2 by 90

degrees. The beam that is incident on PBS3 is therefore,

EPBS3

PD2

PD3

 = −iEine
−5iπ

4

4

 eiφ1 + ieiφ2

eiφ1 − ieiφ2

 . (2.16)

Using equation 2.12 we can then calculate the the powers measured by PD2 and PD3, using the

same method as was used to calculate equation 2.15. These are,

PPD2 =
Pin

8
(1 + sin(φ1 − φ2)), (2.17)

PPD3 =
Pin

8
(1− sin(φ1 − φ2)). (2.18)

For convenience, we phase shift each of the signals by 90◦. The power measured on the photodiodes
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is now given by the following equations,

PD1 =
Pin
8

(1 + a sin(φopt)), (2.19)

PD2 =
Pin
8

(1 + a cos(φopt)), (2.20)

PD3 =
Pin
8

(1− a cos(φopt)), (2.21)

PD1− PD2 =

√
2aPin

8
sin(φ− π

4
), (2.22)

PD1− PD3 =

√
2aPin

8
sin(φ+

π

4
), (2.23)

where Pin represents the input power, a is the fringe visibility and φopt represents the di�erential

optical phase and is de�ned as φopt =
4π(Lx−Ly)

λ . Equations 2.22 and 2.23 show how these signals

can be combined to provide substantial common-mode rejection of laser intensity noise by reducing

the dependence on both the input power and the fringe visibility. Equations 2.19 is plotted against

equation 2.20 in FIG 2.3 creating a Lissajous �gure.

Unwrapping the 4-quadrant arctangent of equations 2.22 and 2.23 returns the optical phase. To

achieve high resolution, each photodiode signal is digitised with a high dynamic range, 18-bit

Analog-to-Digital Converter (ADC) and the arctangent is performed using a cordic engine im-

plemented on an Field Programmable Gate Arrays (FPGA). The analogue front-end and digital

processing use an electronics module developed for the EUCLID and ILIAD interferometers [54],

which have exceptionally low input-referred noise at low-frequencies and a proven signal processing

chain. The displacement-equivalent noise of the readout electronics is shown in FIG 2.9, and it is

what enables the high precision reported here.

2.3 Sensor Requirements

On the 14th September 2015 Advanced LIGO made the �rst direct detection of gravitational waves

[14, 56]. To achieve the extraordinary sensitivity required for this discovery, LIGO uses a complex

con�guration of suspended mirrors to enhance the signal-to-noise performance of the detector. The

mirrors are held at a precise operating point via closed-loop feedback systems to ensure that the
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Figure 2.3: Figure showing the typical signals produced by HoQI when measuring distances more

than one optical fringe. Here the three photodiode signals are plotted against each other and are

used during alignment. The yellow trace, showing the result of equations 2.22 and 2.23 is gain

balanced and used to calculate the distance measured.

laser light is resonant in the various optical cavities in the interferometer.

In order to reduce the required feedback forces, and associated noise, all core interferometer com-

ponents are placed on ISI systems to reduce their inertial and relative motion. The ISIs employ

many high-precision inertial and position sensors to reduce the transmission of ground motion [45].

Additionally, the core optics are mounted inside multi-stage suspension systems that are actively

damped using local position sensors [8, 57].

Motivated by the goal of improving local sensing in gravitational-wave detectors, we present a

compact interferometer based on the EUCLID and ILIAD sensors developed at Birmingham [7,

8, 54]. There are two speci�c applications within LIGO where such a device could be readily

employed: as a replacement for the local position sensors in the suspensions, currently shadow-

sensors called Birmingham Optical Sensor and Electro-Magnetic actuator (BOSEM)s [58]; and as a

replacement for the coil-magnet readout of Geotech GS-13 geophones. With a focus on the second

application, we develop sensitivity requirements to be of interest for LIGO and make an estimate

of the potential impact on the observatories.
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There exist, however, a large range of other possible applications. Within our narrow focus, we

include a comparison with past compact interferometers and other LIGO position sensors, and an

analysis of the performance of a Watt's Balance [59] with interferometric readout. Wider applica-

tions include, but are not limited to, atom interferometers [60, 61, 62], particle accelerators [63],

and drag-free control of satellites [54].

2.3.1 Inertial Sensor Readout

The inertial sensors employed by LIGO have internal noises that are substantially higher than the

suspension thermal noise limit of their proof masses [64, 65]. The readout mechanisms used in

high precision inertial sensors are generally either inductive, capacitive, or optical. Capacitance

based readouts can achieve high precision (e.g. [66]) but the sensor electrodes must be positioned

very close to the target object, limiting their operating range. They also apply signi�cant forces

to the object, as well as having a large spatial force derivative (i.e. sti�ness), which may be

problematic for a suspended mass. This can be partially alleviated by use of multiple electrodes

whose contribution to the force and sti�ness can be made to cancel [67], but the residual e�ect may

still be too great for some applications. Additionally, because the electrodes generally comprise

extended plates, the capacitance will depend on some combination of displacement and attitude,

directly coupling tilt to displacement. The drive signal of capacitance measurements may also

pollute their environment with audio frequency electric �elds, which are undesirable in sensitive

experiments such as GW detectors [59].

Inductive sensors su�er from many of the same technical issues as capacitive sensors, including the

trade-o� between sensitivity and range and cross-coupling, but they are even more sensitive to EM

interference [68, 69]. A �nal class of readout scheme, which should be considered separately from

classical coil-driver inductance measurements, employs superconducting inductance measurements

such as SQUIDs [70]. These can achieve very high sensitivity, but their cryogenic nature clearly

makes them expensive and impractical for many applications.
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Using interferometers to measure the proof mass position has the potential to remove some of the

existing limitations in readout and actuation noise, while circumventing the technical challenges

inherent in capacitative, inductive, and superconducting sensors. Other groups [71, 72, 73, 74,

75] have had success in improving the performance of inertial sensors using optical readout to

both commercial and custom mechanics. We propose to extend the state-of-the-art by combining

interferometric readout with commercial inertial sensor mechanics, improving sensitivity below the

noise �oor of the best force-feedback seismometers, such as the Trillium T240 [76].

2.3.2 Sensitivity Requirements

At the LIGO detector sites the ground motion at 10Hz is approximately 10 orders of magnitude

larger than measured gravitational-wave signals. The use of complex, multi-stage, passive and

active isolation systems attenuates input motion below other noise sources at frequencies above

10Hz [34]. Seismic noise at frequencies below 1Hz lies outside the sensitive band of the interfer-

ometer. Nevertheless, ground motion at these frequencies, where active feedback provides most of

the isolation, can still increase the root mean square (RMS) motion of the interferometer mirrors

enough to prevent operation. The primary contributions to residual motion between the optics

(excluding earthquakes) comes from the secondary micro-seismic peak (typically between 0.15 and

0.35Hz) and the coupling between tilt and translation (typically below 0.1Hz) [77]. The secondary

micro-seismic peak is caused by re�ected waves from the shoreline that collide with incoming waves

creating a downward pressure on the sea �oor.

It is di�cult to predict the e�ect of new instruments on LIGO; the control systems and behavior of

the instrument is extremely complex. However, during the �rst observation runs, Advanced LIGO

was unable to operate for approximately 18% of the time due to elevated wind and microseismic

motion [2]. By reducing the RMS motion of the isolation platforms, the interferometer should be

able to operate during a wider range of environmental conditions. Moreover, due to the implemen-

tation of phasemeter readout (sometimes called fringe counting), our interferometric sensors have

a larger working range than both the GS-13's and T240's employed at LIGO. The extra range and
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improved low-frequency sensitivity may improve the detectors' ability to stay `locked' during small

or remote earthquakes by suppressing only the di�erential inertial motion.

The control band for LIGO's active inertial isolation for the ISIs is approximately 100mHz to

30Hz [69]. At low frequencies the noise on the inertial sensing output increases as 1
f2 . As such, the

inertial signal is substituted with displacement sensors, e�ectively locking the isolated platforms to

the ground below approximately 30mHz. However, due to the constraints of causal �ltering, the

inertial sensors must perform well down to 10mHz to avoid injecting sensor-noise or tilt-coupling.

Performance requirements between 1 and 10Hz mean that the unity gain frequency must be about

30Hz and, as such, good inertial sensor performance (in both sensitivity and phase response) is

needed up to 100Hz. Beyond 100Hz it is possible to rapidly reduce the loop gain and the sensitivity

requirements are subsequently relaxed. For these reasons, to be of interest for Advanced LIGO

(and other gravitational-wave detectors), any new inertial sensor should have sensitivity at least

equal to state-of-the-art inertial sensors between 10mHz and 100Hz.

Further improvements to the detector's performance can be made by increasing the sensitivity of

the BOSEM displacement sensors placed on LIGO's quadruple suspensions [58]. Due to the noise

of the BOSEMs, local feedback forces can only be applied to the uppermost suspended mass, and

even then the control �lters have strict requirements imposed by the need to prevent sensor noise

from spoiling the detector sensitivity at 10Hz [57]. Interferometric displacement sensors would

allow for improved damping of the top mass of the quad suspension system, as well as opening the

possibility for local damping on lower stages, reducing both vibration transmission and settling

time. To apply signi�cant damping using a sensor at the Upper Intermediate Mass (UIM) [78] (the

second stage of the `quad' suspension from the ground), the noise of the sensor at 10Hz should be

of order 100 times smaller to exceed the increase in mechanical transmissibility at this frequency,

and our measurements here more than satisfy this criterion [79, 80].
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2.4 Development of the Sensor

Other sensors, such as EUCLID [54] and ILIAD [7] had previously been developed, though the

limiting noise couplings were not well understood. An initial, bench-top version of HoQI was con-

structed, as shown in FIG 2.4, to investigate these noise couplings, such as polarisation �uctuations

caused by the waveplates and beamsplitters. It was at this point that the cats eye retro-re�ector,

used in both EUCLID and ILIAD was dropped in favor of a pair of mirrors to simplify the setup,

and eliminate parasitic interference that may have been present in the previous devices. Removing

retro-re�ectors removes the interferometer's ability to double pass the beam, reducing the potential

resolution of the sensor by a factor of two. Considerable space was left between components, so the

polarisation state and power after each component could be measured to investigate these issues.

Tests on the e�ect of waveplate rotation to induce non-linearities were also conducted at this stage,

but are covered in more detail in chapter 3.

The interferometer was constructed with one inch optics and posts with a 10 cm gap in between

each of the components. This was done to allow for a power meter to be placed between each

of the optics to map the polarisation state throughout the interferometer. The large area of the

device highlighted some of the key noise sources that would need to be addressed in future versions

of the interferometer, namely: frequency noise, thermal e�ects, air currents and acoustic e�ects.

Birefringence noise, caused by imperfections in the polarising ability of optics were reduced through

the use of high quality optics, with high extinction ratios and easy tunability of the device.

The frequency noise coupling is dependent on the path length di�erence between the two arms. In

the initial version the arm lengths were not matched, resulting in large frequency noise coupling. To

reduce this, the arms of the interferometer were �xed in length and the di�erential arm length was

tuned by injecting a signal at 80Hz and minimising the injected line, by adjusting one of the mirror

mounts, thereby reducing frequency noise coupling into the interferometer. This noise coupling

into the interferometer could then be estimated and plotted to ensure it was not responsible for

any sensor noise.
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Figure 2.4: Figure showing the initial bench top version of HoQI, with key components labeled.

The purpose of this version was to investigate noise couplings in the interferometer, rather than

to evaluate the resolution of the sensor.

The noise coupling caused by thermal e�ects, air currents and acoustic e�ects can be reduced in

two ways, the �rst is to reduce the size of the interferometer, increasing the proportion of the noise

that will be common between the optics and therefore not appear in the di�erential signal. The

amplitude of these noise sources can be reduced further by shielding the instrument in an acoustic

insulated box or by placing the interferometer in a vacuum tank. FIG 2.5 shows the resolution of

the �rst test of the HoQI sensor when in its diagnostic con�guration, highlighting the areas that

needed to be improved with the design. Future versions would need to be made more compact, to

reduce the di�erential motion seen by the device and to enable shielding of the device from thermal

e�ects and acoustic couplings.

Mentioned previously, in section 2.3, the end goal for these devices was to be employed as a compact

displacement sensor or as a readout for inertial sensors for use in LIGO. To achieve this goal the
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Figure 2.5: Figure showing the measured resolution of the initial version of HoQI (blue) compared

to the noise of the measurement electronics (black). At low frequency, air current, thermal e�ects

and frequency noise are likely the largest causes of noise. At high frequency the interferometer is

likely limited by acoustic noise coupling.

device needed to shrink in size. The initial version used solely free-space optics, which meant, while

the device was easy to diagnose, it was not very portable. Using the same one inch optics, the

interferometer was placed onto a 30 cm by 30 cm breadboard using the same layout as presented

in FIG 2.2.

This device was placed in low vacuum at a pressure of 10−2 mbar to reduce temperature �uctuations

and eliminate air pressure �uctuations. The laser light was launched through a polarisation main-

taining optical �bre through a window into the vacuum system. Fibre feed-throughs were found

to induce large polarisation noise in the interferometer a low frequencies, and subsequently remain

a problem to be solved. FIG 2.6 shows the interferometer when placed in a vacuum chamber.

FIG 2.7 shows the performance of the in-vacuum version of HoQI (red) when compared with the

initial version of HoQI (blue). Reducing the arm length mismatch between the two arms and

placing the device inside vacuum is thought to be the cause of the improvement between 10mHz

and 1Hz. At 10Hz the motion measured by the two versions of the interferometer converges,

indicating that the source of the motion observed at high frequency is likely not due to direct
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Figure 2.6: Image showing the interferometer in vacuum. Here, laser light was launched from an

optical �bre through a window to the right of the image, to investigate the use of �bres as a method

of delivering input light and to remove low frequency noise couplings such as temperature and air

pressure �uctuations.

acoustic coupling, as the vacuum tank should have reduced its coupling factor, however, indirect

coupling through the base of the vacuum chamber is still possible. There is a factor 10 suppression

in the observed motion with the in vacuum measurement compared to the in-air measurement.

Further tests revealed that the peak at 20Hz is caused by a table resonance.

Coupling of the input light through a window of the vacuum tank, while getting around the

polarisation noise induced by the �bre did result in the alignment of the interferometer moving when

pumping down the vacuum tank. This complicated the measurement of the sensor's resolution as

often the alignment would drift out of the range of the external tuning. This then meant venting

the vacuum tank, re-aligning the optics and pumping the tank down again, resulting in a time

intensive process.
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2.4. DEVELOPMENT OF THE SENSOR

Figure 2.7: Figure showing the comparison between the resolution of the initial (blue) and in

vacuum (red) versions of HoQI. The electronic noise (black) highlighting the best possible resolution

of the sensor.

2.4.1 Small Prototypes

To further improve the resolution, the sensor needed to be reduced in size. The size of optics was

reduced from one inch versions to half inch versions, with the tunability of the placements of the

optics retained to ensure the operation of the device remained linear. Furthermore, tests would be

conducted in-air while the in-vacuum �bre feedthrough issue was worked on in parallel to improve

the repeatability of the testing procedure.

To investigate the sensitivity limits of HoQI, we reduced optical and mechanical noise where pos-

sible. The largest anticipated sources of noise were: mechanical vibration, thermal expansion and

gradients, birefringence noise, frequency noise, and electronic noise. All optics were rigidly mounted

close together on an aluminum baseplate with a relatively large thermal mass, seen in FIG 2.8,

resulting in large common-mode rejection of mechanical noise and reducing thermal gradients.

Birefringence �uctuations between the non-polarising beamsplitter and the recombination polaris-

ing beamsplitters are indistinguishable from arm-length changes. Since the beams are well aligned

and co-propagate, the dominant e�ect is expected to come from quarter-wave plate, and a high qual-
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Figure 2.8: The prototype version of HoQI, the base plate is 170 × 100mm with 10mm gaps

between components.

ity zero-order waveplate was used to reduce this. Alignment �uctuations on the photodiodes cause

uncorrelated �uctuations in the photocurrent due to inhomogeneities in the quantum e�ciency

across the surface of the photodiode [81]. The single-mode �bre strips away pointing �uctuations,

and the output mode is mechanically �xed to the baseplate by the �bre output collimator.

Frequency noise coupling was measured and minimised by modulating the laser frequency and

adjusting the macroscopic arm-length di�erence to minimise the coupling to di�erential optical

phase. The length was precisely tuned using the alignment screws on the `end' mirrors, with a

resolution of a few microns, but the coupling was much larger than predicted. This is attributed

to interference from stray light. The residual coupling can be quanti�ed by an e�ective arm-length

mismatch of 0.7mm. Using the speci�ed frequency noise of the Innolight Mephisto 500NE laser,

which has a frequency noise of 104 × [ 1
f ]Hz/

√
Hz, we predict the red curve shown in FIG. 2.9.
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2.4.2 Resolution of the Compact Sensor

The electronic noise (the black curve in FIG 2.9) is measured by replacing the photodiode inputs

with a constant current using a resistor connected to a stable bias voltage. The resistor values are

such that the 3 input currents simulate a speci�c optical phase for the three photodiodes.

The baseplate was placed on rubber `feet' on an optical bench and sampled at 20 kHz over a 10

hour period. FIG.2.9 shows the amplitude spectral density of the measurement over a ten minute

segment of this data. A time series plot of this data is shown in FIG 2.10 highlighting the drift of

the sensor. The interferometer reaches a peak sensitivity of 2×10−14 m/
√

Hz at 70Hz. At 10mHz

a sensitivity of 7× 10−11 m/
√

Hz is achieved.

Figure 2.9: Sensitivity of the �bre-coupled prototype HoQI showing the interferometer signal

(blue), the measured readout noise (black), and an estimate of the frequency noise that couples

into the interferometer (red)

The total sensitivity is probably limited by electronic noise at frequencies near 0.5Hz. Below this,

the limiting factor is assumed to be a combination of air currents, temperature �uctuations, and

frequency noise. Above 1Hz, the sources of noise are less well understood except for the peak near

18Hz, which is caused by mechanical vibration of the optical table, and the large peak at 50Hz,

caused by pickup in the unshielded photodiode cables.
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Figure 2.10: Figure showing the raw time series (blue) and detrended time series data (red) of FIG

2.9, highlighting the low frequency drift of the sensor.

FIG 2.11 compares the sensitivity of HoQI with the Capacitive Position Sensors (CPS), which are

employed on the �rst stage of LIGO's ISI. In the frequency band of interest, HoQI has 250 times

lower noise at 100mHz and 1000 times lower noise at 10Hz. When compared with the BOSEMs,

the improvement is more substantial: HoQI has a factor of 500 lower noise at 100mHz and 1000

times lower noise at 10Hz.

In order to compare HoQI's readout noise with existing inertial sensors, we multiply the interfer-

ometer sensitivity curve by the inertial-sensing transfer function of both a GS-13 and a Watt's

linkage similar to those employed at the Virgo gravitational-wave detector [59]. This can be done

by multiplying the measured Amplitude Spectral Density (ASD) shown in 2.9 by the frequency

response of the Zero-Pole-Gain (ZPK) system of a GS-13 and a Watts linkage. The result of

this is shown in FIG 2.12. This readout-noise is then summed in quadrature with the estimated

suspension thermal noise for each sensor. The mechanical thermal noise is given by,

Fth(ω) =
√

4kBTR(ω), (2.24)

where Fth(ω) is the amplitude spectral density of the force due to thermal noise, T is the tempera-

ture, Q is the quality factor and R(ω) is the mechanical resistance (the real part of the mechanical

impedance) [64]. For a simple mass-spring system with mass m, resonant frequency ω0, the me-
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Figure 2.11: HoQI (blue) compared with other precision displacement sensors including: previous

interferometers developed at Birmingham, ILIAD (purple) [7] and EUCLID with both an external

HE-NE laser (red) and with its integrated VCSEL laser (black) [8]; and with devices used at LIGO,

the 0.25mm range CPS dashed purple), BOSEM (dashed green). The CPS and low-frequency

BOSEM curves are stick-�gure �ts to noise spectra from multiple devices.

chanical resistance is given by,

R(ω) =
mω2

0

Qω
(2.25)

The GS-13 is assumed to have a 5 kg proof-mass, a resonant frequency of 1Hz, and a (structural-

damping) quality factor of 40. The Watt's linkage, with its low mechanical-dissipation and resonant

frequency, has lower thermal noise (everywhere) and lower readout noise below 1Hz. For the

suspension thermal noise calculation we assume a proof-mass of 1 kg, a resonant frequency of

0.3Hz, and a (structural-damping) quality factor of 100.

The noise projections are compared with the self-noise �oors of the GS-13 (using its conventional

coil magnet readout) and a Trillium T240, both as measured at LIGO. We �nd that between

0.01 and 2Hz the suspension thermal noise of the GS-13 would limit the resolution of a future

optically readout inertial sensor, based on GS-13 mechanics. To fully exploit the sensitivity of the

interferometer presented in this thesis, mechanics with a lower suspension thermal noise would
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Figure 2.12: The sensitivity of HoQI projected onto a GS-13 (red) and a Watt's linkage (blue) is

compared with a GS-13 using conventional readout (green), and a Trillium T-240 force-feedback

seismometer (magenta). The (calculated) suspension thermal noise of the GS-13 (black) [9] and

Watt's linkage (dashed black) are also shown.

have to be evaluated. Increasing the structural Q of the spring reduces this thermal noise, and an

improvement in the resolution between the optically readout GS-13 and Watts linkage can be seen

when the interferometer is used. Despite the thermal noise limitation, using HoQI to interrogate

a GS-13 could increase the sensitivity by a factor of 100 at 100mHz and would improve it at all

frequencies up to 100Hz. The estimated noise curves of the GS-13 and the Watts linkage converge

at frequencies above 2Hz as they are limited by the interferometer readout noise.

2.5 Further Development and Improvements

For integration onto inertial sensors and suspension chains in LIGO, the interferometer must be

further reduced in size, while keeping the same basic layout and at least maintaining the current

sensor resolution. FIG 2.13 shows a photo of a smaller version of HoQI, measuring around 8 by

6 cm and 3 cm tall. The size reduction was achieved by designing new mounts for a number of

di�erent components, most noticeably the waveplates. The waveplates are held in the mounts
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Figure 2.13: A compact prototype of the HoQI sensor used to evaluate the noise performance of

the sensor when compacted further. The device pictured measures 8 cm by 6 cm,

and during initial alignment can be rotated to markings on the face of the mount to optimise

the linearity of the device. These mounts are bonded to the tops of the beamsplitters and are

designed to not touch the coatings on the beamsplitters. For ease of assembly and alignment slots

for placing beamsplitters have been milled into the interferometer baseplate to ensure that the

beamsplitters are placed in the correct location. The beamsplitters and their spacers are glued

together, such that their sides are �ush and are then glued to the baseplate. These changes mean

that the alignment of the test arm of the interferometer can be achieved by adjusting the input

�bre coupler alone.

To ensure that the interferometer is linear in its response, the beam input to the HWP needs to

be in a single, well de�ned polarisation state. The cube PBSs that have been used up to this

point have poor PERs. The cubes used in HoQI transmit p-polarised light and re�ect s-polarised

light. Typically, good PBSs have extinction ratios on the order of 1000:1, meaning if we look

at the transmitted port of a PBS, we should see one part in 1000 in the s-polarised state. On
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transmission, the extinction ratios were found to be satisfactory, having extinction ratios between

1400:1 and 2000:1. However, on re�ection, the extinction ratios were measured to be between 10:1

and 80:1, these low extinction ratios will result in polarisation leakage. This matter is made worse

as the ratio of these states will depend on the initial polarisation state, having the e�ect of reducing

the fringe visibility, as a fraction of the beam will interfere, forming spurious interferometers. To

reduce the error in the interferometer sensitivity caused by the poor PERs of the beamsplitters,

a 45◦ mirror is used after the input �bre coupler to increase the purity of the polarisation state

entering the interferometer. This increase in the purity of the input polarisation ensures that the

beam incident on the HWP gets split into only two seperate polarisation states of equal power.

This is important if corner cubes are used in place of mirrors in the arms.

Figure 2.14: A render of an updated design of HoQI featuring new waveplate mounts, a new �bre

mount and beamsplitter holders as well as a 45 degree mirror to account for the poor re�ection

PERs of the PBS used. Discussion about the speci�c design of the baseplate and associated new

mounts can be found in chapter 4

Currently, mirrors are used on the ends of the reference and test arms, and as such a half inch

kinematic mount is used to provide the alignment for the reference arm to ensure overlap with

the beam from the test arm. Corner cubes are being investigated for use, as these would all but
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eliminate the angle sensitivity of the device, though this would require a small redesign of the base-

plate. These changes have greatly simpli�ed the construction and alignment of the interferometer,

as such, one can be built, aligned in less than an hour. A Computer Aided Design (CAD) render

of these design changes is shown in FIG 2.14; and are discussed in detail in chapter 4.

2.6 Summary

Compact homodyne phasemeters provide an excellent method of accurately measuring the motion

of external targets over large working ranges. In the course of this chapter the HoQI sensor has

been developed, with noise sources such as polarisation, frequency and intensity noise have each

been reduced. Over the course of this development the design of the interferometer has been

re�ned to improve the ease of assembly and alignment of the sensor, reducing the total time for

construction and alignment from several hours to less than an hour.

These improvements result in the self noise of the HoQI sensor to have a much higher resolution

than other displacement sensors used in LIGO despite being tested in air without any seismic

isolation present. When compared to the CPS and BOSEM sensors, HoQI has a 1000 times higher

resolution than both these sensors at 10Hz. When compared with other sensors of their type, such

as the EUCLID, HoQI is 10 times more sensitive at 10Hz.

When used as readout mechanisms for inertial sensors, compact interferometers should be able to

reduce the self noise of an inertial sensor, such as the GS-13 by approximately by a factor of 1000

at 10mHz. Such a device is predicted to be close to limited by the thermal noise of the suspended

masses spring below 1Hz.
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Chapter 3

Non-Linearities in Homodyne

Phasemeters

Nothing in life is to be feared; it is only to be understood. Now is the time

to understand more so that we may fear less.

Marie Curie

This chapter describes the creation of a polarisation model used to propagate the e�ects of optic

misalignments and imperfections that create non-linearities in homodyne phasemeters. Text and

�gures in this chapter are sourced from a mature draft of the paper `Quantifying cyclic non-

linearities of interferometers in the frequency domain', of which I was the principal author. My

role in the paper was in the creation of the model and simulating the e�ects of non-linearities for

a couple of use cases. At of the time of writing, this is unpublished though a mature draft of the

paper can be found on the LIGO DCC [82]; sections of the paper that are not of my work, detailing

the analytical derivation of non-linearities are excluded from this thesis. Text and �gures have been

added in addition to those sourced from the paper to provide a more detailed explanation of the

topic.
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3.1 Introduction to Non-Linearities

Over the past 40 years, increasingly small optical readouts, based on homodyne interferometry,

have been developed, such as those described by Downs [83] and Speake [54]. The resolution

reached by the most recent compact versions is on the order of 10−13 m/
√
Hz at 1Hz [5, 73]. A

review of linearity in both heterodyne and homodyne phasemeters can be found in [50]. This high

resolution is possible due to careful reduction of noise sources, such as frequency, intensity and

birefringence noise. However, there is still a mismatch between the measured phase and the real

phase in the readout. These distortions are referred to as non-linearities, named after the type of

coupling they have on the readout. Typically, these non-linearities are induced by imperfections or

misalignments in the optics. The linearity is de�ned as the relation between the real and measured

optical phase and any discrepancy between these is referred to as a non-linearity.

Previous research into non-linearities has quanti�ed the results in terms of RMS errors in the

time domain [84, 85, 86], focusing on reducing the RMS error between the measured and real

phase. Research on developing simple models has been developed by de Groot [87] on heterodyne

interferometry, while Stone and Howard [88] detail such a model on homodyne interferometers.

Data processing techniques, such as ellipse �tting, have previously been used to measure the

ellipse parameters and correct for them in post processing, �rst shown by Heydemann [89] and

used on optical inertial sensors by Zumberge [71]. While the RMS error caused by non-linearities is

important, the frequencies a�ected by these phase errors are important for the response of isolation

systems or inertial sensors with high Q factors, e.g. non-linearities present in seismic signals in the

kHz region would have little impact in applications such as Advanced LIGO. This chapter aims

to understand how these non-linearities a�ect the signal and how they contribute to the signal

in the frequency domain. Such high Q dynamic systems increase the motion seen by the device

substantially and are presented later in this chapter.

Next generation inertial sensors with signi�cantly higher resolution use optical readouts instead

of coil magnet based readouts. These sensors are needed to improve control systems present on
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large physics experiments [90]. Su�ciently quiet isolation platforms are mandatory for the proper

functioning of these instruments and need to be improved in order to expand the capability of these

detectors [47]. Sensors, such as interferometric inertial and displacement sensors, are required to

achieve a high level of isolation and to sense the residual motion of the equipment.

Fringe counting interferometers, such as those described in chapter 2, are one such candidate for

improving the controllability of the detector and for reducing sensor noise coupling. They rely

on measuring two quadratures of the optical phase, by splitting the optical signal in two and

phase shifting one with respect to the other by 90 degrees. This method allows for the precise

measurement of the optical phase of one part in 108 of a wavelength, while being able to track

the optical phase over multiple wavelengths. The main culprits for inducing non-linearities in

interferometers, such asHoQI, are the half and quarter waveplates, and the beamsplitters. The

quarter waveplate, responsible for generating the two quadrature signals, is the largest single source

of non-linearities in the interferometer. As described in chapter 2 the optical phase is extracted by

taking the arctangent of two quadrature signals and in the absence of o�sets, is given by,

PD1 =
Pin
8

(a sin(φopt)), (3.1)

PD2 =
Pin
8

(a sin(φopt +
π

2
+ δ)), (3.2)

where π
2 is the expected phase shift between the two quadratures and δ is a small error in the

phase shift. When δ is zero, the optical phase can be extracted easily using,

φopt = arctan

(
PD1

PD2

)
(3.3)

However, when δ is non zero, the two quadratures given by PD1 and PD2 are no longer orthogonal,

meaning that the method of extracting the optical phase given by equation 3.3 is no longer valid.

This results in a discrepancy between the extracted optical phase and the real phase as measured

by the interferometer. Errors caused by the half waveplate and de�ciencies in the beamsplitters
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cause unequal powers in each polarisation state. This results in the o�sets and powers as seen by

each quadrature not canceling; invalidating the assumptions made in equation 3.3.

3.2 Correction of Non-Linearities

It is possible to not only reduce but in some cases eliminate the e�ects of non-linearities on the

readout by performing a technique known as ellipse �tting shown by Heydemann [89]. The ellipses

in the Lissajous plot, shown in FIG 2.3 in chapter 2 can be �tted using a least squares method,

described by Rosin [91],is summarised in the section below, and derived fully in Appendix A.1

Ellipse Fitting Routine

The ellipse �tting routine takes in x and y data from the Lissajous �gure. In this case x =

SPD−CPD and y = SPD−MCPD, where CPD, SPD, MCPD are the cos, sin and − cos photodiode

outputs. The script then creates a matrix of parameters, containing values of x2, xy, y2, x and

y, which in the following notation are contained in vector X. In least squares �tting we take a

function, R2 = G2(xi, yi), where G is the standard quadratic form of a rotated ellipse, given by

equation 3.6, and minimise it with respect to each of the parameters, denoted by the vector H,

where H, X and G are de�ned as,

H =

[
A B C D E

]
, (3.4)

Xi =

[
x2
i xiyi y2

i xi yi

]
, (3.5)

G =

[
Ax2

i Bxiyi Cy2
i Dxi Eyi Fi

]
, (3.6)

where H is the coe�cients of the ellipse parameters. We then de�ne the function that we wish to
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minimise, R2 as,

R2 =
n∑
i=1

(
Ax2

i +Bxiyi + Cy2
i +Dxi + Eyi + F

)2
, (3.7)

=
n∑
i=1

(HXi + Fi)
T (HXi + Fi), (3.8)

=
n∑
i=1

HTXT
i XiH + Fi(XiH) + Fi(X

T
i H

T ) + F 2
i . (3.9)

We then di�erentiate this function with respect to H, to �nd the expression for our minimised

parameters, given by,

∂R

∂H
= HTXTX +

n∑
i=1

FXi = 0, (3.10)

HTXTX =
n∑
i=1

−Fxi, (3.11)

H = −
n∑
i=1

Fxi
XTX

. (3.12)

When running the interferometer, the ellipse parameters given by equation 3.12 can be determined

by measuring motion on the order of a wavelength. Now that the ellipse parameters have been

determined, they can be converted into the gains, o�sets and rotations of the ellipse; the full deriva-

tion of this is shown in Appendix A.1 and is summarised below. FIG 3.1 shows the signi�cance of

each of the ellipse parameters.

The equation of a simple non rotated ellipse, with semi-major and minor axes, a and b is given by,

x2

a2
+
y2

b2
= 1. (3.13)

In principle, due to imperfections or mis-alignment of the quarter waveplate, equation 3.13 must

be rotated by angle α, giving the rotated x and y variables that we shall �t, this is given by,

x
y

 =

cos(α) − sin(α)

sin(α) cos(α)


x′ − x0

y′ − y0

 . (3.14)
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Coe�cient Label Value

A a2 sin2(α) + b2 cos2(α)

B (b2 − a2) sin(2α)

C a2 cos(α) + b2 sin(α)

D −2x0A− y0B

E −2y0C − x0B

F x0y0B + x2
0A+ y2

0C − (ab)2

Table 3.1: Table showing the links between the physical ellipse parameters and the least squares

coe�cients, a, b are the gains, x0, y0 are the o�sets and α is the rotation of the Lissajous from

circularity.

Substituting in our values for x′ and y′, which represent the optical phase, and adding an o�set,

we recover the form of our rotated ellipses before �tting, these are,

x = (a cos(φ)− x0) cos(α)− (b sin(φ)− y0) sin(α), (3.15)

y = (a cos(φ)− x0) sin(α) + (b sin(φ)− y0) cos(α). (3.16)

This can be substituted into equation 3.13 which links our least squares parameters, to physical

o�sets, gains and ellipse rotations, and are summarised in table 3.2.

These coe�cients can then be linked back to physical parameters, such as the gains, o�sets and

rotations between the two quadratures, this derived in full in Appendix A.1 and is summarised in

table 3.1.

Reshaping the Ellipse into a Unitary Circle

With the physical ellipse parameters extracted, the ellipse can be re-shaped into a circle. This

process limits the amount of up-conversion of noise in the output ASD. The ellipse parameters
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Coe�cient Label Value

α 1
2 arctan( B

A−C )

a

√
(A+C)−

√
(A−C)2+B2

2

b

√
(A+C)+

√
(A−C)2+B2

2

x0
2DC−EB
B2−4AC

y0
2AE−BD
B2−4AC

Table 3.2: Table linking the coe�cients from the least squares �tting to physical photodiode gains,

o�sets and the error on the two quadrature, a, b are the gains, x0, y0 are the o�sets and α is the

rotation of the Lissajous from circularity.

referred to in the rest of this section are de�ned by FIG 3.1.

y

b

y'
Ф

x'

α

a

y0
x0

x

Figure 3.1: Figure showing the de�nitions of each of the ellipse parameters used to linearise the

output of the interferometer. The following values are outputted from the ellipse �tting algorithm

and are used to correct the ellipse: the gains, a, b, the o�sets x0 y0 and the rotation α.

By taking equations 3.15 and 3.16,we apply a rotation matrix with the argument −α, giving the
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3.3. EXAMPLES OF NON-LINEARITIES

un-rotated coordinates x′ − x0 and y′ − y0, giving the equation 3.17.

x′ − x0

y′ − y0

 =

 cos(α) sin(α)

− sin(α) cos(α)


(x′ − x0) cos(α)− (y′ − y0) sin(α)

(x′ − x0) sin(α) + (y′ − y0) cos(α)

 (3.17)

The o�sets x0 y0 can be trivially removed. The �nal step is to scale the ellipse such that its

maximum absolute value is unity. The least squares �tting technique sets the constant term of the

general form of an ellipse to equal 1. We can then use this to scale the semi-major and semi-minor

axes accordingly. Remembering that the �tted ellipse is of the form,

F = A′x2
0 +B′x0y0 + C ′y2

0 − (a′b′)2. (3.18)

The scaling factor, K is de�ned as a′ = a
K and b′ = b

K , where a and b are the parameters returned

by the least squares �tting process and is equal to,

K4 =
A′x2

0 +B′x0y0 + C ′y2
0 − 1

(ab)2
. (3.19)

Therefore, with some re-arranging, we can divide by the scaled coe�cients a′ and b′, allowing the

phase to be extracted by taking the arctangent, given by equation,

φ = arctan

(
ay′

bx′

)
. (3.20)

FIG 3.2 shows raw interferometric seismometer data that has been processed using the ellipse

�tting technique to produce a unitary �tted Lissajous. This highlights that the �tting technique

can be run successfully when measuring motion smaller than an optical wavelength.

3.3 Examples of Non-Linearities

FIG 3.3 shows an example of what non-linearities look like in the frequency domain. Here an

optical inertial sensor is driven by a platform at 5Hz with an amplitude of a few micrometers.
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Figure 3.2: Figure showing a typical output of the ellipse �tting technique on real interferometric

seismometer data. The raw trace (red) undergoes ellipse �tting and is corrected into a unitary

circle (blue).

The signal is processed using the ellipse �tting routine detailed above and the non-linearities are

corrected. To illustrate the problems that non-linearities can have on the readout, 10% errors were

induced into each of the ellipse parameters, these being the gain, o�sets and quadrature errors.

The ASDs of these signals are then taken to illustrate the e�ect of non-linearities on the readout

and are shown in FIG 3.3.

These sources look like low frequency noise which has been up-converted to higher frequencies,

taking note of the higher order harmonics of the 5Hz driving frequency, which are clearly visible

at 25, 30, 35Hz. The e�ect of this noise is spread out into higher frequencies and is intensi�ed by

the large driving signal. This forms a shelf-like feature in the ASD, giving rise to their name of

`non-linearity shelves'.

To investigate the e�ect that non-linearities will have in the presence of seismic input motion, a geo-

phone is used to measure ground motion with two di�erent readout mechanisms, the conventional

coil-magnet readout and an non-linear interferometer which was rigidly attached to the side of the

geophone can. The signal measured by the coil readout is assumed to be linear for the purposes of

this test. The second readout is provided by a non-linear interferometer which is attached rigidly
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3.3. EXAMPLES OF NON-LINEARITIES

Figure 3.3: Figure showing the e�ects of non-linearities on the readout of the interferometer. Here,

a 10% error has been injected into the ellipse �tting routine when correcting the ellipse for the

three di�erent cases: power, o�sets and the angle between the two quadratures. The RMS values

for each of these cases are displayed on the �gure to highlight the importance of evaluating the

linearity in the frequency domain.

to the outside of the geophone can, this interrogates a test mirror attached to the proof mass of

the seismometer. Using the coil readout as a linear reference the measured motion between the

two sensing methods can be compared. Once the signals have been calibrated into displacement,

any di�erences that arise between the two readout mechanisms will either be caused by non-linear

e�ects of the interferometer or opto-mechanical coupling di�erences between the di�erent readout

methods. Given the close, rigid alignment of the interferometer to the outer geophone case, the

e�ect of the mechanical coupling di�erences is likely to be small compared to the non-linear e�ects

that have been deliberately introduced into the interferometer.

FIG 3.4 shows a comparison between two simultaneous measurements of an optical geophone, with

one of the readouts being provided by an interferometer and the other by a coil-magnet system.

This was placed in a quiet lab environment and left to measure ground motion for two minutes.

From this, we see that the motion measured is 1×10−7m; this equates to a tenth of an optical fringe,

the majority of the motion occurring at approximately 0.1Hz. Despite the size of the input motion
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Figure 3.4: Top: Figure showing the e�ects of non-linearities on the readout of the interferometer

in the presence of small input motion, i.e. motion that is much less than an optical fringe. The

ellipse �tted curve (blue), is identical to the un�tted curve (red) but undergoes ellipse �tting before

the ASD of the signal is taken and plotted. The ellipse �tted curve more closely resembles the coil

readout trace, which is the input signal and is considered linear.

Bottom: The coherence i.e. the similarity between the input and the �tted (blue) and un�tted

(red) traces show that the �tted signal more closely matches the input signal as it is not subject

to nonlinear e�ects.

being small, there is a noticeable discrepancy between the measured optical and coil readouts and

is predominantly caused by non-linear e�ects in the interferometer. This is con�rmed, as when

the measured interferometer data undergoes ellipse �tting (shown in yellow), the measured motion

decreases to the same level as the linear coil sensor between 50 and 80Hz.

The coherence Cxy between two signals, x and y is the correlation between these signals at a given

frequency, f , it is de�ned by the equation,

Cxy(f) =

√(
|Gxy(f)|2

Gxx(f)Gyy(f)

)
, (3.21)

where Gxy is the cross spectral density of the two signals and Gxx and Gyy are the respective
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Power Spectral Density (PSD)s of the two signals.,

For perfectly coherent signals, the coherence will have a value 1 across all frequencies, whereas

for incoherent signals the coherence will be equal to 0. A more rigorous example notation of the

coherence can be found in the article by Gardner [92]. In the case of FIG 3.4, the coherence should

be close to 1, since both the coil and the interferometer should be measuring the same motion.

In the same frequency region, when the ellipse �tting has been applied to the data, the coherence

between the coil and the measured interferometer increases in the same region, indicating that the

cause of this lack of correlation between the coil and interferometer was due to non-linear e�ects.

At high frequencies above 60Hz, the coherence drops between the two readout methods of the same

proof mass on the �tted data, indicating that there is some other cause of discrepancy between

the two readout methods. Moreover, by comparing both FIG 3.3 and FIG 3.4, there is a clear link

between the level of non-linear error in the readout and the size of the input ground motion.

3.4 Modeling of Optical Non-Linearities

To investigate other potential sources of non-linearities, a MATLAB simulation has been developed,

which incorporates many sources that can induce non-linearities in the readout, by propagating

the electric �eld through a series of Jones matrices. Stone [88] used this technique on a simple

homodyne phasemeter while de Groot [87] used this to examine how non-linearities manifest in

heterodyne interferometers. The Jones matrix model includes components to account for e�ects

such as: �nite extinction ratios on the input �ber and the polarising beam splitters, the rotations

of both the half and quarter waveplates as well as the retardance errors of the waveplates. The

input motion for this model is customisable and can be shaped by arbitrary ZPK systems before

the optics simulation takes place.
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Import /
Simulate Data

Run Model

End of input Data?
Yes

NoOutput 
reconstructed 

and input phase
+ coherence

Process range
from output

 signals

Define Parameters 
(Alignment, Input Data, 

Model Settings) Jones Matrix
Parameters

HWP x NPBSR 
x PBSR x FC

PBSR PBST

ФLx ФLy

PBSR PBST

Ex
Ey

Ex Ey

HWP (-θ)

NPBSR NPBST
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PD1

PBSR

QWP

PBSR PBST

PD2 PD3

Simulate IFO with Jones Matrices

Distance

Model Key
Jones MatrixInputs Outputs

Figure 3.5: Figure describing how signals are propagated throughout the interferometer model. Ini-

tial parameters of the interferometer (shown in blue), such as waveplate rotation and beamsplitter

PERs, are speci�ed as well as vector describing the lengths of each arm of the interferometer.

An input electric �eld is propagated through a series Jones Matrices (red) producing the outputs

(green).

FIG 3.5 illustrates how signals and options are passed through the model to estimate non-linear

e�ects on the readout. In this model an initial electric �eld of mixed polarisation states and a

displacement vector, describing the arm lengths of the interferometer, are speci�ed. The input

electric �eld, whcich contains two polarisation states, is propagated through Jones Matrices, the

matrices and values of which are described in Table 3.3, while the order of propagation is speci�ed
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Table 3.3: Table showing matrices used in the polarisation propagation model to simulate the e�ects

of various optical components. The variable δ represents the retardance error in the waveplates

and θ represents the angle of the fast axis of the waveplate relative to the horizontal axis.

Optic Label Model Equation Model Parameter

Fiber
√
PERTp

√
0.99

PBS T


√
PERTp 0

0
√
PERTs



√

1 0

0
√

0.001


PBS R


√
PERRp 0

0
√
PERRs



√

0.01 0

0
√

1


NPBS R

rp 0

0 rs

 1√
2

1 0

0 1


NPBS T

tp 0

0 ts

 1√
2

1 0

0 1



HWP

Rotation(−θ)︷ ︸︸ ︷cos(θ) − sin(θ)

sin(θ) cos(θ)


Phase Delay HWP︷ ︸︸ ︷e
iπ+δ

2 0

0 e
−iπ+δ

2


Rotation(θ)︷ ︸︸ ︷ cos(θ) sin(θ)

− sin(θ) cos(θ)


θ = 45 + 2◦

δ = 3.6◦



QWP

Rotation(−θ)︷ ︸︸ ︷cos(θ) − sin(θ)

sin(θ) cos(θ)


Phase Delay QWP︷ ︸︸ ︷e
iπ+δ

4 0

0 e
−iπ+δ

4


Rotation(θ)︷ ︸︸ ︷ cos(θ) sin(θ)

− sin(θ) cos(θ)


θ = 45 + 2◦

δ = 3.6◦


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by FIG 3.6, taken from Cooper [5]. The distance input vector is used to generate the phase

φLx, φLy, experienced by the beams traveling along the arms of the interferometer. The beam

is combined at PBS1 and PBS3 to produce the three photodiode signals, which can be processed

in the same way as the measured signals. To avoid aliasing issues, the model is run at a sample

frequency of 1 kHz and run for hundreds of seconds to generate enough averages at 10mHz. Using

a sample frequency of 1 kHz and max time of 500 seconds takes a dual core laptop approximately

a minute to run. A drawback of this model is that it cannot be used to calculate the e�ect of

spurious interferometers, caused by re�ections of beams from AR coated surfaces, nor does it take

into account of any opto-mechanical couplings in devices.

Fibre-coupled
laser input

2

PBS1

NPBS

PBS2

PBS3

PD1

PD2

PD3 4

4+

L2

L1

+

Polarisation Key

Mixed

X-Arm
Y-Arm

22.5°45°

Figure 3.6: Figure showing the interferometer layout used in the MATLAB model, taken from

Cooper [5].

FIG 3.7 shows a comparison between a measured inertial sensor, using both coil and interferometer

readouts as well as a prediction of the motion given by the MATLAB model. The model's predicted

motion is generated by using the linear coil signal as an input to the MATLAB model, which is

then calibrated using the same method as the real interferometer. The values used to generate

the simulation result are adjusted to re-create the measured time and frequency domain output.

These are shown in Table 3.4. The RMS error in the displacement of the �tted and un�tted
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interferometer, when compared with the coil readout, is 5× 10−9m and 1.2× 10−8m respectively,

corresponding to a non-linearity of around 1%. When compared with other interferometers, shown

by Table 3 in a review by Watchi [50], the linearity of the presented devices is comparable to

others of its type. In this test the half and quarter waveplates were deliberately misaligned to

inject some non-linear e�ects in the signal. By comparing the simulated interferometer readout

with the measured interferometer readout before �tting, we see that the model is able to simulate

the expected non-linearity across the frequency range of interest. As such, the model is able to

con�dently quantify the level of non-linearity that will be present in the measured phasemeter; the

model can now be used to evaluate the e�ects of non-linearities on other use cases. Moreover the

model can be used to identify the most sensitive components present in HoQI. In this speci�c case,

the largest single source of non-linearity is caused by the quarter waveplate.

Figure 3.7: Figure showing the measured coil (blue), with the measured interferometer before and

after ellipse �tting (green and red respectively) compared to the simulated interferometer that has

not undergone �tting (purple), the parameters used to generate the simulated motion are shown in

table 3.4. The RMS error in the displacement of the �tted and un�tted interferometer is 5×10−9m

and 1.2× 10−8m respectively.
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Table 3.4: Table showing the parameters used in the polarisation propagation model to re-create

the motion measured by an optical geophone.

Component Misalignment

Input Fiber PER 1:200

Quarter Wave Plate 9.5 Degrees

Half Wave Plate 6.5 Degrees

Wave Plate Retardance Error 3.6◦

PBS1 Transmission PER 1:1000

PBS 1 Re�ection PER 1:50

PBS2 Transmission PER 1:1000

PBS2 Re�ection PER 1:50

PBS3 Transmission PER 1:1000

PBS3 Re�ection PER 1:50

NPBS Re�ection (S:P) 50:50

NPBS Transmission (S:P) 50:50
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3.5 E�ects of Non-Linearities on Applications of HoQI

Now that the MATLAB model has been veri�ed against real data, we can now examine the e�ect

of non-linearity on two applications of the interferometers in question: as a readout of a high Q

seismometer, and as a readout mechanism for high Q suspension systems, such as those in use in

LIGO.

3.5.1 Interferometric Readout of High Q Seismometer

Due to their superior noise performance, interferometers can be used as a readout mechanism for

geophones [5] and seismometers [72, 73, 93], resulting in a factor 100 increase in resolution at

10mHz when compared to a geophone with a coil-magnet readout. Such inertial sensors have a

Q of around 1, in the case of the L-4C. In the absence of large errors in the interferometer �tting

parameters, the low Q of the geophone spring limits the impact of non-linear e�ects spoiling the

readout at high frequency at the expense of limiting the resolution of the sensor at low frequency,

due to the thermal noise contribution. Inertial sensors, such as those proposed by Cooper [5], are

limited by suspension thermal noise between 10mHz and 2Hz; this can be reduced by increasing

the Q of the inertial sensor. For this application, we have applied a �lter modeling the e�ects

of measuring ground motion using an interferometer connected to inertial mass with a resonance

frequency of 1Hz and a Q of 1000. This was achieved by �ltering the input data by a ZPK system

that describes the transfer function between the ground and the suspended mass.

The parameters used in the simulations presented in this section are given by Table 3.5.1. The

numbers chosen for this simulation represent realistic values for polarisation extinction ratios and

typical errors in alignment when constructing the devices. For the high Q inertial sensor, the model

was run at a sampling frequency of 2000Hz for a total of 1000 seconds. The result of this is shown

in FIG 3.8.

FIG 3.8 shows the simulated motion as measured by an interferometer when placed on a high Q

geophone, using optics parameters given by Table 3.5.1. Below its resonance frequency of 1Hz, the
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Table 3.5: Table showing the parameters used in the polarisation propagation model.

Component Misalignment

Input Fiber PER 1:200

Quarter Wave Plate 2 Degrees

Half Wave Plate 2 Degrees

Wave Plate Retardance Error 3.6◦

PBS1 Transmission PER 1:1000

PBS 1 Re�ection PER 1:50

PBS2 Transmission PER 1:1000

PBS2 Re�ection PER 1:50

PBS3 Transmission PER 1:1000

PBS3 Re�ection PER 1:50

NPBS Re�ection (S:P) 50:50

NPBS Transmission (S:P) 50:50
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Figure 3.8: Figure showing the predicted motion measured by an interferometer when placed on

a high Q geophone, with a resonance frequency of 1Hz and a Q of 1000, compared against the

true input motion (red). The blue trace represents the simulated motion as measured by the

interferometer before any ellipse �tting is applied. The true input motion is obscured by the

simulated and �tted interferometer measured motion (yellow), showing that as long as �tting

is applied, the true motion can be extracted from the interferometer without non-linear e�ects

spoiling the resolution.

predicted interferometer motion is identical to that of the input motion. Above 2Hz the simulated

motion is dominated by the non linear noise couplings forming a `shelf' that spreads low frequency

motion into higher frequencies. Higher order resonances of the 1Hz peak can clearly be seen at

multiples of the resonance frequency that gradually decay in amplitude. Encouragingly, these

non-linear e�ects can be corrected for by running ellipse �tting to the point where the impact of

non-linear e�ects no longer spoil the expected motion measured by the sensor. At 30Hz higher

order non-linearity shelves can be seen, caused by higher order terms in the Fourier series that

describe the non-linear e�ects, further spoiling high frequency resolution without additional �tting.
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3.5.2 Interferometers on High Q Suspensions

Interferometers, such as those described previously, can be used as position sensors in LIGO's

quadruple suspension system. To do this, the quadruple suspension model, as detailed in [94],

is used to generate transfer functions between the suspension point (ST2) length and the UIM,

where the interferometers are proposed to be located. An estimate of the ST2 suspension point

motion is modi�ed by the suspension transfer function and used as an input into the polarisation

model to simulate the e�ects of non-linearities in this use case. Taking into account the locations

of the test and reference re�ectors on the suspension chain, the di�erential motion between the

two mirrors will be given by ∆X = XUIM−XST2. In order to damp the resonances from the UIM,

the sensors, and therefore the non-linear contributions to the noise performance, need to be below

10−13m/
√

Hz at 10Hz to be below the expected stage 2 suspension point length.

FIG 3.9 shows the projected stage 2 motion through the quad model as input to the interferometer

model, described in section 3.4 shown in purple. The signal, as seen by the interferometer readout is

shown in red, while the ellipse corrected motion is shown in blue, which is hidden behind the input

motion trace. Without the ellipse �tting correction, the sensor's measured signal is dominated by

non-linearities in the 0.4-20Hz region, caused by up-conversion of the suspension peaks. The lower

subplot shows the coherence of the signal before and after the ellipse correction. With this we see

a signi�cant loss in coherence between the real and measured motion. After �tting, we see the

coherence increases to 1 across the whole frequency range.

During observation time, the suspension resonances are damped to lower the RMS motion to allow

for easier control of the numerous cavities. FIG 3.10 shows the same simulation as FIG 3.9 but

with the suspensions damped using the damping provided by the current suspension sensors and

current damping �lters. With this level of damping, the impact of non-linearities can only be seen

at around 1.5Hz, owing to the greatly reduced amplitudes of the suspension resonances. When

the ellipse �tting correction is activated, the e�ects of non-linearity on the readout are all but

eliminated.
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Figure 3.9: Figure showing the e�ects of non-linearities with damping of the suspension resonances

turned o�. Top: Shows the amplitude spectral density of the input motion (yellow), with the motion

measured by the interferometer before and after ellipse �tting correction, shown in red and blue

respectively. Bottom: Shows the coherence between the input signal and the interferometer signal

before and after ellipse �tting, shown in red and blue respectively.

In both cases, this represents the best case scenario for the coherence measured by these devices.

Here we have not taken into account sensor noise, loss of coherence due to mechanical noise sources,

or spurious interferometers present in the readout, in order to simplify the simulation. In reality,

the corrected signals would lose coherence where the signal becomes sensor noise limited.

3.6 Summary

Non-linearities are frequency and amplitude dependent errors that can be present in long range

interferometers such as, but not limited to, HoQI. These are caused by imperfections in the optics

used in the interferometers, which alters the polarisation that is propagating through the interfer-

ometer, leading to errors in the phase unwrapping of the three quadrature signals. The result of

this is that, in the presence of large motion, the signal at low frequency is up-converted to higher

83



3.6. SUMMARY

Figure 3.10: Figure showing the e�ects of non-linearities with damping of the suspension resonances

turned on by looking at the simulated signals that would be measured by interferometers. Top:

Plot of the ASD of the input motion (yellow), with the motion measured by the interferometer

before and after ellipse �tting, shown in red and blue respectively. Bottom: A plot of the coherence

between the input signal and the interferometer signal before and after ellipse �tting, shown in red

and blue respectively.

frequencies spoiling the resolution of the proposed sensor.

A method of reducing the e�ect of these non-linearities has been evaluated and applied to both

simulated and real data, demonstrating that these non-linear e�ects can be quanti�ed and corrected

for. This correction, known as ellipse �tting, can be applied in post processing to the measured

data and eliminates the `fake' motion caused by the non-linear e�ects. This increases the coherence

between motion measured by a linear reference and the intentionally non-linear interferometer.

To investigate this, a MATLAB model that propagates an electric �eld through a series of Jones

Matrices describing the interferometer has been constructed. This model allows for the level

of non-linearities to be accurately quanti�ed given some arbitrary input motion. This not only

allows for the e�ect of non-linearities to be quanti�ed when evaluating new components, but also

allows applications of interferometers like HoQI to be evaluated to see whether non-linearities will
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3.6. SUMMARY

negatively e�ect the readout. In the two cases studied, a high Q seismometer and as a readout

for high Q suspensions, non-linear e�ects are present but can be adequately corrected by ellipse

�tting, restoring the linearity and the resolution of HoQI.
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Chapter 4

Interferometric Inertial Sensors

Why do we fall? So that we can learn to pick ourselves up.

Thomas Wayne

This chapter describes the construction of a compact optical inertial sensor using the interferometer

described in chapter 2. Parts of the chapter reference a paper, with a preliminary title of `Develop-

ment of a near suspension thermal noise limited geophone', which is in pre-publication at the time

of writing. I am the lead author and have designed and constructed the devices described here.

Text and �gures from the manuscript have been copied verbatim and expanded on for increased

clarity and further discussion.

To isolate the test masses from ground motion, LIGO uses a complex system of passive [39, 78] and

active [69] isolation. The active isolation is largely provided by the ISI, and reduces the inertial

motion at frequencies from 0.1 to 10Hz. The ISIs are suspended on springs from the ground,

providing passive isolation above their resonance frequencies at approximately 1Hz. Despite the

success of these systems, the lowest frequencies in the LIGO detection band, 10-20Hz, are still

limited by technical noises that are driven by residual motion at even lower frequencies [48, 49].

The residual motion must be reduced in order to detect gravitational waves below 10Hz [47].

The ISIs are sensed by a mixture of displacement sensors, geophones, and force feedback seismome-
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4.1. PRINCIPLE OF INERTIAL SENSORS

ters. The sensors are `blended' or `fused' together to use the `best' information in each frequency

band. Geophones, such as the Sercel L-4C and Geotech GS-13 are used throughout the detector

to measure the motion of both the ground and the isolated platforms. While the performance

of force feedback seismometers is inherently superior to that of geophones at frequencies below

0.5Hz, they are considerably more expensive. As such, only the most critical isolation platforms,

the BSCs, which house the primary test-masses, and the beamsplitter use these broadband seis-

mometers. Other chambers that house the auxiliary optics must rely on geophones to provide

inertial platform measurements.

Coil-magnet geophones are limited by their intrinsic readout noise, caused by the Johnson noise in

the geophone's coil. The noise budget of an L-4C is shown in FIG 4 of Kircho�f et al. [95]. The

other main noise source, suspension thermal noise, is around a factor of 200 lower at 10mHz. With

a su�ciently quiet readout method, the resolution of these sensors can be substantially improved

at low frequencies. In the past interferometers have been used to decrease the readout noise

contribution in broadband seismometers [72, 73] and thus increase the resolution of these devices.

In an earlier paper [5], we demonstrated su�cient readout performance to reach the suspension

thermal noise from 10mHz to 2Hz of an L-4C geophone, should no additional noise couplings arise.

Improvements to the resolution of geophones will in turn allow for a re-design of the ISI's control

loops, reducing sensor noise injection, as shown by chapter 5 of this thesis. In particular, they

will allow for much improved inertial isolation between 0.1 and 0.3Hz while maintaining the same

RMS velocity of the platform.

4.1 Principle of Inertial Sensors

Inertial sensors are sensors that rely on inertial mass, often called a proof mass, to make measure-

ments of displacement, velocity or the acceleration relative to this mass. The simplest example of

this is a mass on a spring, depicted in FIG 4.1. An inertial sensor will measure di�erent variables

depending on whether the oscillation is below or above the resonance frequency. Below the reso-
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4.1. PRINCIPLE OF INERTIAL SENSORS

nance frequency, the suspended mass will follow the ground motion and thus the inertial sensor will

only be sensitive to the acceleration between the ground and the suspended mass. Above the reso-

nant frequency, in the presence of no external forces, the sensor will directly measure displacement

relative to the proof mass.

  M

a) b) c)
Δx

xg xp xp

Fext

xg

M M
L

Figure 4.1: Diagrams of the inertial sensor for each of the transfer functions described. a) shows

ground to platform coupling, b) shows how external forces a�ect the proof mass and c) shows how

a measurement made by the inertial sensor is converted into ground motion.

To determine how ground motion couples into motion of the platform or mass motion we need

to de�ne a number of transfer functions. A transfer function is a frequency domain function

that maps an input of a system to an output. Working in the frequency domain allows for easy

switching between acceleration, velocity and displacement by multiplying by a factor of i ω for

every di�erentiation. Every time an integration is performed the term is multiplied by a factor of

1
i ω . There are three transfer functions that are important in inertial sensors, these are:

1. xg → xp, this describes how the ground motion couples into platform motion. At frequencies

below the resonance xg maps directly to xp. Above the resonant frequency, xp is isolated

to a factor of ω0

ω2 , and at frequencies above Qf0, the response scales with 1
ω . Here ω0 is the

angular resonant frequency, k is the spring constant, m is the mass and Q is the quality

factor of the spring.

xp
xg

=

iωω0

Q + ω2
0(

−ω2 + iωω0

Q + ω2
0

) (4.1)
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2. Fext → xp, describes how any external forces couple into the platform motion. This is useful

for mapping, for example, how forces applied by an actuator will a�ect platform motion, or

seeing how ground motion is suppressed in passive isolation. This has a non zero DC value

of 1
k , where k is the spring constant.

xp
Fext

=
1

m(−ω2 + iω0ω
Q + ω2

0)
(4.2)

3. ∆X → xg, describes how a measurement of ∆X can be converted into inertial equivalent

displacement. The inverse of this is known as plant inversion. This will be used to describe

how ∆X; measured by di�erent readout mechanisms, translates into ground motion. There

is a constant o�set, caused by the length of the spring, this is denoted by the length L and

does not feature in the equation 4.3. Graphs of these transfer functions are shown in FIG

4.2.

Di�erent types of inertial sensor include accelerometers, seismometers and geophones. The

rest of this thesis will focus on the latter two of these devices, as they are used in the

detectors which measure ground and platform motion respectively, on both the Hydraulic

External Pre-Isolator (HEPI) and ISI stages. As shown by chapter 5 the ISIs are limited

by inertial sensor noise, either directly, as is the case below 100mHz or indirectly as is the

case with the case above 1Hz. In this case sensor blending must occur at higher than ideal

frequencies to prevent excess inertial sensor noise coupling in at low frequency.

xg
∆x

=

(
−ω2 + iωω0

Q + ω2
0

)
ω2

(4.3)

Equation 4.3 reveals the problem behind creating a sensitive inertial sensor, at frequencies below

the resonance, the apparent motion measured by the inertial sensor becomes unbounded in
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Figure 4.2: Here are the di�erent transfer functions showing the frequency response of di�erent

systems, relating ground to platform motion (xpxg ), external forces to platform motion ( xp
Fext

), ground

motion to distance measured by the sensor (∆x
xg
), sensor responses to ground motion ( xg∆x )

displacement. This can be seen by equation 4.2 and FIG 4.2.

4.2 Noise Sources

The main noise sources for the interferometric L-4C are suspension thermal noise and readout

noise. The suspension thermal noise is calculated assuming a resonant frequency of 1Hz, a quality

factor of 1 and a mass of 1 kg using equations given by Saulson [96]. The readout noise used

in this chapter is the measured interferometer noise taken from FIG 2.9 from chapter 2. This

contains the electronic noise of the readout electronics and the frequency noise as measured by

the interferometer, though the path length di�erence has been minimised to reduce its impact

on the total readout noise curve. The readout noise trace was chosen as it presents a `worst-

case' measurement for the intrinsic noise of the interferometer, as this was not tested in vacuum

with seismic isolation. The lack of isolation may have resulted in the interferometer described in

chapter 2 measuring noise sources that might not be present in future tests, e.g. where seismic

isolation is used, or when the device is placed in a vacuum chamber. The readout noise has several

90



4.2. NOISE SOURCES

contributions, but the dominant two are electronic noise (or dark noise) and frequency noise, caused

by laser �uctuations. The frequency noise is calculated by the equation,

δL =
Lδf

f0
, (4.4)

where L is the length mismatch between the two arms, f0 is the (optical) carrier frequency of

the laser and δf is the laser frequency noise. Since frequency noise is a form of readout noise, it

also passes through the plant inversion �lter in equation 4.3. To reduce the input laser frequency

�uctuations we have used a 1064 nm solid-state Innolight Mephisto 500NE laser which has frequency

noise of 105 Hz√
Hz

at 0.1Hz. Our readout system had an arm length mismatch of 6mm in the initial

prototype.

The electronic noise is taken from FIG 3 in [5] and was taken by injecting a constant current

that was generated by putting a low-noise resistor in series with a very stable voltage reference.

The readout noise trace is based on the sensitivity curve presented in [5], which was measured

with a much smaller path length di�erence of 0.7mm. The frequency noise contributions in the

readout noise measured in [5] are assumed to be small, owing to the signi�cantly reduced arm

length mismatch. A noise budget highlighting the dominant noise sources of an interferometric

L-4C is shown in FIG 4.3. This shows that at 10mHz the optical L-4C should be a factor of 100

more sensitive than the coil readout L-4C.

Below 60mHz the device will be limited by frequency noise coupling, as this has a f−3 dependency

below the resonant frequency of the L-4C. In the future this can be reduced by either minimising

the length mismatch between the two arms, or stabilizing the laser frequency with a second in-

terferometer with signi�cantly di�erent arm lengths. At 10mHz frequency noise is only a factor

of two higher than the suspension thermal noise, so only a small change to the frequency noise

coupling will be required. Suspension thermal noise limits the resolution of the device between

60mHz and 2Hz. At frequencies above 2Hz frequency noise and readout noise are the only sig-

ni�cant sources of noise. In reality, it will be challenging to measure the self noise of the sensor in
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Figure 4.3: A noise budget of the optical inertial sensor. The interferometer readout noise (blue),

structural thermal noise (red) and frequency noise (yellow) are summed in quadrature to produce

the expected resolution of the optical L-4C (black). For comparison the resolution of an L-4C with

coil readout is shown in magenta.

this frequency range due to large ground motion. The e�ect of this ground motion can be reduced

through vibration isolation and `huddle' testing [95].

4.3 Development of an Interferometric Inertial Sensor

The next section details the development of the �rst three prototypes of optical inertial sensors

using HoQI as a readout mechanism for an L-4C.

4.3.1 Initial Prototype

Previous iterations of HoQI relied on having angle adjustment, for the laser beam alignment in two

degrees of freedom as well as position adjustment in the other, to ensure the beams were optimally

overlapped and to reduce frequency noise respectively. As a result, the �rst design incorporated

both of these alignment tools into the design, which was broadly based o� the �rst compact design
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presented in section 2.4.1 in chapter 2.

The optical baseplate used in this design was slightly larger than the �rst measuring 14 cm × 14 cm,

though it retained the use of mounted half inch optics for ease of tuning. This would be of particular

interest to be able to easily change the rotation of each of the wave plates to examine the e�ects

of non-linearities on the readout. One improvement made from this was to mill into the baseplate

by 3mm to designate the location of each of the beam-splitters and their corresponding mounting

cubes, this ensured that the beamsplitters could be glued in the exact position and rotation angle

for optimal alignment. The large operating range that is required for seismic measurements will

amplify any translational o�sets caused by angular misalignments of the optics.

To try and maximize the coherence between the measured motion using the coil readout and the

interferometer readout, both the optical baseplate and the geophone can were mounted onto a single

larger baseplate. To interface the interferometer with the geophone can, the L-4C was carefully

disassembled by drilling out the retaining pins near the top of the geophone can. With these

pins removed, a specially designed jig was used to separate the geophone can from the internals,

including the coil and proof mass. This process is shown in FIG 4.4. With the can removed a

hole could safely be milled into the side of the can, large enough to �t a custom half inch mirror

mount to the side of the proof mass, without damaging the internals of the geophone itself. This

had to be a su�cient distance away from the side of the can to overlap with a 45 degree steering

mirror which aligned the beam onto the horizontally glued mirror and corrected for any angular

misalignments when attaching the mount to the proof mass. An image of the mirror mount, as

well as the overall assembly can be found in FIG 4.5.

The L-4C has a peak to peak travel of 6.25mm, a resonance frequency of 1Hz and a moving mass

of 1Kg [97]. To give the sensor the largest range, the resting point of the proof mass before adding

any additional mass is assumed to be half of the peak to peak travel. This equates to a spring

extension of 3.125mm and a spring constant of 39.5 N
m . By adding the mirror assembly to the

moving mass, the spring will extend further. By using the same logic, the maximum permitted

extension for the spring will be a quarter of the total peak to peak motion (1.6mm). Using this
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Figure 4.4: Image of the process of removing the outer can from a Sercel L-4C. To remove the can

force is applied, shown by the blue arrows, by turning screws that press on the outer can of the

geophone. Each screw is turned gradually by half a turn before moving onto the next screw and

repeating, ensuring the can is removed evenly around the inner proof mass.

information, the new maximum mass of the mirror assembly can be calculated by using equation

4.6.

F = kx (4.5)

ω0 =

√
k

m
(4.6)
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Substituting numbers into this equation, gives a maximum mass for the whole assembly of 6.28 g.

The mirror used in these tests is a Thorlabs BB05-E03 and has a mass of 2 g, meaning the rest of

the mount on the mirror assembly needs to be less than 4.28 g. To achieve this mass requirement

the mount was light-weighted by drilling holes, chamfering edges and reducing the thickness of the

mount, the �nal mount weighs just 2.5 g, well within the mass requirements.

Figure 4.5: Image showing the initial �rst prototype of the optical inertial sensor.

To evaluate the performance of the inertial sensor, one was aligned with 5mW of 1064 nm light

which was coupled through a Polarisation Maintaining (PM) �bre; which has an extinction ratio

of 200:1. The wave plates were aligned to maximise the circularity of the ellipse. The alignment is

achieved by adjusting the �bre coupler such that the laser beam is re�ected from the center of the

test arm's mirror. The accurate placement of the beamsplitters and photodiodes results in the test

arm beam being centered on each of the three photodiodes. The reference arm is then aligned to

ensure optimum overlap of the two beams to maximise the usage of the ADC. Two other geophones

were placed as physically close to the optical L-4C as possible to maximise the coherence between
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the two. A photo of the setup is shown in FIG 4.6.

Figure 4.6: Image showing a photo of the initial huddle test. All three L-4C coil outputs are

measured simultaneously along with the optical measurement of one of the L-4Cs.

The results of this huddle test are shown in FIG 4.7, in this test the inertial sensors are placed on

the optical bench inside a box, with small rubber feet acting as the only form of seismic isolation.

While the box will act to shield the sensor from some air current and temperature �uctuations,

it will not be perfect. This lack of isolation will leave the sensors subject to air current and

temperature �uctuations at frequencies below 0.1Hz, while at high frequency the sensors will

measure the residual ground motion through the rubber pads and any vibration from residual

acoustic noise. Improvements to the isolation of the box will also reduce acoustic noise couplings

above 10Hz.

Coherent information between the optical and coil readout L-4Cs is optimally removed using the

method described in [98], as previously applied in [95], leaving only the incoherent signal, shown by
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Figure 4.7: Figure showing the results from the �rst huddle test measurement, here the measured

signals from the optical inertial sensor (blue) and the signal measured by the coil based geophone

(red). These are plotted against the measured electronic noise (green), the expected optical L-4C

resolution (black) and the coil L-4C resolution (dashed magenta). The residuals for the interfer-

ometer (magenta) and the coil (purple), show the residual motion measured by the two readout

motion. All signals have been plant inverted to account for the dynamics of the L-4C.
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Figure 4.8: Figure showing the long term stability of the optical inertial sensor when compared to

the geophone using the data collected in the initial huddle test shown in FIG 4.7.
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the magenta trace in FIG 4.7. The same method can be repeated for the coil geophones, this time

only using two geophones in the coherence-removal process shown by the purple trace in FIG 4.7.

The electronic noise and the coil L-4C sensitivity curves are shown by the green and dashed magenta

curves, which represent the best subtraction possible using the coherent subtraction method as they

are the fundamental limits of the L-4C when tested. The electronics used for this measurement

were modi�ed EUCLID [54] electronic boxes. For interest, the calibrated signals, as measured by

the optical and coil L-4C are also displayed in blue and red respectively. In the ideal case, this

residual will be the sum of the fundamental noises in the system: the readout noise, thermal noise

and frequency noise. In reality the device will likely still measure residual ground motion that is

incoherent between the devices. A time series plot of the huddle test is shown in FIG 4.8 and does

not include the response of the sensor as described in equation 4.3.

This test shows that at 10mHz the measured resolution of the optical inertial sensor is only a

factor of 3 above the expected optical L-4C noise, which in part is limited by the thermal noise

of the spring of the geophone, and hits the suspension thermal noise of the proof mass at 40mHz.

The coherent subtraction, or the residual motion, between coil geophones sits on a combination of

the coil geophones and the electronic noise between 100mHz and 1Hz, whereas the optical residual

diverges and is a factor of 5 higher than the coil residual. This indicates that the coherence between

the geophones in this frequency ranges is insu�cient to subtract the motion. This lack of coherence

is also present at higher frequencies, hinting that there is some additional source of motion or noise

coupling in to the optical readout, as non-linearities in the readout have been eliminated by the

ellipse �tting method described in chapter 3. The coil residual is within a factor of three of the

combined electronic and L-4C self noise with two devices subtracting from the main measurement

devices. As shown by Kirchho� [95] the subtraction increases with the inclusion of more devices.

Moreover, with higher resolution electronics and improved seismic isolation, the noise �oor of the

coil and optical L-4C noise should be exposed.

The result of the initial test is that the optical L-4C behaves as expected at frequencies below

100mHz, and is likely limited by suspension thermal and frequency noise. To improve the resolution
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of the sensor above this frequency, the coherence needs to be improved between the two inertial

sensor readout methods to subtract the ground motion.

4.3.2 MK2 Optical Inertial Sensor

A clear problem with the �rst prototype was the lack of coherence between the optical and coil

read out mechanisms, so a number of changes were made to the construction of the interferometer

baseplate and integration with the L-4C to address this issue. The �rst modi�cation that was

made was reducing the size of the sensor substantially and bolting the interferometer baseplate to

the geophone can directly. To accommodate this, the baseplate was reduced in size from 14×14 cm

to 6× 7 cm, a picture of this is shown in FIG 4.9

The �bre collimator was changed from a Thorlabs F230APC-1064 to a Schäfter and Kirchho� 60FC

A4 coupler to avoid the need to use an additional lens at the start of the setup, while the small

total path length of the interferometer ensured that this length was within the Rayleigh range of

the collimating lens. Instead of being �xed to the baseplate via retention arms, the beam cubes

and their spacers are now glued in place into the designated milled areas on the baseplate to ease

alignment. In order to reduce size of the interferometer baseplate the waveplates are now attached

through custom mounts that are glued to the tops of the beamsplitters. The spaces between the

components have also been reduced, further reducing the size.

The lack of any kinematic mount in one of the arms presented challenges when considering the

alignment of the interferometer as a whole. A greater focus had to be placed on the alignment

of the initial �bre coupler and on the placement of the mirror on the inertial mass to ensure the

beam successfully overlaps with the reference beam on the recombination beamsplitters. For this

iteration, a Thorlabs K05 mirror mount was adapted to �t the new �bre coupler, though this

resulted in the �bre coupler rotating and being challenging to align, often resulting in large drifts.

Shortly after construction, it was discovered that the coil readout and the coil springs were damaged

during or shortly after assembly. This resulted in the resonant frequency and the quality factor
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Figure 4.9: Image showing the updated inertial sensor featuring new waveplate holders, glued

optics and a baseplate bolted directly to the L-4C.

of the geophone changing signi�cantly and the calibration changing between data runs. As such

the data acquired by the optical L-4C was unreliable. However the usability of the L-4C could

be evaluated to determine which areas needed improving in future designs and which building
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practices could be adapted to prevent the breaking of future devices. From this point forward the

optical geophones were assembled upside down, such that the proof mass is resting on its stops at

all times limiting the damage that could occur to the springs. Through this limited testing, there

was still a number of shortcomings that could be addressed for the next iteration, namely, the �bre

coupler mount, beamsplitter placement and waveplate mounts.

4.3.3 MK3 Optical Inertial Sensor

During testing of corner cubes for use in the A+ upgrade, it was discovered the polarising beam-

splitters had a poor PER in re�ection; as discussed brie�y in chapter 2. This meant that instead

of having a clean polarisation state incident on the half wave plate, the polarisation state was

mixed. This resulted in multiple spurious interferometers being present in the readout spoiling the

resolution of the sensor. As such a 45 degree �xed mirror was added such that the �rst PBS would

operate in transmission where the extinction ratio is much larger reducing the in�uence of stray

light from the incorrect polarisation.

During testing of previous devices, the �bre coupler mount, previously a modi�ed Thorlabs K05

Kinematic Mirror Mount was found to be contributing to the decrease in coherence between the

interferometer signal and the coil signal, as well as causing signi�cant stability issues that impeded

the operation of the inertial sensor. As such, a new �bre mount was designed speci�cally for the

�bre couplers - Schäfter + Kirchho� 60FC, was designed. A render is shown in FIG 4.11.

The design of the �bre coupler mount was driven by the need to keep the coupler stable not only

during operation but also when constructing the device, where the whole inertial sensor would be

rotated. The �bre mount sits on three small spacers to ensure the mount doesn't rock while in

place. It is �xed to the baseplate via a single M2 screw at the back. Small slots at the front of

the coupler allow some angular alignment of the input beam. These can be �xed in place by a

recessed, captive M2 nut and bolt. During initial alignment, the input �bre coupler can be used

to ensure optimum re�ection o� the test mirror, such that the beam is incident on each of the

101



4.3. DEVELOPMENT OF AN INTERFEROMETRIC INERTIAL SENSOR

Figure 4.10: Image showing a render of the latest baseplate design. In this version the beam

splitter spacers are milled out of a single piece of aluminum with the rest of the baseplate. Each

of the spacers has two tabs to further improve placement accuracy of the beam splitters and slots

have been milled to allow for translational movement of the reference mirror to reduce frequency

noise coupling. Mounting holes for photodiodes, the �bre coupler and the baseplate itself have

been positioned not to interfere with one and other and are accessible when fully built.

�xed photodiodes. The accurate placement of the beamsplitters allows the reference mirror to be

aligned to match the alignment of the test mirror spot on the photodiodes with the tuning of the

reference mirror. The �bre coupler itself is clamped to the main body of the mount, and can be

held in place with a single screw for extra stability.

While meeting the size requirements of the previous iteration the waveplates themselves were

unable to be rotated after the mounts were glued to the tops of the beam splitters. As a result of

this, the waveplates were not at their ideal operating angle and were misaligned by a few degrees.

This would lead to signi�cant levels of non-linearity, as shown by chapter 3. To account for this a

new waveplate mount was designed to hold both waveplates in a single mount and could be held in

place with M2 screws while the interferometer is running, �ne markings were etched every 5 degrees

to allow for easier controlled tuning of the waveplate rotation. Once at the optimal alignment the

waveplates can be glued in place and the holding screws removed, reducing birefringence due to

stress.
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Figure 4.11: Image showing an updated design for the �bre coupling mount. The coupler is held

in place in three places to avoid over constraining the coupler. Fixed place holes and a slot are

used to provide angular adjustment for the whole interferometer.

Figure 4.12: Rendered image showing the design of the waveplate mount used for the current

prototypes of optical inertial sensors. Here the waveplates can be rotated during alignment to

ensure they are at the optimum operating angle to reduce non-linearities in the device.
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FIG 4.13 shows a render of the optical inertial sensor, with an assembled version is shown in FIG

4.14. The overall design is compact enough to �t on the side of the geophone, which it is mounted

using three M2 screws to avoid the baseplate tilting with respect to the can of the inertial sensor,

reducing tilt coupling in the device. A mirror is mounted using a light weighted mount and glued

to the side of the moving mass. This is done upside down so the milled side of the geophone can

be used as a �at horizontal reference, reducing the angular misalignment of the test mirror.

MK3 Initial Results and Future Work

FIG 4.15 shows a sample of data measured using the MK3 optical inertial sensor, in this test an

L-4C is measured by an interferometer and a coil simultaneously, allowing some coherent informa-

tion to be subtracted. Shown in red is the signal measured by the interferometer, the coherent

subtraction is shown in blue and is compared against the best previous subtraction with the MK2

interferometer (magenta); taken with di�erent ground motion, along with the coil L-4C noise

(dashed magenta). The theoretical performance of the optical inertial sensor is shown in black.

The �gure highlights the improvements that have been made through the various design changes

detailed above that result in much greater coherence between the two readout mechanisms. This

increase in coherence means that as much as an order of magnitude more motion can be subtracted

at 1Hz, despite only using a single sensor compared to the magenta trace from the �rst prototype,

that used three sensors. As shown by Kirchho� [95], the coherent subtraction increases substan-

tially when subtracting motion using more than one geophone, as the tilt motion of the table can

be subtracted.

The arrows on the plot indicate the likely steps required to measure down to the predicted noise

�oor of the device. Below 100mHz the device is likely limited by thermal and air current noise,

which can be reduced by placing the devices in an insulated box. This is because the measured

signal from previous tests was only a factor of 2 above the suspension thermal noise and likely a

similar level of insulation would result in the noise �oor of the sensor being reached.

Between 100mHz and 1Hz the subtraction is reaching the noise �oor of the coil L-4C, which is
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4.3. DEVELOPMENT OF AN INTERFEROMETRIC INERTIAL SENSOR

Figure 4.13: Image showing a rendered version of the optical inertial sensor.

only a factor of 5 noisier than the predicted resolution of the sensor, which at this frequency is

limited by suspension thermal noise. This motion can be reduced by measuring multiple optical

inertial sensors, which should have a noise �oor lower than a coil L-4C in this frequency range,

allowing more coherent motion to be subtracted and the noise �oor to be reached.

Between 1 and 10Hz, despite the coherence dropping with frequency, adding more geophones, both
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4.3. DEVELOPMENT OF AN INTERFEROMETRIC INERTIAL SENSOR

Figure 4.14: Image showing an assembled MK3 inertial sensor being tested on a platform with two

other coil readout L-4Cs.

readout by coils and interferometers, should reduce the motion seen by the main optical geophone

again as shown by Kirchho� [95]. Active isolation will be required in this region to further reduce

the motion seen by all interferometers.

Above 10Hz, the coherence between devices drops sharply, thus active and passive isolation will

be required in order to measure the noise �oor of the geophone in this frequency range. A single

stage of isolation, with a 10Hz resonance frequency and a 1
f2 roll-o� would be su�cient to achieve

this, as only a factor of 100 isolation is required at 100Hz. Taking data during the night, with
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Figure 4.15: Figure showing the initial results from the MK3 optical inertial sensor. Here the

predicted motion (black) is compared with the signal measured by the MK3 (red) and its coherent

residual (blue) by subtracting coherent motion measured by a single coil geophone. Coherent sub-

traction results from the MK2 inertial sensor, obtained by subtracting coherent motion measured

by three coil geophones are shown in magenta, with the traditional L4C noise shown in dashed

magenta.

reduced human driven seismic activity would also improve this measurement.

Performing these adjustments to the testing procedure should result in a huddle test where the

sensor noise of the L-4C can be measured successfully. At low frequencies, this would result in the

suspension thermal noise of the L-4C being measured as the dominant noise source below 2Hz. To

measure the resolution of the sensor above this frequency, seismic isolation will have to be used to

reduce the ground motion to a su�ciently small level.

4.4 Summary

L-4C geophones are inertial sensors that measure ground motion using a coil and a magnet. At

frequencies lower than approximately 0.06Hz, the sensors begin to measure their own self noise,

caused by the Johnson noise of the readout coil [95]. Interferometers, such as those presented in
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chapter 2 are an alternate readout mechanism, and in the past have been used to improve the

resolution of other inertial sensors [72].

In this chapter, a compact interferometric inertial sensor, that uses HoQI as a readout has been

developed using the mechanics of an L-4C. Such a sensor, while limited in testing due to manufac-

turing issues discussed in detail in section 4.3, has been shown to have a higher resolution when

compared with the coil-magnet readout geophone. These two readout methods were tested simulta-

neously for half an hour. The interferometric readout has a resolution of a factor of 60 higher than

the coil-magnet readout. Moreover, at approximately 50mHz the interferometric sensor reaches

the suspension thermal noise of the springs in the L-4C.

While the low frequency performance of the interferometric inertial sensor could be immediately

realised, measuring the sensor noise at frequencies higher than 60mHz proved challenging. Multiple

sensors were tested in unison allowing for subtraction of coherent motion from the interferometric

sensor. This allowed the self noise of the coil L-4C to be reached between 60mHz and 1Hz. Above

these frequencies, additional sensors, both coil and interferometer based, can be used for improved

coherent subtraction, as well as active and passive seismic isolation will be required to measure the

self noise of the interferometric inertial sensor.
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Chapter 5

Improvements to Seismic Isolation in

Gravitational Wave Detectors

Control, control, you must learn control!

Master Yoda

This chapter describes my work as a LIGO fellow in the development of a MATLAB model of

the HAM ISIs in use at both LIGO observatories and the improvements to suspension systems

by using HoQI. The objective of the HAM model was to predict the measured in-loop platform

motion using only out-of-loop sensors. This requires the model to be modular, allowing for new

�lters and sensors to be evaluated, serving as a prediction of the impact to the isolation perfor-

mance new sensors would provide. In addition, the predictive nature of the model allows each of

the control loop paths to be calculated separately. Permitting the model to function as a noise

budgeting tool; useful for commissioning or diagnosing problems with the ISI. Text and �gures

in this section have been copied from the HAM ISI model tech note [99] of which I was the

principle author and was the main contributor to the code used in the model. It is available at

https://dcc.ligo.org/LIGO-T1800092. The text and �gures in the subsection on controlling

Signal Recycling Cavity Length (SRCL) motion is copied from [100], of which I was the principle
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author. It is available at https://dcc.ligo.org/LIGO-T1900107.

5.1 Introduction

To reduce the coupling of ground motion into the gravitational wave detection band, LIGO uses

both ISIs and multiple stages of pendulums to isolate the optics from ground motion; the number

of stages of isolation depends on the payload that is being suspended. Methods of improving

performance of the ISIs will be the main focus of this chapter. Speci�cally the single stage HAM

ISIs, shown in FIG 5.1, which isolate the auxiliary optics, such as the signal recycling cavity, from

ground motion. The two stage BSC ISIs that are responsible for part of the isolation of the test

masses and beamsplitter will not be discussed, due to its more complex nature. As it necessitates

the modeling of numerous cross couplings, which is beyond the scope of this chapter. Both the

HAM and BSC ISIs use a combination of active and passive isolation, used at low (sub 30Hz) and

high (above approximately 1Hz) frequencies, respectively.

5.1.1 Introduction to Control Loops

To reduce the motion of the ISIs, the motion measured by sensors �tted to the platform is fed

back to actuators through a control loop. These actuators then drive the platform to counteract

the input ground motion. A simple loop diagram of this process is shown in FIG 5.2. When the

loop open, i.e. the feedback is turned o�, the output motion is simply,

Out = P× Input, (5.1)

where P is the plant. When the control loop is closed the transfer function becomes slightly more

complicated as the output depends on the previous cycle of the control loop. In the steady state

this can be analysed in the frequency domain. By working backwards through the loop, it can be

shown that the closed loop response is given by,
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Figure 5.1: An image of a fully assembled Advanced LIGO ISI. Credit: LIGO Laboratory [10]

-1

Input Output
P+

G

Figure 5.2: A schematic of a simple control loop providing feedback, P de�nes the plant, of the

platform and G is the gain applied to the feedback loop.

Out(ω) = −G(ω)Out(ω) + P(ω)In(ω),

Out(ω) (1 + G(ω)) = P (ω)In(ω),

Out(ω) =
P (ω)In(ω)

1 +G(ω)
. (5.2)

Here the plant multiplied by the input motion is suppressed by a factor of 1
1+G(ω) , where G(ω) is
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the gain of the system. A more detailed description of control loops can be found in the book by

Goodwin [101] or the tutorials by Shapiro [102].

5.1.2 Seismic Isolation in LIGO

The ISI is sensed by a combination of displacement and inertial sensors. These take the form of 6

CPS and a further 6 GS13 geophones. The working principle of the latter is explained in chapter

4. A schematic of sensors on the HAM ISI is shown in FIG 5.3. In addition to these sensors, L-4C

geophones are used to measure local ground motion inside each chamber, with the exception of

HAM1 which does not feature an ISI at the time of writing. Only HAM4 and HAM5 have L-4Cs

on stage 0 of the ISI. All HAM chambers have have eight L-4Cs, split evenly between horizontal

and vertical sensors and are located on the HEPI. In addition to these sensors, there are STS-2

seismometers located near HAM2, HAM5 and ITMY in the case of LLO, and a single STS at LHO,

which are used for measuring low frequency ground motion and for sensor correction.

The control loop of the HAM ISI is shown in FIG 5.4. Using the X degree of freedom as an example,

blocks denoted with F x represent a �lter, these �lters describe the amplitude and phase of a sensor

used in feedback or feedforward when summed into the rest of the loop. Blocks denoted with a Kx

represent controllers, which specify the gain and phase of a controller at a given frequency, these

take form of the isolation controller, KI
x and the damping controller KD

x . These are responsible

for the active isolation control and the damping control respectively. Contributions to the overall

motion caused by the self-noise of each of the sensors on the ISI are denoted by nxSN, where SN is

the name of the sensor. Input motion paths, as measured by sensors on site, are denoted as xST0.

In the model this motion is determined by stitching together multiple sensors to minimise sensor

noise injection, as is described in detail in section 5.2.1. In reality, sensor noises are combined with

the measured input motion. The control loop presented in FIG 5.4, and therefore the model, does

not take into account higher order e�ects, such as back reaction from the suspensions and couplings

from HEPI. Mechanical cross couplings apart from the tilt to translation coupling between RX and
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Ground

ST1 GS13

L-4C

Actuator
CPS

STS-2

Key

Stage 1 (ST1)

Suspension

Figure 5.3: A schematic of a HAM ISI showing the sensors and actuators used to control the

isolated platform. HEPI is not shown here for simplicity.

Y and RY and X are also not accounted for. These have been omitted to reduce the complexity of

the model, as their integration point and coupling factor in the model are not known at the time

of writing. If the accuracy of the model needs to be improved further then these additional cross

couplings and suspension back reaction would need to be included.

The control of the seismic isolation platforms is complicated by tilt to translation coupling, the

process where low frequency tilt is indistinguishable from translation. FIG 5.5 show how this e�ect

occurs in a geophone, however this e�ect also occurs in the seismometers and isolation tables, as

discussed in this thesis. This occurs because below their resonance frequency seismometers are only

sensitive to acceleration or the local gravitational �eld when the device is tilted. This looks identical

to translational motion and therefore the tilt motion is indistinguishable from real translational
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Figure 5.4: A control loop diagram of a HAM ISI, showing �lter modules e.g. the high pass �lter

FHP
x , plants e.g. P (0−1)

x describing the ground to platform transfer function, P (1−1)
x describing the

actuator to platform transfer function, and controllers KI
x e.g the isolation �lter. Sensor noises are

described with the notation nSN while ground motion inputs are denoted as xST0, adapted from

[11].

motion. The acceleration seen by the mass when tilted by a small angle θ, is proportional to gθ.

This can be converted to displacement trivially by Fourier transforming and integrating twice,

giving the familiar tilt to translation coupling factor of,
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δx = − g

ω2
. (5.3)

δx∝ax δx∝gθ

Figure 5.5: Figure showing how tilt couples into translation in horizontal geophones. Using the

small angle approximation, tilt is indistinguishable from any translational motion below the reso-

nance frequency of the seismometer and couples to translational displacement by a scaling factor

of g
ω2 . Here g is the acceleration due to gravity and ω is the angular frequency.

This couples RY platform motion to X, and RX motion into Y with a coupling factor of − g
ω2 and is

denoted by the block RYST1 in FIG 5.4. The passive response of the platform is taken into account

by the block P (0−1)
x and the response of the actuators denoted by P (1−1)

x . XGND represents the

STS-2 path used for sensor correction in X, Y and Z.

Due to the unbounded noise of the GS13s below their resonance frequency, sensor blending is

employed through the use of high and low pass �lters, denoted as FHP
X and FLP

X , respectively.

These are used to attenuate unwanted noise injection from the GS13s at low frequency and CPSs

at high frequency. Due to their superior noise performance at high frequencies and their inertial

nature, GS13s are used as a reference for platform motion. The CPS measures the di�erence

between platform motion and ground motion. In addition to the blending �lters, feedforward

paths, such as the sensor correction, F SC
x are used to add ground motion to the CPS to reduce the

e�ect of the microseismic peak at 0.1 to 0.3Hz on platform motion. The design of these sensor

correction �lters is covered in chapter 6. Another feed forward path is added to subtract coherent

motion at around 10Hz using the local L-4Cs, denoted by FFF
x .

The colours in FIG 5.4 denote the units of each �lter and input motion as measured in Control and

Data System (CDS). These must be converted to a common unit in order to correctly calculate
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the �nal platform motion.

During normal operation, only certain data channels are saved at full rate, examples of which are

the ground seismometers (L-4Cs and STS-2s), the displacement sensors (CPS) before and after

sensor correction and the on platform seismometers. Other important terms that are present in

the control loop, such as sensor noises, are not saved. However, their contributions to the overall

stage 1 motion of the ISI are important as they are the limiting the isolation performance of the

ISI at some frequencies. An example of this is the on platform GS13s, which limit the isolation

performance in X below 0.05Hz, while the CPS noise is limiting between around 0.6 and 10Hz in

RX, as shown in FIG 5.12 and FIG 5.14 respectively.

Moreover, the �lters discussed above are digital �lters and as such can be changed relatively easily

using LIGOs CDS. However there is limited time to evaluate the performance of these new �lters,

as experimental �lters are only tested when the detector is not in observation mode. Instabilities

or unwanted e�ects of these �lters can cause the detector to lose lock and prevent observation.

Even outside of observation times, the performance of the �lter takes several hours to evaluate and

has to be conducted around other upgrades to the detector. Local noise sources, such as people

walking around the chambers and earthquakes, can cause issues with these tests. Evaluating the

improvements to the ISIs through the use of new high resolution sensors, such as those described in

chapters 2 and 4, is an even more complex task. Installing new sensors is a time intensive process,

which is why it often takes multiple years to qualify sensors for use inside the vacuum enclosure.

In order to quantify improvements to the ISI, both in terms of optimising �lters and replacing

current sensors with their state of the art counterparts, a predictive and modular model of the ISI

has been created and is described below.
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5.2 Description of the HAM Model

5.2.1 Inputs

An overview of the main inputs to the HAM model are shown in FIG 5.6. Here the user selects

mandatory options such as the start time, duration, chamber, degree of freedom and interferometer

to run the model on. Other options, such as which local L-4Cs to use and the selection of which

feed-forward paths to activate can be selected. The code checks to see if data matching these

options is already cached to �le, to reduce load on the Network Data System (NDS) servers and

to speed up the model. A similar process is repeated for both the �lter �les and for information

about which �lter was active at the time.

Model

GW Fetch
Via NDS2

SWSTAT
Decoding

Filter
Processing

Filter text file
User Provided

User Inputs
Start Time
Chamber
DoF
IFO
+ options

Figure 5.6: An overview of the input components used by the HAM ISI model to calculate the

expected platform motion.

Measurements of the local ground motion is provided by the on site seismometers, instead of using

an approximation and �tting to a typical ground motion curve for use in all cases. The model uses

real out-of-loop sensors to allow for the fact that, unlike sensor noise, the input ground motion

is not static in amplitude, will change over time, and can appear in the measured stage 1 GS13

signal. If �ts to ground motion were used, these local noise sources would not be taken into account;

causing discrepancies between predicted and measured motion.

To avoid the measured ground motion being saturated by sensor noise, multiple sensors are com-

bined to provide a stitched input ground motion spectra and are di�erent for translation and tilt
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degrees of freedom. The code converts the downloaded time series data into the frequency domain

by taking an ASD over a con�gurable number of averages. This is done to improve the speed and

simplicity of the model. A downside to this approach is that phase information from the sensors is

lost, and as such feedback paths must be weighted by the coherence, to prevent the over subtrac-

tion of motion. This coherence is measured between the sensor providing the feedforward signal

and the on platform GS13 during the O2 winter break when the platforms were in damped only

mode. During this time all isolation loops and feedforward paths are turned o�. Weighting the

feedforward paths by their respective coherences will limit the amount of subtraction possible due

to feedforward.

The input motion paths are summed with sensor noises in quadrature to avoid over predicting

subtraction from feedforward loops. The sensor noises are taken from datasheets and previous

measurements [12] and are interpolated across the model's working frequency vector.

Ground Motion Stitching

Currently, for both tilt and translational motion, there exists no single sensor placed on the ground

on site that is capable of measuring ground motion over the required frequency range of 10mHz

to 100Hz without measuring cross-coupling or sensor noise. As such we must use combinations

of sensors to model the input ground motion; tilt and translational degrees of freedom require

di�erent combinations of sensors and as such are discussed separately.

For the translational degrees of freedom (X,Y,Z), a combination of local L-4Cs and the corner

station STS-2 broadband seismometer are used to construct the input ground motion. Rather

than using a blending �lter, which may be a source of confusion, the sensors are stitched together

at 0.8Hz to account for the di�erent characteristics and physical locations of each sensor. This

stitching process cuts the vectors at the stitching frequency and concatenates them. Any error

in the stitching process would be obvious, as there would be a step in the measured ASD. The

stitching frequency could then be changed to eliminate this step. Like the GS13s, the L-4Cs

present on each ISI are inertial sensors. As such, their measured signal decreases as 1
f2 below their
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resonance frequency of 1Hz. Therefore, these sensors are not ideal for measuring low frequency

motion below 0.1Hz in translation, and 0.5Hz in tilt.

Due to their lower resonant frequency and principle of operation, the broadband STS-2s encounter

this problem at a much lower frequency of 8mHz. During times of high wind velocity the STS-2s

begin to couple comparable ground tilt to the measured translational motion, and as such are

not a perfect sensor. This is covered in more detail in chapter 6. Nevertheless they are the best

sensor available to measure low frequency seismic motion on site and thus are used in the model

to measure ground motion at low frequency.

FIG 5.7 shows the stitching of these two sensors, 0.8Hz is chosen as a suitable stitching frequency

due to the overlapping amplitudes of the two signals in the majority of cases. This method requires

signals from both seismometers to be converted into displacement units, with the response of the

mechanics in each sensor to be accounted for. The STS-2 is integrated, transforming the signal into

displacement. The L-4Cs have a more complicated response and must be corrected by equation

4.3 in chapter 4.

Figure 5.7: Figure showing the input signals used to make a ground motion estimate for the HAM

model. Here the L-4C signal (blue) is used at frequencies above 0.8Hz and is stitched with the

STS-2 (red) which is used at frequencies below 0.8Hz.
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The sensor stitching for the rotational degrees of freedom is site speci�c due to the di�erent sensors

available for use at the two sites. In the case of LHO, there is no ground rotation sensor present

in the corner station. The L-4Cs on each chamber are used as a reference above 0.3Hz for ground

rotation. Below this frequency, the STS-2's in Z are �tted to approximately match the amplitude

of the Beam Rotation Sensor (BRS) at ETMX. The result of this is shown in FIG 5.8. This

approximation is not perfect, but should be su�cient to get within a factor of a few of the real

motion.

The ground rotation is su�ciently di�erent across the 4 km sites that the BRS at ETMX cannot

be used to reliably measure the ground rotation at the corner station, however it can be used to

estimate the ground rotation to the correct order of magnitude. The exact scaling of this is then

�tted to the sub 0.1Hz region of the measured motion trace of a HAM ISI. The Z degree of freedom

of the STS-2 is used as this should be the most resilient to tilt coupling at low frequency. The

L-4Cs begin to show evidence of being noise limited in the tilt degrees of freedom from as high

as 0.5Hz. However, 0.3Hz was chosen as a compromise between limiting sensor noise injection

and avoiding large steps in the ASD. This method of tilt estimation could be improved further by

better shaping of the response of the STS-2 in Z to more closely match the ASD of the BRS, or by

choosing a di�erent stitching frequency. The agreement with the GS13 on stage 1 is su�cient for

the purposes of the model, as the GS13s used to measure the platform tilt are limited by sensor

noise at a similar frequency.

During preparations for O3, BRSs were installed at the corner and end stations of LLO, and as

such these can be used as a measure of low frequency ground rotation in the corner station. They

can be used for the ground rotation input, provided the start time for the model is after October

2018, any time before this date the LHO ground estimation technique using LLO data is used.

Both the internal sensor noise and the location of the BRS prevents it from being used above

2Hz; the measured ground rotation is not common among chambers above this frequency and

therefore cannot be measured by a single BRS. Above 2Hz the chamber's local L-4Cs are used to

provide rotational information, as these are able to measure dynamics of HEPI. An example of
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Figure 5.8: Figure showing how ground rotation is estimated at LHO. The BRS (blue) is located at

one of the end stations and is used as a guide for stitching the local STS2-Z (yellow) and L-4C-RY

(red) to make a ground rotation estimate (purple).

this stitching is shown in FIG 5.9. Like the translation case, the response of the L-4C must be

accounted for to convert it into displacement units.

Figure 5.9: Figure showing the stitching of input signals at LLO using the BRS (red) at frequencies

below 2.5Hz and L4Cs (blue) above 2.5Hz, producing a estimated ground rotation spectrum

(yellow).
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5.2.2 Platform and Actuator Responses

The response of the passive isolation of the platform and the actuators must be taken into account,

which are referred to as the ground and force plants respectively. The ground plant is the transfer

function between Stage 0 (ST0) (the ground L-4C's) and the stage 1 GS13s, or the HEPI L-4Cs

and the stage 1 GS13s, which is referred to as the ST0 to Stage 1 (ST1) plant or P (0−1) in FIG

5.4. The transfer function de�ning the response of the table was measured during the O2 winter

break where the isolation platforms were set into damped only mode, in which all feedforward

paths and the isolation loop were disabled. The force plant is the transfer function between ST1s

actuators and the ST1 GS13s, and is referred to as the ST1 to ST1 plant and is denoted as P (1−1)

in FIG 5.4. This was determined by measuring the transfer function between the actuators and

the GS13 on stage 1. ZPK systems were produced by �tting a system to the measured transfer

function, these are then used to create the isolation and damping loop gains used in the model. An

advantage to using ZPK systems is that they can be easily extrapolated to any arbitrary frequency

vector by taking the frequency response of the system. A downside to this method is that when

the responses become complicated at high frequencies, information about their dynamics will be

lost.

Having a good �t to the plant is essential for the isolation and damping open loop gains. Improper

�ts will cause issues, such as an incorrect open loop gain. For LLO, ground plants from Hanford

are used due to problems when �tting the ground transfer functions. The plants used should be

su�cient due to the similarities between the ISIs, though this could be a source of inaccuracies with

feed forward projection when running the model on LLO data. This can be �xed by interpolating

the measured transfer function to the size of the model's frequency vector and performing a matrix

multiplication on the two vectors.
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5.2.3 Filters

The HAM model requires 6 control �lters: the Sensor Correction (SC) �lter, High Pass (HP), Low

Pass (LP), L-4C Feed Forward (FF), isolation �lters (ISO) and damping �lters (DMP). Each of

these �lters is recorded in text �les sorted by �lter name and �lter module. These �lters can either

be downloaded directly from the site, ensuring that the active �lters at the selected start time

are used, or speci�ed as a text �le. Information about which �lter is active on the ISI is stored

in a bit �ltered number between 0 and 65,532, representing 16 di�erent switches for a particular

�lter bank. The encoding of these is speci�ed in Table 5.1. These bit �ltered numbers are stored

in SWSTAT channels resulting in a single number which is then decoded into 16 switches. For

example, if the value of this channel is 11, this can be represented as 1101 in reverse binary, using

the conversion table this indicates that �lter modules (FM) 1,2 and 4 were active at the time.

Once the numbers from the SWSTAT channels have been pulled from NDS and decoded to repre-

sent the active �lter modules, the function readfilterzpk.m can be used to read the �lter. These

can be speci�ed by the user or downloaded automatically from the Subversion (SVN) archive.

5.2.4 Coherence

Without a time domain model the sensor correction and feedforward paths may overestimate the

amount of subtraction that can be obtained when estimating platform motion. To correct for

this, the sensor correction and feed forward paths are weighted by the coherence between their

measurement sensors and the stage 1 GS13 when the isolation table is in a damped only state.

The measured coherence becomes more accurate the more averages it is measured over, as such

35 averages are taken over an hour long stretch of data. This strikes a balance between having a

large number of averages and measuring across the frequency region of interest.

This feature is only enabled on LHO data due to a lack of suitable damped only time at LLO.

As such, examples of improvements to the ISIs shall be discussed using only Hanford data. This

coherence data is then interpolated to span the working frequency vector used in the input ground

123



5.2. DESCRIPTION OF THE HAM MODEL

Table 5.1: Table showing the encoding of the bit �ltered SWSTAT channels used by the model to

pull �lters in use.

Name Value Bit

FM1 1 0

FM2 2 1

FM3 4 2

FM4 8 3

FM5 16 4

FM6 32 5

FM7 64 6

FM8 128 7

FM9 256 8

FM10 512 9

Input On/O� 1024 10

O�set In 2048 11

Output On/O� 4096 12

Limit 8192 13

Unknown 16384 14

Decimation 32768 15

Hold 65536 16
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motion ASD to transform it into an arbitrary length vector. An example of the weighting used for

the SC and FF paths is shown in FIG 5.10.
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Figure 5.10: Coherence between the ST0 L-4C and GS13 (top) and STS-2 and GS13 (bottom)

used in feed forward and sensor correction.

5.2.5 Calculation of Platform Motion

Depending on the signal source, some inputs should be summed in quadrature and others summed

coherently. All noise propagation terms, collectively known as SN, from the STS-2, CPS, GS13 and

L-4C, are summed in quadrature along with the tilt component (only on X and Y). In reality sensor

noises have random phases, preventing multiple sources of noise from canceling. In this model,

sensor noises do not have any phase information and they are instead summed in quadrature.. The

sensor correction path (SC) is used in X, Y and Z only. The ground motion coupling through the

CPS path (CPS) and the feed forward path (FF) is used in all degrees of freedom apart from RZ.

These ground motion terms are summed coherently together and then added in quadrature with

the rest of the terms. The basic equations that describe the estimated stage 1 motion and signal

are described in equations 5.4 and 5.5. An overview of how the model calculates the �nal motion

is shown in FIG 5.11.

125



5.2. DESCRIPTION OF THE HAM MODEL

MotionST1 =
√

(FF + SC + CPS +GND)2 + SN2 + TILT 2 (5.4)

SignalST1 =
√

(FF + SC + CPS +GND)2 + SN2 + TILT 2 +GS13n2 (5.5)

Control
Scheme

Filters

SWSTAT

Signals
GND
FF
SC

CPS
(X,Y,Z only)

Noises
GS13
CPS
L4C
STS

Coherence
FF
SC

Est Motion

+

Est Rotation
(X,Y)

Figure 5.11: How �lters, sensor noises and signals are fed into the model's control scheme.

Using the X degree of freedom as an example, as it is the most complicated degree of freedom, we

can calculate the expected stage 1 motion in X after it has passed through the control loop, as

shown by Kissel in [11]. The �nal motion as seen by sensors on the platform in the X degree of

freedom is given by equation 5.6, the full derivation of which is given in Appendix A.3
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xST1 =
P
′(0−1)
x
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CPS noise injection
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x
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STS noise injection

(5.6)

This process can be repeated for the other degrees of freedom to calculate the estimated stage 1

motion. X and Y are by far the most complicated of the two degrees of freedom, as the tilt to

translation coupling term must be accounted for. To avoid injecting large amounts of GS13 noise

into the control loop below around 0.3Hz we must calculate, for the X and Y, the respective tilt

degree of freedom �rst. The estimated motion, rather than the signal, can be used as the tilt

motion term instead of using the measured signal, which at low frequency is dominated by self

sensor noise. In reality, the stage 1 sensor noise from the tilt degree of freedom does not couple

into the translational degrees of freedom, meaning this method is valid. The tilt degrees of freedom

(RX, RY, RZ) have no tilt coupling terms, or sensor correction terms and therefore no STS-2 noise

injection.

In the Z degree of freedom there are no tilt coupling terms present. The ground motion terms, i.e.

ones denoted by xST0 or xGND, are summed coherently and then summed in quadrature with the

rest of the terms, producing the estimated stage 1 motion.
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5.3. OUTPUTS OF THE HAM MODEL

To evaluate the accuracy of the model the estimated signal, rather than the estimated motion, is

compared with the measured signal of the stage 1 GS13s. To produce this the estimated motion

is summed in quadrature with the sensor noise of the witness sensor, in this case the GS13. This

is used instead of the CPS as it is a direct measure of the true platform motion.

5.3 Outputs of the HAM Model

FIG 5.12 shows a typical output of the model when run on HAM5 in the X degree of freedom

at LHO. The input data was taken during a long lock stretch during O2 on the 6th August 2017

at 8AM UTC. The full control loop was simulated with all parts of the isolation loop activated.

Here the estimated motion (blue) and estimated signal (red) are plotted against the stitched input

ground motion (black), the measured GS13 signal (green) and the noise of the GS13 witness sensor

(dashed magenta). Overall the model provides a good �t to the measured platform motion with a

few notable exceptions at 0.3Hz, 1Hz and 30Hz. The ISI signal is clearly limited by in-loop GS13

noise at frequencies below 0.1Hz and above 70Hz. To investigate discrepancies between the model

and the measured values, the other main output of the model, the individual noise contribution

plot, can be analysed.

FIG 5.13 shows the contribution from each of the individual paths in the control loop shown in

FIG 5.4. The ground transmission and feed forward paths have been coherently summed together

to form the residual ground trace. In addition, the ST0 input on the CPS path and the sensor

correction loop have been summed together to form the CPS ground injection trace. The tilt-to-

translation coupling is shown in magenta, taken from the previously calculated ST1 RY motion.

Sensor noises are shown in dotted lines to distinguish them from real seismic input motion.

Addressing the discrepancies of the models in order of ascending frequency, the error in the pre-

dicted motion at 0.3Hz and 1Hz are caused by excessive tilt coupling. Looking at the RY contri-

bution plot, shown in FIG 5.14, we �nd that the former of these is likely caused by over-predicting

the RY input ground motion, as referenced in section 5.2.1. At this frequency the model is likely
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Figure 5.12: Figure showing a typical output of the HAM ISI model when run in the X degree of

freedom. This shows the estimated motion (blue) and signal (red) compared against the stitched

input ground spectrum (black), the GS13 noise (dashed magenta) and the measured ST1 motion

(green).

Figure 5.13: Figure showing the individual contributions in the X degree of freedom that sum

together to produce the �nal estimated signal shown in FIG 5.12 highlighting the limiting noise

terms at certain frequencies.

injecting L-4C sensor noise incorrectly into the control loop. This can be adjusted by altering the

stitching frequency of the ground rotation estimation. The discrepancy at 1Hz is more compli-

cated, as the estimated motion of the platform agrees well with the measured ST1 motion in RY.
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5.3. OUTPUTS OF THE HAM MODEL

At this frequency the RY motion is limited by the CPS noise. This hints that the in-loop GS13 is

suppressing the motion of the platform below the L-4C sensor noise. Such a discrepancy will need

to be studied in the future in more detail.

At 30Hz, the model under-predicts the motion as measured by the stage 1 GS13s. This is likely

due to an imperfect �t on either the ground transmission or actuator transfer function, denoted

by P (0−1) and P (1−1), respectively, in FIG 5.4. This could be resolved by interpolating over the

raw transfer function vectors instead of �tting the data. This will be included in a future version

of the model.

Figure 5.14: Figure showing the individual contributions from each path in the HAM ISI control

loop in the RY degree of freedom. Note that CPS sensor noise injection, shown in dashed red is a

limiting noise source from 0.6 to 10Hz.

5.3.1 Calculating Suspension Point Motion

The model can be used to calculate the motion as seen by the suspensions on the ISI. This involves

calculating each degree of freedom in Seismic (SEI) co-ordinates (X, Y, Z, RX, RY, RZ) into

suspension co-ordinates: length, transverse, vertical, roll, pitch and yaw (L, T, V, R, P, Y). The

matrix needed to do this is downloaded from site for each suspension on the selected chamber. An

example of this is shown in Table 5.2 and an example of the projected motion is shown in FIG

130



5.4. IMPROVEMENTS DUE TO NEW FILTERS

Figure 5.15: Figure showing the suspension point motion projection of the HAM ISI model com-

paring the measured motion (green) against the model projected signal (red).

5.15.

5.4 Improvements due to new Filters

5.4.1 Reducing SRCL motion

During O1 and O2, the SRCL was close to limiting the performance of DARM [103]. SRCL itself is

limited above 10Hz by shot noise, the controller for the SRCL cavity has a UGF of around 40Hz.

The bandwidth of this controller is limited by the optic motion in the SRC. This system couples

shot noise into the SRCL optics above 10Hz, injecting noise into the real cavity length signal. To

eliminate this shot noise coupling into DARM, the bandwidth of the controller must be reduced

while maintaining the same RMS performance.

To reduce the bandwidth of the SRCL controller, the suspension point motion of the SRCL cavity

needs to be reduced. This in turn is limited by the ISI motion of HAM4 and HAM5 between 0.7

and 4Hz shown by FIG 5 of [103]. The ISI motion is limited by a combination of CPS ground

injection from 1.5 to 4Hz and tilt to translation coupling from 0.7 to 1.5Hz. Using the HAM
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Table 5.2: Table showing the SEI to Suspension (SUS) co-ordinate transformation matrices needed

to project the estimated ISI motion to suspension point motion.

X Y RZ Z RX RY

L -0.014 0.999 -0.1691 0 -1.0958 -0.0153

T -0.9999 -0.014 0.4578 0 0.0153 -1.0958

V 0 0 0 1 0.4554 0.1755

R 0 0 0 0 -0.014 0.9999

P 0 0 0 0 -0.9999 -0.014

Y 0 0 1 0 0 0

Figure 5.16: Figure showing the individual contributions that sum together to form the estimated

motion of the HAM4 ISI in Y, highlighting the limiting noise sources.

model described in [99], the RX and RY motion is found to be limited by CPS noise injection and

is shown in FIG 5.17.

FIG 5.16 shows the di�erent contributions from each of the individual paths in the HAM ISI control

loop, shown in FIG 5.4. This shows that platform tilt is one of the dominant noise sources at 1Hz.

FIG 5.17 shows contributions for the RX platform motion, in the frequency region of 0.7 to 4Hz

the CPS noise, that is injected through the low pass �lter is shown to be a dominant noise source.
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5.4. IMPROVEMENTS DUE TO NEW FILTERS

Figure 5.17: Figure showing the individual contributions that sum together to form the estimated

motion of the HAM4 ISI in RX, highlighting the limiting noise sources.

Reducing ISI Motion

To reduce the injected CPS noise, we can either change the high and low pass blends in RX to

attempt to suppress this noise between 0.7 and 4Hz, and potentially sacri�ce performance at lower

frequency, or replace capacitive sensors on the ISI with higher resolution sensors, described in [5].

The reduction in platform motion using both of these options has been evaluated using the HAM

ISI model by investigating the suspension point motion of the signal recycling cavity located on

HAM4 and HAM5. This investigation required changing blend �lters in the RX degree of freedom

and propagating this change forward to the Y degree of freedom.

Changing RX Blend Filters

FIG 5.18 shows the current high and low pass blending �lters in use at LHO compared with a new

set of blending �lters designed to reduce the CPS injection in the RX and RY degrees of freedom.
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5.4. IMPROVEMENTS DUE TO NEW FILTERS

Figure 5.18: Figure showing the comparison of the new (blue) and old (red) low and high pass

blends shown by the dashed and un-dashed lines respectively.

Replacing Sensors

Using the model the ADE 0.25mm, a type of capacitive position sensor, and the HoQI interfero-

metric sensors [5] are evaluated with both the old and new blending �lters. These new displacement

sensors will function identically to the CPS sensors they replace, as they still measure the di�er-

ence between platform and ground motion. Hence, we can just directly replace the sensor noise

curves with new sensors and project these through the HAM model. FIG 5.19 shows a comparison

between the sensors used in this evaluation.

SRCL Noise Projections

The HAM model was run to calculate each permutation of the SR3 suspension point motion on

HAM5, using di�erent blending �lters and sensors to replace the CPS, shown in FIG 5.18 and 5.19.

The model was con�gured using the parameters shown in table 5.3.

To quantify the reduction in platform motion we have estimated the displacement spectra of the

third signal recycling mirror, SR3 on HAM5 in length, as this is the representative coupling into

DARM from 10mHz to 100Hz, though we have truncated the frequency axis for clarity. The
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5.4. IMPROVEMENTS DUE TO NEW FILTERS

Figure 5.19: Figure showing the resolution of di�erent sensor noises used in this comparison. CPS

traces taken from [12], HoQI sensor noise taken from [5].

model was run in two stages, �rst replacing just the RX sensors and a second time replacing all

the CPS sensor paths with sensors described above. The results of this are shown in FIG 5.20.

The measured and estimated platform motion using current sensors is shown in blue and red,

respectively. The potential improvement due to replacing only the RX blending �lters is shown

in yellow. This �lter change yields a factor of 5 reduction in the length suspension point motion

between 0.7 and 4Hz. This has the side e�ect of increasing the motion between 0.4 and 0.7Hz

by around 60%, due to the altered blend frequency. Replacing the displacement sensors in RX

prevents the increase in motion in this frequency range, while reducing motion by a further factor

of two between 0.7 and 4Hz. Fine CPSs (the ADE_0.25mm) are just as e�ective as compact

interferometers when placed on the ISI using these blending �lters, as the platform is no longer

limited by sensor noise and rather by residual ground motion injection.
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Table 5.3: Parameters that were used to generate the noise projections in the HAM model

Parameter Value

IFO H1

Chamber HAM5

Suspension Name SR3 - L

Start Time 1185876018

Duration 3600 (s)

Data Rate 256 Hz

Control loops activated All

Tilt estimation On

Calculate suspoint On

Ground L4C's Stage 0

5.5 Isolation Improvements Due to New Sensors

The model can be used to investigate potential improvements to the platform's isolation perfor-

mance by replacing the currently used sensors, namely the L-4C, GS13 and the CPS, with state of

the art interferometric ones, described in chapters 4 and 2 respectively. The damping and isolation

�lters, and therefore their corresponding loop gains, will be kept the same as what is currently

used on site. Doing so will give a more realistic prediction, as increasing the loop gain would

further suppress the motion than what is possible in reality. The high and low pass blending �lters

will have to be changed to more e�ectively utilise the new sensors. For this comparison we shall

replace the L-4C and GS13s with their interferometrically readout counterparts using projected

sensitivities, taking the noise �oor measured in chapter 2 and modifying the response of the L-4C

and GS13 and summing this in quadrature with the suspension thermal noise to create predicted

sensitivities for these devices.

We shall vary the displacement sensors that are used, creating a set of blend �lters for use with
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Figure 5.20: Figure showing the estimated reduction in platform motion by changing �rst the blend

�lters and then CPS sensors on HAM5 and propagating these changes to calculate the expected

suspension point motion with these changes. The blue and red trace show the measured (from

site) and estimated (from the model) suspension point motion using current blending �lters and

sensors. The yellow trace is the result of changing the blending �lter alone, while the green and

purple traces are from changing both the blending �lter and the displacement sensors used.

the CPS and another with HoQI. To create the blending �lters, the velocity RMS of the sensor

noise contributions when passed through the respective blending �lters has been minimised. In

doing this we assume that the isolation loops used in LIGO are not gain limited. For simplicity we

use the Z degree of freedom to eliminate the need to account for tilt cross coupling. Equation 5.7

shows how the total noise injection term is calculated by summing the inertial (GS13) and position

sensors (CPS) when multiplied by the high and low pass blend �lters respectively.

TotalNoise = LPB ∗ CPS + HPB ∗GS13. (5.7)
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5.5.1 Creating Blending Filters

To simplify the process of creating blends, especially if we want to test sensors with di�erent

responses and noise �oors, binomial blends are used as an input to equation 5.7. Here the CPS

and GS13 denote the displacement and interferometric inertial sensors noises that are used to

generate the �lters. The binomial �lters are complementary, such that the summation of the two

blending �lters across the whole frequency band is equal to one, and have a customisable roll-o�

and corner frequency.

We then convert this to velocity by multiplying by 2πf , calculate the RMS and use the combination

of high and low pass �lters that produce the lowest overall sensor noise. We can a�ord to brute

force this problem, as the sensor noise curves are not very complex, nor are they large vectors; this

is not the case with seismometer data. In this process we assume that LIGO's seismic isolation

is not gain limited in at least some part of the frequency band. If this were not the case, even

with new sensors, there would be little improvement to the predicted isolation performance. This

process is repeated for a range of di�erent sensors and blend �lters. To ease computation, the

range of corner frequencies has been bounded between 10mHz and 1Hz.

An example of the blends used in this process are displayed in FIG 5.21, which shows the low

and high pass blending �lters used to estimate the bene�t of using optical GS13s instead of the

coil GS13s in the Z degree of freedom. If we were to do this process manually we would vary the

blending, or corner frequency of the blending �lters, and choose a roll o� such that the sensor noise

contribution would be small compared to the ground motion. For example, if we were using L-4Cs

with CPS sensors, our high pass �lter would need a roll o� as 1
f3 to avoid injecting sensor noise at

low frequency. Conversely the low pass blend would need to have a roll o� of at least 1
f2 to avoid

injecting CPS noise at high frequency. The corner frequency would be chosen to ensure that the

amplitude of the �lter in question was su�ciently low to suppress sensor noise.
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Figure 5.21: Figure showing the binomial blends that were used to estimate the bene�t of using

optically readout GS13s instead of the conventional coil read-out sensors.

5.5.2 Replacing Inertial Sensors

We shall use the Z degree of freedom as an example. This is the simplest degree of freedom to

consider as there is no tilt cross coupling and therefore can be considered as a standalone case.

The model is run on an hour long stretch of data during a locked segment in the second observing

run on August 6th 2017 8AM UTC. The high and low pass �lters in the Z degree of freedom are

replaced with the newly designed binomial blend �lters. All other �lters, including the damping

and isolation �lters, are left at their default values. For sensor noise inputs we used the 1mm CPS

sensor as our displacement sensor and an optical GS13 as our inertial sensor, taking the predicted

noise from the sensor shown in chapter 2.

To compare the ISI performance using di�erent sensors, we have elected to show the predicted

motion using the HAM model with the current sensors instead of using the measured motion. This

is due to the sensor correction path is over-predicting the amount of subtraction that can be gained

from using sensor correction, despite being weighted by the coherence between the STS-2 and the

GS13. Using the estimated motion gives a clearer indication in the potential isolation gain that can

be achieved by comparing the two predicted traces. The red trace shows the estimated motion in

Z using the current sensor noises and �lters as inputs. The blue trace shows the estimated motion
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Figure 5.22: Figure showing the predicted HAM5 Z motion when replacing the coil GS13 with opti-

cally readout GS13s described in chapter 4. Here we �nd a signi�cant reduction in the microseismic

motion and RMS when replacing these sensors.

by replacing the L-4Cs, GS13s and CPS sensors with the interferometric counterparts with their

respective RMSs shown in the appropriate dashed color. By doing this we manage to reduce the

motion caused by the microseismic peak at around 0.2Hz by a factor of 100, reducing the RMS

signi�cantly in this range. Shown in magenta is the readout noise of the optical GS13 which is

now the limiting factor between 0.2Hz and 0.8Hz. Unsurprisingly replacing the inertial sensors

did little to improve the ISI performance at 10Hz and upwards where the isolation loop gain is

low.

This reduction in the Z motion as seen by the ISI will likely improve the expected isolation in RX

and RY if optical levers are used on the HAM ISIs, as optical levers are limited by di�erential Z

motion below 0.5Hz [104].

5.6 Improvements to Suspension Isolation

If gravitational waves are to be detected below 10Hz, sensors on the suspensions will need to

be replaced with sensors with signi�cantly lower noise [47]. Currently, shadow sensors, named
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BOSEMs are used throughout the detector to measure the positions of each suspension stage,

with the exception of the lowest stage of the quadruple suspensions. In addition to applying local

control, the BOSEMs are used to damp suspension resonances, reducing the RMS in the 0.5Hz

to 5Hz frequency band, signi�cantly improving controllability of the detector. Due to the noise

of these sensors at 10Hz and above, damping can only be applied to the uppermost stage of the

suspension [105]. Sensors with a noise �oor 100 times lower than the BOSEMs can be used to

damp not only the top stage of the suspension, but also the UIM [79].

BOSEM + ST2
Noise Injection

HoQI + ST2
Noise Injection

Top Mass

UIM

PUM

Test Mass

Upper 
Intermediate Mass

Penultimate 
Mass

Figure 5.23: Figure showing the layout of the QUAD suspension and where sensor noise is injected

with the di�erent position sensors to compare the e�ect of sensor noise injection on the test mass.

Green and yellow sensors are where the BOSEMs, or BOSEM-like sensors are located. Figure

adapted from [13].

To examine the bene�ts of using interferometers to sense the suspension motion, we shall use the

quad suspension model as presented by Shapiro and Bonilla [94] and compare the noise injection

caused by BOSEMs and HoQIs detailed in chapter 2. FIG 5.23 shows how sensor noise is combined

with stage two suspension point motion on the chamber ITMY. In the case of the BOSEMs, stage

two motion suspension point motion is summed in quadrature with the BOSEM noise, shown in

[8], and injected into the top stage of the quadruple suspension. In the case of the interferometer,

stage two motion is summed in quadrature with measured HoQI noise, shown in [5] and injected
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at the upper intermediate mass and propagated through the quad model. Our comparison point

will be the noise injected in both cases at 10Hz as seen by the test mass, in the length and pitch

degrees of freedom, as this is a critical frequency for noise injection.

Figure 5.24: Figure showing the noise injection by summing HoQI noise in quadrature with stage

2 length suspension point motion from the UIM (blue) and injecting BOSEM noise from the top

mass and projecting the e�ects to the test mass length (red). The BOSEM noise is a stick-�gure

noise curve based on the values taken from [8], the HoQI noise is taken from chapter 2.

FIG 5.24 shows the current projected noise seen at the test mass caused by BOSEM noise being

injected at the top stages of the suspension, along with stage 2 motion of the BSC ISI. Damping

is provided by the current BOSEM damping �lters. This is compared with HoQI noise which is

summed in quadrature with the stage 2 motion of the BSC ISI from the UIM and projected onto the

test mass in length, again with BOSEM damping turned on. From this we see that interferometers,

despite their one stage fewer of passive isolation, would cause a factor of 100 less noise injection

compared with the BOSEMs at 10Hz in the length degree of freedom as seen by the test mass.

FIG 5.25 shows the same noise injection as FIG 5.24 but projecting the pitch motion of the top

and UIM mass to the test mass using BOSEMs and HoQI respectively. From this we see that

interferometers would cause 35 times less noise injection at 10Hz in pitch. This improvement is

smaller than in the length degree of freedom as the stage 2 pitch motion is more signi�cant at
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Figure 5.25: Figure showing the noise injection by summing HoQI in quadrature with stage 2

pitch suspension point from the UIM (blue) and injecting BOSEM noise from the top mass and

projecting the e�ects to the test mass pitch (red).

10Hz, reducing the bene�t of using interferometers at the test mass. The design of �lters for

damping at M2 of the beamsplitter suspension has been undertaken by Mow-Lowry et.al [106] for

the A+ upgrade of Advanced LIGO. The same method can be applied to designing damping �lters

to reduce the resonances of the quad suspension.

5.7 Summary

To quantify the performance improvement that the sensors in chapter 2 and 4 will have on grav-

itational wave detectors, a modular, predictive model of a LIGO HAM ISI has been created in

MATLAB. This model uses real seismic data and �lters that are downloaded from each of the

sites to produce a live noise budget of stage 1 platform motion. This model can be run on either

of the two LIGO sites and generates an estimate of the closed loop motion and measured signal

using only out of loop signals and sensor noises. As the model uses only out of loop sensors to

estimate this motion, control �lters, sensor noises and loop gain can be changed o�ine to estimate

the impact on platform motion.
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This model has been used to estimate the improvements that could be possible if seismometers

such as the L-4C and GS13 are upgraded to have an interferometric readout. By changing the high

and low pass blending �lters, while keeping all other �lters at their default values, the performance

enabled by the interferometric sensors can be predicted. When the model is run using these

parameters, the motion caused by the microseismic peak at approximately 0.2Hz is reduced by a

factor of 100, reducing the RMS signi�cantly in this range. At higher frequencies, the expected

performance improvement is lower as the loop gain decreases, such that at 2Hz the estimated

motion is a factor 10 lower than the present sensors.

Due to the modular nature of the model, the estimated suspension point motion of each of the

ISI's can be calculated. During the commissioning time before O3 the SRCL signal was close to

limiting the performance of DARM [3] and the RMS motion of HAM4 and HAM5 needed to be

reduced. Using the noise budgeting ability of the HAM ISI model, the platform tilt was found to

be the underlying noise source that was casing this issue. This rotational motion was found to be

limited by CPS noise and as such the blend frequencies in the rotational degrees of freedom have

been altered to reduce the CPS noise coupling by a factor of 5 between 0.7 and 4Hz. This change

has been implemented for the third observing run.

The use of HoQI as a sensor to measure the motion of stages of the quad suspension has also been

evaluated. Here HoQIs on the second stage, the upper intermediate mass, are compared against

BOSEMs on the top stage of the suspension. This is possible due to the increased resolution of

when compared to BOSEMs. To ensure a fair comparison, the stage 2 motion that would couple

through to each stage has been summed in quadrature with sensor noise of that stage. E.g. HoQI

noise has been summed in quadrature with residual platform motion that couples into the UIM.

Using HoQI as a sensor to measure the motion of the quad Suspension at the UIM results in

approximately a factor 60 less noise injection at 10Hz, providing a signi�cant reduction when

compared to the BOSEMs. This reduction in noise injection will allow for increased damping of

the suspension resonances as shown in [106].
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Chapter 6

Particle Swarming of Sensor

Correction Filters

I'll be honest, we're throwing science at the wall here to see what sticks.

No idea what it'll do.

Cave Johnson

This chapter describes the development of a set of scripts used to perform particle swarm optimi-

sation of sensor correction �lters that are used in isolation control loops on the LIGO sites. This

section is based on information published in a technical note [107] of which I was second author.

My contribution to this work was in developing the infrastructure to the swarming scripts, allowing

them to run on each LIGO interferometer across all chambers and degrees of freedom. Text from

this tech note has been copied, re-written and exanded upon for further analysis and discussion,

�gures have been re-made.
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6.1. OVERVIEW OF SENSOR CORRECTION

6.1 Overview of Sensor Correction

Sensor correction is a feed forward technique used as part of the ISI control loops, where the signal

from the STS-2 seismometer located on the �oor is added to the CPS, in the aim of removing

ground motion from the CPS. As discussed in chapter 5, the CPS sensor measures the di�erence

between the platform motion and the ground motion, such that, in the ideal case with no tilt

coupling, the sensor corrected CPS, (CPSSC) is written as,

CPSSC = CPS + STS, (6.1)

CPSSC = xp − xg + SC ∗ xg, (6.2)

Stage 1 (ST1)

STS-2

GS13 or T240
Xp - θp.g/ω2

BRS

Sensor
Correction

Tilt Correction

Xg - θg ‧ g/ω2

θg

CPS
Xp -Xg ETMX-X, ETMY-Y

or LLO CS Only

Figure 6.1: Figure showing the signal path of tilt and sensor correction. Tilt correction is used at

LIGO Livingston (LLO) on all chambers, while it is only used at LIGO Hanford (LHO) on the end

stations.

where CPSSC is the sensor corrected CPS sensor, xp is the measured platform motion and xg

is the measured ground motion, ∗ represent convolutions between objects. At low frequencies, as

discussed in chapter 5, the ground tilt is indistinguishable from horizontal movement and as such

we must modify the equation above to include this ground tilt term. This means that by adding

in ground translation, we must also inject ground tilt, thus increasing the platform tilt at low

frequency. The ground tilt injection couples in with a factor of g
ω2 .
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6.1. OVERVIEW OF SENSOR CORRECTION

CPSSC = xp − xg + SC ∗ (xg −
g

ω2
θg). (6.3)

As the primary ground translation occurs between 0.1 and 0.3Hz and ground tilt is responsible

for the majority of the measured STS-2 signal below 0.05Hz [75, 108], the contribution of the

tilt measured in this frequency band is strongly dependent on the local wind speed. A set of

complementary blending �lters can be created to minimise the injected ground tilt and maximise

the ground translation that is added to the CPS, suppressing overall platform translational motion.

In the ideal case, the designed �lter would be in�nitely steep, to roll o� the tilt injection term

quickly. However, as the �lter has to run on a live system, we are limited to the roll o� that is

achievable to generate a causal �lter. The equation to calculate the sensor corrected CPS signal,

or the residual ground motion injection is therefore1,

CPSSC = xp − (1− SC) ∗ xg︸ ︷︷ ︸
Ground Injection

+ SC ∗ g

ω2
θg︸ ︷︷ ︸

Tilt Injection

. (6.4)

At frequencies above 1Hz the coherence between the ground STS-2 and inertial sensor on top of

the ISI decreases, as such the translation subtraction contribution must be attenuated at high

frequency to avoid injecting additional incoherent ground translation into the platform. The self

noise of the STS-2 will also couple in, though, as this is much smaller than the residual CPS ground

injection shown in FIG 5.13 in chapter 5, it is ignored for this purpose.

6.1.1 Motivation Behind Optimising and Automating Filter Design

Design of these �lters is mainly done by people working at each one of the two LIGO sites and can

take many hours to design and test by tweaking the �lters pole/zero frequencies and the associated

1In the swarming process the tilt contribution term is calculated exclusively in the frequency domain and summed

in quadrature with the translation terms which are evaluated in the time domain and then converted into the

frequency domain when evaluating the cost of a particular �lter.
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6.2. PARTICLE SWARM OPTIMISATION

quality factors to reduce noise injection and increase suppression of motion. While these �lters are

good enough to detect gravitational waves, these �lters may be improved, allowing for improved

controllability of the detectors or reducing the ground motion injected into the ISIs.

These �lters are designed around single sets of environmental conditions, namely the ground motion

and local wind conditions. The microseismic peak, located around 0.1 to 0.3Hz is responsible for

the largest contribution in the translation RMS, where as the ground tilt is strongly linked to the

local wind speed that acts on the buildings tilting the �oors and seismometers. Therefore it is clear

to imagine conditions where one of these e�ects would need to be prioritised over the other. For

example, at LHO, it is not uncommon for the wind speed to exceed 20mph causing a signi�cant tilt

contribution measured by the STS-2 [109]. In such conditions a sensor correction �lter, designed

around high levels of microseismic motion could risk injecting tilt motion into the platform.

With automated sensor correction design, and a suitably de�ned cost function, �lters can be

designed speci�cally for a range of environmental conditions. In the future these �lters could

be switched between, ensuring that the optimum �lter that most closely matches the current

environmental conditions is always active, increasing the controllability of the detector and thus

potentially increasing its uptime.

6.2 Particle Swarm Optimisation

Particle swarming is a optimisation routine used for exploring parameter spaces with a large number

of dimensions to �nd a global minimum based on a cost function describing the problem. The

method works by testing a large number of potential solutions, or particles, these are scattered

randomly throughout the parameter space. Each particle then evaluates the given mathematical

cost function and returns its cost to the main program. After each iteration the particles are given

a velocity, moving them towards the previous global minima and a random velocity to search more

of the parameter space. This method of biasing the search area around known areas containing

minima excludes large areas of the space allowing the swarm to converge on a solution faster.
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6.2. PARTICLE SWARM OPTIMISATION

6.2.1 Input Data

To evaluate the performance of these �lters, the RMS velocity of equation 6.4 is calculated from

10mHz to 4Hz. The upper frequency is set to this value due to the low pass �lter attenuating

the sensor correction �lter above around 0.5Hz, at 10mHz the contribution to the overall RMS

velocity will be small. During observation times the ISI is in an isolated state, meaning the isolation

loops and all feed forward control paths are activated. To optimise the sensor correction �lters,

the ISIs need to be in a damped state, meaning that isolation loops and all feed forward loops are

disabled. This results in the inertial sensor on the isolated platform measuring xp, the measuring

CPS xp − xg and the STS-2 being out of loop measuring only the platform and ground motion

respectively. Data was chosen from the winter break of the second observing run between 23rd

December 2016 and January 2nd 2017. Data was checked to ensure the interferometer was in the

right control state, by checking the state of the ISI control loop over the chosen data stretch and

to check that no larges spikes, caused by earthquakes, were present in the data. Not performing

these checks could have resulted in measurement sensors saturating, in the case of earthquakes and

thus training the swarm sub-optimal data.

FIG 6.2 shows how data is passed around the particle swarming scripts. First, the input data is

�ltered to account for the response of the sensors where applicable and converting all data into

velocity. Any �lter transients are removed after this process by cutting the �rst 400 seconds of

data, afterwards the data is down sampled via Fourier transform to 8Hz to increase the speed of

the optimisation process. This is done outside of the swarm for speed and is loaded only once in the

swarming process for the requested degree of freedom and chamber. If no data or current sensor

correction �lters exist, these are downloaded from the requested site and processed accordingly.

The main swarming script then calls swarmPrep.m, this creates a matrix of boundary conditions

limiting the parameter space the swarm can access. A ground cost weighting is calculated to

take into account the response of the quad suspension at high frequencies and sets the ground

weight to zero in regions where the ground tilt is the dominant cause of motion. This weighting
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6.2. PARTICLE SWARM OPTIMISATION

is passed to the heart of the swarm, which generates sensor correction �lters to be evaluated and

calculates their associated cost. The particle swarm continues to generate new �lters until one of

two exit conditions are satis�ed: either the maximum time is exceeded or the improvement over a

set number of iterations is less than the user de�ned function tolerance. The maximum time for

the optimum �lter to be designed depends strongly on the number of CPU cores allocated to the

problem. For a dual core laptop an optimum �lter will be designed after 1-2 hours, on a 64 core

workstation, �lters can be designed after 5-10 minutes, highlighting the parallelism of the particle

swarming process.

Swarm Wizard
• Specifies swarm and data
parameters
• Loads filters from site
• Prepares Data (swarmPrep)
• Swarms filters (heartOfTheSwarm)
• Plots data

getSensCorData
• Uses user options to load 

pre-prepared data.
• If no data found, pulls 

new data and corrects it.
• Outputs struct data for

swarming

swarmPrep
• Creates initial boundry conditions matrix
• Calculates tiltCost using linear fit to

STS2 spectrum between 10-50mHz
• Calculates groundCost by setting

it to 0 below 0.1Hz and equal to
QUAD peaks between 0.1 and 1Hz and
deweighting above 1Hz

calcCost
• Applies SC filter to STS2 data

with weighting
• Calculates tilt integrand by applying

SC filter to Tilt Cost defined in swarmPrep

IFO,Chamber, Conditions,
Data File

Time Domain Data -
STS,CPS,ST1 Inertial
Sensor

Data,sample time, 
Swarm Options, Swarm Bounds

tiltCost, GND Weight,
options, bounds

SC Filter, data
tiltCost,
Weight

heartOfTheSwarm
• Creates SC filter based 
on location of poles and zeros.
• Produces final cost of generated
 filter  

Bounds,data,weight, tiltCost
Particle Swarm

EXIT IF Time > max Time OR
Improvement < Function tollerance

heartOfTheSwarm
• Creates SC filter based 
on location of poles and zeros.
• Produces final cost of generated
 filter  

Bounds,data,weight, tiltCost
Particle Swarm

EXIT IF Time > max Time OR
Improvement < Function tollerance

Ground Integrand
Tilt Integrand,

Figure 6.2: Figure showing the layout of the particle swarm optimisation script.

6.2.2 Generating a Cost Function

Optimising equation 6.4 would not be representative of motion seen by the ISI, for example in some

chambers and degrees of freedom there is no accurate measure of ground rotation, and thus the
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6.2. PARTICLE SWARM OPTIMISATION

tilt injection is hard to quantify. Moreover, in all degrees of freedom the swarm has no information

about the increase in RMS caused by the quad resonances, both of these issues must be addressed

to increase the accuracy of the cost function.

In some cases, such as the end stations of LHO and the entirety of LLO, a BRS described by

Venkateswara [75] can be used to directly measure the ground rotation. These BRSs are located

as close to the ground STS-2 as possible to maximise the coherence between the tilt seen by both

devices. The BRS signal can be subtracted from the STS-2 reducing the tilt injection that needs

to be minimised by the sensor correction �lter, shown by FIG 6.1.

In chambers and degrees of freedom where there is no ground rotation sensor, we must make some

estimation of the local ground tilt to correctly weight the swarm from injecting ground tilt into the

platform. By looking at STS-2 data during times with di�erent wind speed, there is a correlation

between wind speed and motion in the frequency band 50mHz to 10mHz. Therefore the tilt cost

is calculated by generating a linear �t of the STS-2 data in this frequency range, an example of

this �t is shown in FIG 6.3.

Figure 6.3: Figure showing the tilt estimation on the ground STS. Here we assume that the motion

between 0.01 and 0.05Hz is caused entirely by tilt coupling into the seismometer. Data taken from

a 2 hour period where the wind speed was 7m/s at LHO.

At high frequencies the swarm needs to be weighted to encourage subtraction of ground translation,
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6.2. PARTICLE SWARM OPTIMISATION

rather than focusing solely on reducing ground tilt injection. To do this, at high frequencies the

swarm is weighted by the transfer function of the quad suspension, to prevent the optimisation

routine from inadvertently amplifying resonances of the quad. This has been simpli�ed from the

full quad model, used in chapter 5 to improve the speed of the optimisation routine. The ground

injection weighting is shown in FIG 6.4.

10-2 10-1 100 101

Frequency (Hz)

10-1

100

101

W
ei

gh
t

Ground Injection Weighting

Figure 6.4: Figure showing the ground injection weighting, at frequencies below 0.1Hz the ground

injection cost is set to 0, as any injection is thought to be caused entirely by ground tilt injection.

The ground injection cost is calculated by equation 6.5, once this has been evaluated this is

converted to an amplitude spectral density where it is multiplied by the ground injection weighting

shown in FIG 6.4. This is summed in quadrature with the estimated tilt cost, comprised of the

STS-2 signal between 0 and 50mHz and the tilt �t, shown in FIG 6.3 above 50mHz. The ground

injection is given by the equation,

GNDinj = STSsc + CPSST1 − ISST1, (6.5)

where the STSSC is the ground STS-2 output �ltered by the sensor-correction �lter, CPSST1 is the

stage 1 CPS that measures the di�erence between the platform and the ground and ISST1 is the

inertial sensor stage 1 of the isolated platform. Another consideration to be made is the number
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6.2. PARTICLE SWARM OPTIMISATION

of poles and zeros that can be used in the optimisation process. For simplicity of installation the

designed sensor correction �lter should not use more than 4 complex poles and 3 complex zeros

in order to �t into a single LIGO �lter bank, a single real pole and two real zeros are also used

to shape the �lter. The designed �lters can then be evaluated using other sets of input motion to

ensure the �lters perform well in a range of di�erent environmental conditions.

6.2.3 Optimising the Swarm

To reduce the dynamic range required in the optimisation process, the �nal cost function is cal-

culated in units of velocity, as such the CPS and GS13, the latter only present on the HAM ISI

chambers, need to be converted into velocity. This presents a problem with the GS13 signal, as its

response requires it to be integrated twice below 1Hz leading to large �lter transients, spoiling the

quality of the input data. As such, the GS13 response is �ltered by a ZPK system in MATLAB,

the �lter used is shown in FIG 6.5. This �lter has to balance getting a gain of 104 at 10mHz

along with the appropriate phase and minimising any �lter transients produced - an example of

this is shown in FIG 6.6. To remove the remaining �lter transient, the �rst 400 seconds of data is

cut from the input data to remove the e�ects caused by these transients. After this process, the

data is downsampled via Fast Fourier Transform (FFT) to 8Hz to further increase the speed of

the optimisation. Every downsampling process used in the swarming scripts, including acquiring

data from site is done via FFT, eliminating errors close to the Nyquist frequency when decimating

and downsampling using other methods.

To improve computational e�ciency of the optimisation routine a number of tweaks were made to

the initial parameterisation of the swarm to avoid degenerate solutions to the problem. This arises

as the order of the poles (or zeros) can be swapped, resulting in the same shape of �lter and the

same RMS value. To break this degeneracy, instead of specifying poles and zeros with frequencies,

only the highest value and the log of the di�erences from this value are speci�ed, reducing the

degeneracy by a factor of numpoles! × numzeros!. In the �nal optimisation, 4 poles and 3 zeroes

were used increasing the speed of the simulation by a factor of 144.
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Figure 6.5: A bode plot of the ZPK system used to correct for the GS13s response in velocity, the

�lters response was balanced between its gain at 10mHz and the �lter transients caused by the

data, the latter is shown in FIG 6.6
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Figure 6.6: Plot showing the e�ects of the �lter transient on the input data, caused by applying

the GS13 inverse response �lter shown in FIG 6.5.

Table 6.1 shows a typical output of the swarming process, at the time the swarm was designing

the corner station sensor correction �lter in the Y degree of freedom. Highlighted in bold text

is the average cost of the swarm for that iteration, along with the best cost for each iteration.

During the optimisation the best cost converges to a minimum cost, though the average cost will
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not necessarily do the same as this is dependent on the shape of the parameter space. For instance

if there are minima located close to areas of large cost, as the swarm explores the minima of the

parameter space, some of the particles will evaluate areas of extremely high cost due to the random

velocity each particle is given after each iteration.

6.3 Swarming Results

The optimisation routine was left to run on a 64 core workstation, with the number of particles

set to 3000, the maximum time set to 1800 seconds and the function tolerance set to 10−12. The

maximum number of stall iterations where, the global improvement can be below the function

tolerance is set to 10. Each �lter bank in CDS can hold a maximum of ten second order sections

and as such the total number of poles and zeros is limited. The number of complex poles was

set to 4 and the number of complex zeros set to 3, with a single real pole and two real zeros

used in addition to shape the �lter. The swarm was looped over all chambers in the X and Y

degrees of freedom. While the scripts functioned as expected for Z, the sensor correction signal is

fed through HEPI rather than the ISI on the BSCs, complicating the problem, as the response of

HEPI needs to be accounted for. The ground conditions used for this optimisation was a ground

motion of 400 nm/s, measured by taking the Band Limited Root Mean Square (BLRMS) of the

ground motion, measured by the STS-2 in the microseismic peak band of 0.1 to 0.3Hz. To attempt

to get a `best �t' sensor correction �lter, data with a local wind speed of 7m/s or 16mph was used,

which equates to the 75 th percentile of wind speeds experienced at LHO [109].

To evaluate the performance of the swarmed �lter, the current sensor correction �lter is evaluated

through the same cost weighting and cost function and is plotted alongside the input ground

motion as measured by the STS-2 and the best residual possible. This is calculated by taking the

coherent subtraction using the method described by Allen [98], previously applied in [95], between

the ground STS-2 and the platforms inertial sensor. The residual injected tilt and ground costs

are displayed for the current and swarmed �lters along with their respective total RMS cost.
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Table 6.1: Table showing a typical output of the swarming process. Here the total number of

iterations as well as the total number of �lters designed are shown. The best cost for that iteration

is shown as well as the average cost for that iteration. Stall iterations indicates the number of

iterations that the best cost has not improved within an error of the function tolerance, in this

case was 10−12. Iterations where the average cost increased signi�cantly are highlighted in bold

text.

Iteration Number of Swarmed �lters Best Cost Average Cost Stall Iterations

271 816000 3.318e-07 1.483e+08 0

272 819000 3.318e-07 3.513e+07 1

273 822000 3.318e-07 212 0

274 825000 3.318e-07 7.541e+07 1

275 828000 3.318e-07 2.54e+13 2

276 831000 3.318e-07 2.586e+07 3

277 834000 3.317e-07 1.48e+07 0

278 837000 3.317e-07 36.61 1

279 840000 3.317e-07 2076 2

280 843000 3.317e-07 3.847e+08 3

281 846000 3.317e-07 1.246e+19 4

282 849000 3.317e-07 1.906e+07 5
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In total, six �lters need to be designed, the end stations (ETMX and ETMY) in X and Y, as well

as �lters for the corner station in the X and Y degrees of freedom. Due to the close proximity of

chambers in the corner station, a single sensor correction �lter is used on all chambers, to maximize

the common tilt motion seen by all chambers. The end stations can be evaluated using solely data

from that chamber, with a cost function given by equation 6.4 and are discussed �rst.

6.3.1 End Stations

The end station sensor correction �lters are the simplest �lters to design, as the designed �lters

only have to work on a single chamber in a single degree of freedom. The on axis degrees of

freedom, e.g. ETMX-X and ETMY-Y have BRSs to measure the ground tilt and are placed as

close to the STS-2 as possible to maximise the coherence between the two sensors. The o� axis

degrees of freedom, e.g. ETMX-Y and ETMY-X do not have any ground tilt subtraction from the

STS-2 and thus the sensor correction �lters will look di�erent.

FIG 6.7 shows the swarmed �lter SC in equation 6.4 and its complement (1− SC) plotted against

the sensor correction �lter that is currently in use at LHO. The swarmed �lter is broadly the same

shape as the previous �lter, it contains a strong roll o� at low frequency to minimise tilt injection

and is �at at high frequency, while its complement rolls o� at high frequency. The di�erences

between the two �lters are subtle, the swarmed �lter is not as aggressive at low frequency as the

current �lter, the AC coupling of the STS-2 reduces the response of the seismometer, reducing the

tilt injection before sensor correction. The microseismic suppression at 0.1Hz appears not to be

as strong as the current �lter, though this results in signi�cantly lower gain peaking between 10

and 100mHz. This reduction in gain peaking will reduce the ampli�cation of ground motion in

the earthquake band, between 30 and 100mHz [110].

The performance of the ETMX-X �lter is shown in FIG 6.8, here the swarmed �lter (red) and

the current �lter (blue) are compared against the coherent subtraction of the STS before sensor

correction and the T240 inertial sensor located on stage 1 of the BSC ISI. This coherent subtraction
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Figure 6.7: Figure showing the response of the swarmed sensor correction �lter (dashed red) with

its complement (red) compared against the response of the current sensor correction �lter (dashed

blue) and its complement (blue) for ETMX in the X degree of freedom at LHO

represents the best possible subtraction available by the sensor correction �lter. The swarmed �lter

subtracts the coherent motion from the platform from 4Hz to 0.1Hz, gaining its RMS improvement

by more aggressive damping of the microseismic peak while keeping the tilt contribution ( shown

by the dashed curve) at similar RMS to the current �lter down to 10mHz. Below this frequency

the swarmed �lter injects more tilt than the current �lter, though the tilt contribution still rolls

o� towards low frequency. This is important as a 1
f slope in velocity will look �at in displacement,

thus to avoid low frequency drift the �lter should roll o� faster than 1
f .

FIG 6.9 shows the designed �lter in the o� axis degree of freedom for the ETMX chamber at

LHO. Compared to the current �lter (blue), the swarmed �lter (red) has a large notch at the

microseismic peak, which will suppress motion at the microseismic peak. The swarmed �lter causes

some small gain peaking below 0.1Hz, though this is quite small and shouldn't cause problems

when in observation time, as other current sensor correction �lters, shown by FIG 6.7 and FIG

A.4 show more gain peaking over a wider frequency range. To achieve this increased suppression

at the microseismic peak, the �lter injects more tilt at low frequency, though has the same roll o�

below 6mHz as the currently installed �lter.

158



6.3. SWARMING RESULTS

Figure 6.8: Figure comparing the performance of the current sensor correction �lter (blue) with

the swarmed sensor correction �lter (red) on ETMX at LHO in the X degree of freedom. The

ground motion (black) and the Multi Channel Coherent Subtraction (MCCS2) residual (green)

showing maximum possible subtraction from the CPS.
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Figure 6.9: Figure showing the response of the swarmed sensor correction �lter (dashed red) with

its complement (red) compared against the response of the current sensor correction �lter (dashed

blue) and its complement (blue) for ETMX in the Y degree of freedom at LHO

FIG 6.10 shows the velocity RMS comparing the swarmed �lter against the current �lter. We �nd

that the swarmed �lter has substantially greater primary and secondary microseism suppression
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down to the coherence level of the ground seismometer and the platforms inertial sensor. This

suppression leads to a factor of 5 reduction in the velocity RMS between 100 and 400mHz. At

100mHz, the swarmed �lter couples in more tilt to the injected motion, reducing its overall RMS

improvement. Below 10mHz the �lter injects around a factor of three more tilt, though this

contributes little to the �nal RMS, like ETMX-X the velocity rolls of like 1
f2 below 50mHz.

Figure 6.10: Figure comparing the performance of the current sensor correction �lter (blue) with

the swarmed sensor correction �lter (red) on ETMX at LHO in the Y degree of freedom. The

ground motion (black) and the MCSS2 residual (green) showing maximum possible subtraction

from the CPS.

The �lter design process was repeated for the ETMY, the �lters and �lter performance can be found

in Appendix A.4. Any designed sensor correction �lter must be able to provide good microseism

suppression and minimal tilt injection in a range of di�erent environmental conditions. The �lters

designed for both ETMs in the X and Y degrees of freedom were tested on a range of di�erent

ground motion and wind conditions, these are summarised in Table 6.2. From this we �nd that

the swarmed �lters provide modest reductions in ground injection shown in the on axis degrees of

freedom, ETMX-X and ETMY-Y. In the o� axis degrees of freedom, the performance increase is

much more substantial, in ETMX-Y the reduction in ground injection is at least 60% less.

160



6.3. SWARMING RESULTS

Table 6.2: Table showing the percentage improvement of the velocity RMS of the swarmed �lters

compared to the currently installed sensor correction �lters at LHO. G represents the average

BLRMS microseismic motion in the 0.1 to 0.3Hz band in nm/s, and w represents the average wind

speed in m/s over the data stretch as measured at the corner station of LHO. In principle, �lters

designed for high microseism or high wind could be switched to in real time, though this is not

currently planned. Bold indicates that �lters were designed on this stretch of data.

Data ETMX-X ETMX-Y ETMY-X ETMY-Y

G396 w7 16.86 60.18 38.21 20.1

G432 w7 23.09 68.96 37.99 24.12

G538 w1 26.76 70.69 18.89 10.62

G614 w6 17.22 65.58 27.15 0.39

G628 w3 27.37 72.38 27.81 21.87

G714 w5 23.06 55 21.8 12.21

Mean 22.39 65.47 28.64 14.89
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6.3.2 Corner Station

In the corner station at LHO and LLO, a single sensor correction �lter is used for each degree of

freedom to maximise the common tilt motion seen by each chamber. Using FIG 5.4 from chapter

5 as a guide and taking the HAM ISI chambers as an example, tilt couples into the stage 1 motion

through two separate paths. First is the tilt coupling through the so called ground plant, the

transmission of ground tilt motion through the blade springs of the ISI, as we cannot control the

ground tilt and the spectra of ground tilt is likely di�erent depending on the chamber that is being

investigated. The second cause is the tilt caused by feedback loops and tilt coupling into sensors

on the ISI. Examples of this are the tilt to translation coupling of the horizontal GS13s on the ISI

and tilt injection through the sensor correction �lter.

FIG 6.11 shows the measured motion of the stage 1 GS13s compared against the common and

di�erential signals between the GS13s. This data was taken from the same data stretch as that

used to design sensor correction �lters, i.e. with the isolation and feed forward loops turned o�.

This shows the motion between the GS13s on HAM2 and HAM3 is dominated by common motion

between the platforms at 0.1Hz and above, this is true for the motion between the BSCs and the

HAMs, shown by FIG 6.12 which shows the same plot but for HAM3 and the beamsplitter ISI.

Below 0.1Hz in both FIG 6.11 and 6.12 the motion becomes dominated by di�erential motion

between the chambers. By looking at FIG 5.12 in chapter 5 we �nd that this motion is likely

due to the di�erential tilt being injected by the stage 1 GS13s on each platform. To minimise the

di�erential tilt that the platforms will measure, a single sensor correction �lter should be used on

each platform. This will ensure that the tilt injected by the sensor correction �lter will remain

common to all platforms in the corner station, minimising the di�erential tilt injection across the

corner station.

As such, to optimise this �lter, rather than using the inertial, CPS and STS-2 from a single

chamber, data from multiple chambers must be combined to design a �lter to optimise a wider

range of platform translational motion and rotation. To simplify the optimisation process only
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Figure 6.11: Figure comparing the common (CHAM), shown in purple and di�erential (DHAM)

motion, shown in yellow of the HAM ISI chambers at LHO during damped only time. The common

motion between HAM2 (blue) and HAM3 (red) is dominated by the common motion between 0.1

and 1Hz, the coherent subtraction is shown in green for comparison. The di�erential motion at

frequencies below 0.1Hz becomes dominant due to platform tilt coupling into the measurement.

data from the sensitive degrees of freedom was added together to use as an input. The sensitive

degree of freedom is any degree of freedom that is in the beam axis, meaning that for the X degree

of freedom: ITMX-X, HAM2-X HAM3-X and the BS-X were used. Similarly for the Y degree

of freedom the chambers: ITMY-Y, BS-Y,HAM5-Y and HAM6-Y are used. Once these �lters

have been swarmed using a single set of input conditions they can be tested over multiple sets

of ground conditions to evaluate their RMS improvement over the current �lters. Due to their

di�ering sensors, the HAM ISIs will likely measure GS13 noise below 0.3Hz, while the T240s, due

to their superior noise performance will not be subjected to this limitation. This means that the

T240s should be able to measure platform tilt to lower frequencies than the GS13s and this should

result in better subtraction on the BSC ISIs compared with the HAM ISIs.

The swarming process was set to run using the same cost as outlined previously in FIG 6.4, however

this resulted in a mixed sets of �lters, that o�ered only bene�ts on certain chambers, the summary

of this test is shown in Table 6.3.
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6.3. SWARMING RESULTS

Table 6.3: Table showing the performance of the swarmed sensor correction �lter compared to the

currently installed �lter in terms of percentage improvement. Bold text indicates sensitive degrees

of freedom, red cells indicate that swarmed �lter has worse performance than the current �lter,

green indicates the swarmed �lter performs better.

Data ITMY ITMX HAM2 HAM3 HAM4 HAM5 HAM6 BS Mean

G396 w7 -3.84 -6.89 10.70 6.71 4.53 13.26 14.04 -3.72 4.35

G432 w7 9.63 11.03 15.36 14.77 15.03 19.44 20.53 11.99 14.72

G538 w1 -7.23 -7.88 2.33 2.31 -0.75 2.49 3.64 -6.86 -1.49

G614 w6 -5.34 -6.76 9.92 7.53 6.87 12.16 11.17 -2.80 4.09

G628 w3 2.28 0.25 13.89 17.55 15.37 22.72 23.53 3.94 12.44

G714 w5 4.69 4.03 6.77 13.44 17.10 18.79 16.41 6.77 11.00

Mean 0.03 -1.04 9.83 10.39 9.69 14.81 14.89 1.55 7.52

Min -7.23 -7.88 2.33 2.31 -0.75 2.49 3.64 -6.86 -1.49

Max 9.63 11.03 15.36 17.55 17.10 22.72 23.53 11.99 16.11
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Figure 6.12: Figure comparing the common (purple) and di�erential (yellow) motion of the HAM

ISI and beamsplitter chambers at LHO during damped only time. The common motion between

HAM3 (blue) and beamsplitter (red) is dominated by the common motion between 0.1 and 1Hz,

the coherent subtraction is shown in green for comparison. The di�erential motion at frequencies

below 0.1Hz becomes dominant due to platform tilt coupling into the measurement.

This set of �lters were not subtracting enough ground motion around the microseismic peak on the

BSC chambers. To encourage the swarm to design a �lter to improve the microseismic suppression,

the ground cost was modi�ed and is shown in FIG 6.13. Instead of cutting o� the ground injection

cost at 0.1Hz and setting the cost below this frequency to zero, the ground injection cost at low

frequency is rolled o� with a `f' slope down to 10mHz. Early �lters using this cost resulted in

the velocity tilt injection being �at with frequency below 10mHz, this would result in a sensor

correction �lter that would slowly drift with time. To counteract this problem the minimum pole

frequency was changed from 4mHz to 6mHz. As the name would suggest, this prevents the swarm

from placing its �rst pole below 6mHz, changing the frequency at which the two zeros at DC can

be counteracted. This small change in pole frequency likely eliminates a minimum that resulted

in the slowly drifting sensor correction �lters, in previous corner station tests.

The swarm was set to run across the corner stations in the X degree of freedom using two hours

of data taken under 700 nm/s ground motion and 5m/s wind speed, a comparison between the
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Figure 6.13: Figure showing the modi�ed cost used to swarm multiple chambers in the corner

station at LHO. Below 0.1Hz the cost is decreased like `f' down to 10mHz to encourage more

suppression of the microseism compared to the previous cost.

designed �lter and the swarmed �lter is shown in FIG 6.14. The swarmed �lter has similar levels

of microseismic suppression at a slightly lower frequency than the current �lter. The gain peaking,

shown between 20 and 100mHz is a factor of two lower than the current �lter at its highest value,

and spans a narrower frequency band. The tilt suppression starts at a higher frequency and is a

factor of two lower at 40mHz. The swarmed �lter injects more tilt below 20mHz than the current

�lter though overall contribution to the RMS should be negligible, the �lter has a less severe roll

o� at very low frequencies, though this should be su�cient to eliminate any drifts caused by the

�lter.

FIG 6.15 shows the performance of the swarmed �lter on the data used to produce the �lter with

the modi�ed cost function shown in FIG 6.13. The optimised �lter has greater ground motion

suppression from 4Hz down to 50mHz than the current �lter, at the microseismic peak the RMS

is a factor of 1.5 lower with the new �lter. This reduction in ground injection causes more tilt

motion to be injected below 40mHz though this has a negligible e�ect on the overall velocity

RMS of the injected ground motion injection. Below 10mHz the swarmed �lter rolls o� with a

slope of f3, due to the three zeros at DC, compared to the current �lter's roll-o� of f5, which is
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Figure 6.14: Figure showing the response of the swarmed sensor correction �lter (dashed red) with

its complement (red) compared against the response of the current sensor correction �lter (dashed

blue) and its complement ( blue) for the corner station in the X degree of freedom at LHO

likely excessive. The di�erence between the coherent subtraction trace and the predicted motion

injection is likely due to the di�erent number of averages that each trace underwent when plotting.

Figure 6.15: Figure showing the performance of the particle swarmed sensor correction �lter (red),

compared against the current �lter (blue), the coherent residual of the ST1 inertial sensor and the

ground seismometer (green) and the input ground motion (black)

167



6.3. SWARMING RESULTS

Table 6.4: Table showing the percentage improvement by using the swarmed �lters in X over

the current �lters in the X degree of freedom at LHO in the corner station. Bold text indicates

the on axis, or most sensitive chambers for this degree of freedom. The average, as well as the

maximum and minimum improvement expected for the swarmed �lter, is shown. This �lter is shown

to improve the isolation performance of each chamber across a range of di�erent environmental

conditions

Data ITMY ITMX HAM2 HAM3 HAM4 HAM5 HAM6 BS Mean

G396 w7 5.45 12.87 15.32 19.03 9.40 7.22 13.75 9.25 11.54

G432 w7 7.71 17.23 16.54 21.45 10.79 10.71 14.08 12.00 13.81

G538 w1 6.44 5.70 8.88 14.28 16.40 8.62 20.04 7.69 11.01

G614 w6 9.49 17.47 15.50 21.50 10.66 10.95 14.54 12.30 14.05

G628 w3 11.00 15.98 12.47 21.76 17.41 11.34 22.57 15.40 15.99

G714 w5 8.85 16.35 11.44 20.32 12.41 11.88 16.57 12.72 13.82

Mean 8.16 14.27 13.36 19.72 12.85 10.12 16.93 11.56 13.37

Min 5.45 5.70 8.88 14.28 9.40 7.22 13.75 7.69 9.05

Max 11.00 17.47 16.54 21.76 17.41 11.88 22.57 15.40 16.75

Table 6.4 shows the relative performance of the optimised sensor correction �lter vs the current

sensor correction �lter in terms of a percentage improvement in the velocity RMS of ground motion

injection to the isolated platform through the sensor correction path in the X degree of freedom.

The swarmed �lter shown in FIG 6.14 reduces the ground injection by an average of 13.37% over

a range of environmental conditions across all chambers in the corner station. For the on axis

degrees of freedom, we �nd that this improvement increases to 14.72%. Some degrees of freedom,

such as a couple of the HAM ISI chambers experience as much as a 20% improvement in RMS

motion using this �lter during either high wind conditions (432 nm/s ground motion, 7m/s wind

speed) or high microseismic conditions (714 nm/s ground motion, 5m/s wind speed).
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A similar process was repeated for the Y degree of freedom, however the results were not as

successful. The �lters, according to the metric of reducing the RMS velocity performed better

than the current �lter, though failed `sense checking' when examining the �lter. In total six

optimisations, with tweaks to the minimum pole frequency and number of poles were conducted,

the designed �lters either resulted in large tilt injection in the 10-100mHz band, or had insu�cient

roll o� at low frequency to counteract low frequency drift. As such, the �lter designed for the X

degree of freedom was evaluated on the corner station for the Y degree of freedom. The performance

of the �lter, when evaluated on the Y degree of freedom input data, i.e. the summed on axis

chambers in the corner station is shown in FIG 6.16.

Figure 6.16: Figure showing the performance of the particle swarmed sensor correction �lter (red),

compared against the current �lter (blue), the coherent residual of the ST1 inertial sensor and the

ground seismometer (green) and the input ground motion (black) in the Y degree of freedom at

LHO. This �lter was originally designed for the X degree of freedom at the corner station of LHO,

though is evaluated on chambers in the Y degree of freedom in the corner station.

The swarmed sensor correction �lter o�ered very similar performance from 4Hz down to 200mHz,

as both the current and swarmed �lter are sitting on the coherent subtraction trace. From 200mHz

the swarmed �lter injects 25% less ground motion at the primary microseismic peak and makes

additional gains compared to the current �lter in the 50 to 80mHz region due to the reduction in
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Table 6.5: Table showing the percentage improvement by using the swarmed �lters over the current

�lters in the Y degree of freedom at LHO. The average of the combined RMS for the current and

swarmed �lters are then calculated to determine the best sensor correction �lter to run.

Data ITMY ITMX HAM2 HAM3 HAM4 HAM5 HAM6 BS Mean

G396 w7 4.27 6.19 8.76 10.74 13.76 11.14 12.34 6.7 9.24

G432 w7 12.89 17.32 11.97 15.35 19.64 14.9 15.94 16.1 15.51

G538 w1 -2.78 -3.31 1.59 6.4 4.58 3.16 3.23 -2.47 1.3

G614 w6 8.83 11.91 8.61 9.34 16.32 13.38 12.88 9.82 11.39

G628 w3 10.57 11.15 7.21 15.41 16.32 14.95 20.87 12.83 13.66

G714 w5 12.82 16.76 4.49 11.95 18.26 14.2 14.36 15.17 13.50

Mean 7.77 10 7.105 11.53 14.81 11.96 13.27 9.69 10.77

Min -2.78 -3.31 1.59 6.4 4.58 3.16 3.23 -2.47 1.3

Max 12.89 17.32 11.97 15.41 19.64 14.95 20.87 16.1 16.14

gain peaking of the optimised �lter. In the 30-50mHz frequency range the swarmed �lter injects a

factor of two less tilt into platform below 30mHz the tilt contributions equalize. Due to the sharp

roll-o� of the current �lter, at 10mHz the current �lter has a factor of 4 times less tilt injection

though the contributions to the RMS in this frequency band are minimal.

Table 6.5 shows the percentage improvements to the velocity RMS of the ground motion that is

injected into the chambers in the corner stations of LHO, in a variety of di�erent input conditions.

The swarmed �lter, across all chambers in all degrees of freedom injects 10% less ground motion

and tilt into the platform. A few chambers, notably the BSCs (ITMX, ITMY, BS) when wind

speed is 1m/s injects 2% more motion into the platform, in all other conditions there is at least a

4% decrease in the injected motion. Despite these small increases in motion, every chamber under

all ground conditions, or a single chamber across each set of ground conditions should experience

less ground motion injection due to these �lters.
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6.4 Summary

Sensor correction is a feed forward technique used to subtract ground motion from the isolated

platform by adding the measured ground seismometer signal to CPS sensor. This is complicated as

the ground seismometer is limited by ground tilt at frequencies lower than approximately 50mHz,

which should not be injected into the platform motion. This problem is further complicated, as the

main contribution to ground translational motion spectrally close to where the ground seismometer

is limited by tilt. This results in the design of the sensor correction �lter being a balancing act

between limiting ground tilt injection and suppressing the microseismic peak. Typically such �lters

take tens or even hundreds of hours to be designed by on site commissioners and around a single

set of environmental conditions.

The design of these �lters can be automated and optimised with particle swarm optimisation.

This uses a suitably designed and physically motivated cost function to evaluate thousands of test

sensor correction �lters in each iteration of the optimisation technique. When comparing the CPS

injected ground motion, the `swarmed' sensor correction �lters result in the RMS velocity of the

end stations being reduced by up to 70%. When designing the �lters for the corner station, in

order to reduce the di�erential tilt between each platform, the input data for each chamber in the

on-axis degrees of freedom has to be added together. While the reduction in RMS motion is lower

for the corner station when compared with the end stations, running the swarmed �lters results in

the RMS motion of the platforms being reduced by up to 24% when compared to the current �lters

using the same input ground motion and wind speed. The swarmed �lters are being evaluated for

use in O3 in the commissioning break between O3a and O3b.

6.4.1 Future Work

Now that a method of swarming control �lters has been shown to produce good results with the

`simple' problem of optimising sensor correction �lters, optimisation of harder problems can be

developed. Notable examples of these would be swarming blending �lters for the HAM ISIs and
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suspension damping �lters, the latter designed to limit the injected sensor noise into the suspension

chain, while simultaneously minimising the resonances of the triple and quadruple suspensions on

the ISI.

In the case of swarming blending �lters for optimising the ISIs, a modi�ed version of the HAM

model, that uses FFTs instead of ASDs to estimate the �nal motion of the chambers can be used

as a base for the cost function. This can be weighted by the resonances of the suspensions present

on the HAM ISIs, and weighted by the HAM ISI requirements as given by [111]. For example any

designed �lter that exceeds these limits can be given a large cost weight to avoid designing �lters

that do not meet the requirement. Particle swarming would be an ideal use case for designing

these �lters due to the dimensionality of the problem. For instance, the blend �lters in X and

Y are in�uenced by the tilt to translation coupling through RY and RX respectively. This cross

coupling is hard for humans to design, due to the number of compromises that need to be made in

the same degree of freedom or indeed between multiple degrees of freedom. The particle swarm,

with a su�ciently well designed cost function and weightings should be able to �nd a set of �lters

that balances out the requirements, as has been demonstrated with the design of sensor correction

�lters.
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Chapter 7

Summary and Future Work

Well, that was easy

Tony Stark

Reduction of seismic noise in gravitational wave detectors remains an important area of investiga-

tion despite not directly limiting the current sensitvity of the current Advanced LIGO detectors.

Technical noises, largely driven by residual isolation platform motion dominate the measured strain

sensitivity of current generation detectors [49] and must be reduced to detect gravitational waves

between 10 and 30Hz [47]. Reducing low frequency motion is the central theme of this thesis.

At the beginning of this thesis, I outlined the principles behind the operation of interferometers

and phasemeters. I reported on the design and the construction of a high sensitivity and large

working-range homodyne phasemeter, HoQI. It has a footprint compact enough for use in LIGO`s'

suspension systems and as the readout for inertial sensors. I have demonstrated the sensitivity

of these devices, as shown in the paper [5], which have a 1000 times �ner resolution compared

with similar displacement sensors in use at LIGO. With this increase in sensor resolution, it is

possible to further damp the resonances of suspensions in use at LIGO, reducing the RMS motion,

with no additional noise injection [106]. HoQI is compact enough and has su�cient resolution

to increase the sensitivity of geophones, down to the suspension thermal noise of the mechanical

173



springs, substantially improving the resolution of the sensors currently in use as part of the ISI

tables.

Due to the imperfections in optics and potential to measure displacement over a scale of severalmm,

phasemeters such as HoQI are prone to errors between the measured phase and the real phase, this

is caused by non-linearities. In order to quantify the e�ect these non-linearities will have on future

use cases of HoQI, I have built a model to simulate these e�ects and compared it with real data.

This model can be used to determine whether these non-linear e�ects will limit the resolution of the

device and to test improvements in linearity gained by using ellipse �tting based on the technique

shown by Rosin [91]. By conducting these tests, I have demonstrated the ability to quantify the

scale of non-linear e�ects and compare them directly with measured data, which show excellent

agreement. Moreover, I show that it is crucial to look at the frequency content of these non-linear

e�ects, rather than just using the RMS error. I have calculated the e�ect that non-linearities in

HoQI will have on high Q geophones and the LIGO quad suspension system and have shown that

the non-linear e�ects can be satisfactorily mitigated by ellipse �tting.

The interferometric inertial sensors proposed at the start of this thesis have been constructed and

demonstrated, albeit in early prototypes. I have shown that by using HoQI, as the readout mecha-

nism for an inertial sensor, the resolution can be increased by a factor of 60 at 10mHz. This result

shows that self-noise of the interferometric inertial sensor is only factor of 3 above the suspension

thermal noise of the L-4C geophone at 10mHz. The initial prototype, while showing encouraging

low frequency performance was beset by mechanical cross couplings and lack of coherence between

the devices two readout mechanisms. This lack of coherence between multiple devices prevented

a better measurement of the noise �oor. Extensive re-design work was undertaken that success-

fully increased the coherence between multiple devices. I have detailed the increase in isolation

performance using a combination of active and passive control that must be achieved in the lab to

achieve this goal. Future work, to build more interferometric sensors and the design of an active

control loop, to suppress input motion is underway and should allow the noise �oor of the inertial

sensor to be observed over a wide frequency span.

174



The second half of my thesis focuses on improving the control systems and seismic isolation perfor-

mance of the LIGO ISI. To do this I have constructed a predictive, modular model of the HAM ISI

to demonstrate the improvements that the sensors described in the �rst part of my thesis will have

if they are used as part of the ISI control loop. As the model uses no in-loop sensors to calculate

the expected ISI platform motion, the model can highlight the cause of limitations in the control

loop in-situ and be run in any con�guration the two LIGO sites are in. The former is useful for

noise hunting and diagnosis, as I have shown in a tech-note on reducing SRCL motion [100], where

through the use of new �lters, the ISI motion can be reduced by a factor of 4 in the region of

0.7 to 10Hz, while sacri�cing only a factor of two increase in motion between 0.3 and 0.7Hz. By

using higher resolution displacement sensors, I have shown that the small increase in noise can also

be eliminated. By designing new blending �lters, I have used the model to evaluate the isolation

performance of a ISI that uses the interferometric sensors described in chapters 2 and 4 in place

of current sensors. The isolation performance can be increased by a factor of 70 at 0.1Hz and a

factor of 10 at 2Hz when looking at the vertical degree of freedom. In reality, the improvement in

isolation performance will likely not be as high, due to cross couplings between di�erent degrees

of freedom, which the model doesn't account for. In addition, I have shown that the sensor noise

injection from sensors used to control the quad suspension is a factor of 60 lower when using HoQI

at the UIM at 10Hz compared with using BOSEMs at the top stage, by using a model written by

Shapiro and Bonilla [94].

The �nal chapter in my thesis focuses on using the particle-swarming optimisation technique to

improve the sensor correction �lters by reducing the RMS velocity of the isolation performance.

I have demonstrated that by using this technique, it is possible to create new sensor correction

�lters, that when evaluated through a cost function, show a reduction in RMS velocity of the

injected ground motion as measured by the CPS. Once a suitable cost function has been designed,

these �lters can be designed automatically for a range of di�erent environmental conditions, saving

future design time. The downside to this technique is that some of the time saved in creating a

�lter is o�set by the creation of the initial cost function. Nevertheless, �lters using this technique
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show as much as a 70% reduction in the velocity RMS in the end stations and 20% reduction in

the corner station, where the motion of multiple chambers must be summed together to minimise

the di�erential motion of the chambers. A natural expansion to this work would be to use the

particle swarming technique on other control systems, such optimising �lters on the HAM ISI or

using it to design improved damping �lters for use in the QUAD suspensions.

The work on the interferometric inertial sensors is currently being expanded upon - two more

sensors have been constructed as have new electronics boxes allowing for the simultaneous mea-

surement of L-4Cs with coil and optical readouts. Work has begun on calibrating the active

isolation platform as has the construction of a box to acoustically and thermally shield the sensors

from environmental noise. Once these steps have been completed the sensors can be `huddle' tested

in a shielded environment which should allow for the self noise of the inertial sensor to be measured.

Moreover, a natural expansion of this work would be to integrate HoQI with horizontal sensors,

such as Watts linkages and perform more `huddle' tests. Once completed, these sensors could be

packaged to be integrated into the control system of a prototype gravitational wave detector, such

as the 10m prototype at the Albert Einstein Institute in Hanover, Germany. This would allow for

the expected improvements to seismic isolation systems to be validated in real world conditions.

HoQI can be further developed by packaging the interferometer into a complete unit, full with an

enclosure to protect against stray light coupling into the readout standard electronics connector, to

allow for HoQI to be used in any experiment. To become immune from angular misalignments HoQI

will need use corner cubes instead of mirrors, this will require a slight re-design as a di�erent �bre

coupler with a larger collimated beam-spot will be required. This should allow for the working

range of the device to be extended, as HoQI will no longer be susceptible to tilt. For use in

LIGO HoQI will need to be vacuum quali�ed and tested accordingly. This testing should show an

improvement to the reported sensor resolution at low frequency, where noise associated with air

currents should be reduced.

Finally, work on the modeling aspects of this thesis can be expanded in two ways, either by

modeling of the BSC ISIs or by modeling global control signals. The former of these will quantify
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the performance improvement that interferometric sensors can provide to both types of ISI present

in LIGO. The modeling of global controls should allow for the RMS motion reduction of the ISIs

to be propagated throughout the whole interferometer control loop, doing so would allow for new

�lters to be designed with the aim of reducing bandwidths of global controls, this in turn should

directly reduce technical noise coupling into the detector.
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Appendix A

Appendicies

A.1 Ellipse Fitting

The equation of a simple ellipse, with semi-major and minor axes, a and b is given by,

x′2

a2
+
y′2

b2
= 1. (A.1)

In principle though this ellipse may be rotated, by an arbitrary angle α, so we must apply a rotation

matrix on the ellipse.

x
y

 =

cos(α) − sin(α)

sin(α) cos(α)


x′ − x0

y′ − y0

 , (A.2)

where x′ and y′ are the un-rotated co-ordinates, x0 and y0 are the o�sets. x′ and y′ can be

represented by the equations,

x′ = a cos(φ), (A.3)

y′ = b sin(φ), (A.4)

where φ is the optical phase. We then see that the general form for our output ellipse is,
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A.1. ELLIPSE FITTING

x = (a cos(φ)− x0) cos(α)− (b sin(φ)− y0) sin(α), (A.5)

y = (a cos(φ)− x0) sin(α) + (b sin(φ)− y0) cos(α). (A.6)

We can rearrange these values for x and y and substitute them into the general form of an ellipse

and expand all the terms out. The ellipse �tting routine uses the standard quadratic form of a

rotated ellipse, given by the equation,

Ax2 +Bxy + Cy2 +Dx+ Ey + F = 0. (A.7)

The cross terms arise from the fact that our ellipse is rotated thus each new coordinate on the

rotated axes is comprised of a combination of each of the old coordinates. To put the outputs the

form of the rotated ellipse, we must substitute in equations A.5 and A.6 into equation A.1. This

gives,

1 =

[
((x′ − x0) cosα+ (y′ − y0) sin(α))2

a2
,

] [
(−(x′ − x0) sin(α) + (y′ − y0) cos(α))2

b2

]
,

=
(x′ − x0)2 cos2(α) + (y′ − y0)2 sin2(α) + 2(x′ − x0)(y′ − y0) cos(α) sin(α)

a2
,

+
(x′ − x0)2 sin2(α) + (y′ − y0)2 cos2(α)− 2(x′ − x0)(y′ − y0) sin(α) cos(α)

b2
,

=
(x′2 + x2

0 − 2x′x0) cos2(α) + (y′2 + y2
0 − 2y′y0) sin2(α)

a2
,

+
(y′2 + y2

0 − 2y′y0) cos2(α) + (x′2 + x2
0 − 2x′x0) sin2(α)

b2
,

+
2(x′ − x0)(y′ − y0) cos(α) sin(α)

a2
− 2(x′ − x0)(y′ − y0) cos(α) sin(α)

b2
. (A.8)

Multiplying by a2b2,

a2b2 = 2(x− x0)(y − y0) cos(α) sin(α)(b2 − a2),

+ b2
[
(x2 + x2

0 − 2xx0) cos2(α) + (y2 + y2
0 − 2yy0) sin2(α)

]
,

+ a2
[
(x2 + x2

0 − 2xx0) sin2(α) + (y2 + y2
0 − 2yy0) cos2(α)

]
. (A.9)
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A.1. ELLIPSE FITTING

Subtracting a2b2,

0 = x′2
[
b2 cos2(α) + a2 sin2(α)

]
+ x′y′

[
2 cos(α) sin(α)(b2 − a2)

]
,

+ y′2
[
a2 cos(α) + b2 sin(α)

]
,

+ x′
[
−2b2x0 cos2(α)− 2a2x0sin

2(α)− 2y0(b2 − a2) sin(α) cos(α)
]
,

+ y′
[
−2b2y0 sin2(α)− 2a2y0 cos2(α)− 2x0(b2 − a2) cos(α) sin(α)

]
,

+ x2
0(a2 sin2(α) + b2 cos2(α)) + x0y0 sin(2α)(b2 − a2),

+ y2
0(a2 cos2(α) + b2 sin2(α))− (ab)2. (A.10)

We then collect all terms that have x′2, x′y′, y′2, x′, y′ and �nally the constant terms, and assign

their coe�cients labels A through F. We now need to calculate the ellipse parameters based on

these coe�cients.

These coe�cients are,

A = b2 cos2(α) + a2 sin2(α), (A.11)

B = sin(2α)(b2 − a2), (A.12)

C = a2 cos2(α) + b2 sin2(α), (A.13)

D = −2b2x0 cos2(α)− 2a2x0sin
2(α)− y0(b2 − a2) sin(2α), (A.14)

E = −2b2y0 sin2(α)− 2a2y0 cos2(α)− x0(b2 − a2) sin(2α), (A.15)

F = x2
0(a2 sin2(α) + b2 cos2(α)) + x0y0 sin(2α)(b2 − a2)

+ y2
0(a2 cos2(α) + b2 sin2(α))− (ab)2. (A.16)

These coe�cients can be then written in terms of each other,
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A = a2 sin2(α) + b2 cos2(α), (A.17)

B = (b2 − a2) sin(2α), (A.18)

C = a2 cos2(α) + b2 sin2(α), (A.19)

D = −2x0A− y0B, (A.20)

E = −2y0C − x0B, (A.21)

F = x0y0B + x2
0A+ y2

0C − (ab)2. (A.22)

A.1.1 Calculating the Ellipse Parameters

As we have these coe�cients, the ellipse parameters themselves, a, b, x0, y0, α need to be calculated

in terms of these coe�cients. Firstly to �nd α, noting that,

(A− C) = a2 sin2(α) + b2 cos2(α)− a2 cos2(α)− b2 sin2(α),

(A− C) = (b2 − a2)(cos2(α)− sin2(α)),

(A− C) = (b2 − a2) cos(2α),

B

A− C
=

(b2 − a2) sin(2α)

(b2 − a2) cos(2α)
. (A.23)

and thus,

tan(2α) =
B

A− C
,

α =
arctan( B

A−C )

2
. (A.24)
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A.1. ELLIPSE FITTING

This result can be used to write tan2(2α) as,

sin2(2α)

1− sin2(2α))
=

B2

(A− C)2
,

(A− C)2 sin2(2α) = B2(1− sin2(2α)),

sin2(2α) =
B2

(A− C)2 +B2
,

(A.25)

Using the de�nition of sin2(2α) from equation A.12, we substitute for sin2(2α) and get,

B

b2 − a2
= sin(2α),

B2

(b2 − a2)2
=

B2

(A− C)2 +B2
,

(A− C)2 +B2 = (b2 − a2)2,

b2 − a2 =
√

(A− C)2 +B2,

b2 = a2 +
√

(A− C)2 +B2,

a2 = b2 −
√

(A− C)2 +B2. (A.26)

Noticing that (A+ C) = a2 + b2, we can use this relation, and the expressions for both a2 and b2

to recover the semi major and minor axes in terms of A, B and C.

a =

√
(A+ C)−

√
(A− C)2 +B2

2
(A.27)

b =

√
(A+ C) +

√
(A− C)2 +B2

2
(A.28)

Now we need to �nd expressions for the o�sets for the ellipse, to do this we shall rearrange

expressions for D, E, and then solve for the o�sets.

D = −2x0A+ y0B (A.29)

E = −2y0C − x0B (A.30)

182



A.1. ELLIPSE FITTING

Solving for x0,

E = −2

(
−2x0A−D

B
C −Bx0

)
EB = 4x0AC + 2DC −B2x0

x0 =
2DC − EB
B2 − 4AC

(A.31)

Similarly for y0,

y0 =
2AE −BD
B2 − 4AC

(A.32)

A.1.2 Correcting for the Ellipse Parameters and Rescaling

Now that we know the ellipse parameters, α, a, b, x0, y0 we can correct for the rotation and calibrate

the x and y axes accordingly, transforming the ellipse into a circle - reducing the amount of up-

conversion in the output data.

First, we subtract o� the o�sets, x0 and y0 from x and y and then apply a rotation matrix, using

the angle −α to correct for the rotation of the ellipse.

First we apply a rotation matrix with an angle of −α,

x′ − x0

y′ − y0

 =

 cos(α) sin(α)

− sin(α) cos(α)


(x′ − x0) cos(α)− (y′ − y0) sin(α)

(x′ − x0) sin(α) + (y′ − y0) cos(α)

 (A.33)

This gives the coordinates of the un-rotated ellipse according in terms of our original parameters,

x′ − x0 and y′ − y0.

The o�sets can now be removed by adding x0 and y0 to equation A.33 The �nal step is to scale the

ellipse, we use the values for the parameter F . Remembering that, for this ellipse �tting method

to work, we require that F , our constant term to equal 1 and that, F , for our �tted ellipse is equal

to,
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A.1. ELLIPSE FITTING

F = A′x2
0 +B′x0y0 + C ′y2

0 − (a′b′)2. (A.34)

We can de�ne our scaling factor, K, as a′ = a
K and b′ = b

K , where a, b are the returned parameters

from the �tting routine, therefore,

K4 =
A′x2

0 +B′x0y0 + C ′y2
0 − 1

(a′b′)2
. (A.35)

With this we can scale the ellipse, and recover the phase by taking the arctangent,

φ = arctan

(
a′y′

b′x′

)
. (A.36)
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A.2. TRANSFER FUNCTION DERIVATIONS

A.2 Transfer Function Derivations

To derive the transfer functions of inertial sensors, the damping and spring coe�cients can be

represented in terms of the resonant frequency, ω0 and the quality factor, Q, by the equations,

ω2
0 =

k

m
(A.37)

ζ =
1

2Q
=

b

2mω0
(A.38)

b

m
=

ω0

Q
(A.39)

Where k is the spring constant, m is the mass, ζ is the damping ratio and b is the damping in the

system.

A.2.1 Ground to Platform Motion

Referring to diagram a) in FIG 4.1 in chapter 4 the equation of motion for this system is,

mẍp + bẋp + kxp = bẋg + kxg,

ẍp +
ω0

Q
ẋp + ω2

0xp =
ω0

Q
ẋg + ω0xg. (A.40)

We now take the fourier transform of this and pick up a factor of iω for each di�erentiation, this

gives,

−ω2xp +
iωω0xp
Q

+ ω2
0xp =

iω0ωxg
Q

+ ω2
0xg. (A.41)

We can rearange this to get the transfer function describing how to map ground to platform motion,

this is given by,
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xp

(
−ω2 +

iωω0

Q
+ ω2

0

)
= xg

(
iω0ω

Q
+ ω2

0

)
,

xp
xg

=

iωω0

Q + ω2
0

−ω2 + iω0ω
Q + ω2

0

. (A.42)

A.2.2 External Force to Platform Motion

Referring to diagram b) in FIG 4.1 in chapter 4 the equation of motion for this system is,

Fext = mẍp + bẋp + kxp (A.43)

Fext
m

= ẍp +
ω0

Q
ẋp + ω2

0xp,

Fext
m

= ẍp +
ω0

Q
ẋp + ω2

0xp. (A.44)

we now take the fourier transform of this,

F (ω)

m
=

(
−ω2xp +

iω0ωxp
Q

+ ω2
0xp

)
,

xp
Fext

=
1

m(−ω2 + iω0ω
Q + ω2

0)
(A.45)

A.2.3 Delta X to Ground Motion

Referring to diagram c) in �gure 4.1 the equation of motion for this system is,

mẍp + bẋp + kxp = kxg + bẋg,

ẍp +
ω0

Q
ẋp + ω2

0xp = ω2
0xg +

ω0

Q
ẋg. (A.46)

Moving terms onto one side of the equation and adding −ẍg to both sides, we can write everything

in terms of ẍp − ẍg),
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(ẍp − ẍg) +
ω0

Q
(ẋp − ẋg) + ω2

0(xp − xg) = −ẋg. (A.47)

We now say that ∆X = xp − xg, this gives,

∆̈x+
ω0

Q
∆̇x+ ω2

0∆x = −ẍg. (A.48)

We now take the fourier transform of this and rearrange to get the transfer function.

−ω2∆x+
iωω0

Q
∆x+ ω2

0∆x = ω2xg,

∆x

(
−ω2 +

iω0ω

Q
+ ω2

0

)
= ω2xg. (A.49)

xg
∆x

=
−ω2 + iωω0

Q + ω2
0

ω2
(A.50)
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A.3 Derivation of HAM-ISI platform motion

Using the X degree of freedom as an example, as it is the most complicated degree of freedom, we

can calculate the expected stage 1 motion in X after it has passed through the control loop, as

shown by Kissel in [11].

Working counter clockwise around the loop, shown by FIG A.1, the stage one motion is represented

as,

xST1 = P 0−1
x (xST0)

+ P 1−1
x

(
FFFx [nL4C + xST0]

)
+ KD

x [xST1 + nGS13 −
g

ω2
RYST1]

+ KI
x

[
FHP
x (− g

ω2
RYST1 + nGS13 + xST1)

)
+ FLP

x (F SC
GND[nSTS + xGND] + [nCPS + xST1 − xST0])

])
. (A.51)

We re-arrange the loop in terms of the stage 1 motion xrmST1 and pull out a factor of P 1−1
x KD

x .

Using the convention presented by Kissel, we set the damping loop gain such that,

GDx = P 1−1
x KD

x . (A.52)
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Figure A.1: A control loop diagram of a HAM ISI, showing �lter modules e.g. the high pass �lter

FHP
x , plants e.g. P (0−1)

x describing the ground to platform transfer function, P (1−1)
x describing the

actuator to platform transfer function, and controllers KI
x e.g the isolation �lter. Sensor noises are

described with the notation nSN while ground motion inputs are denoted as xST0, adapted from

[11].

The stage 1 motion now becomes,
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xST1(1−GDx ) = P 1−1
x KI

x(FHP + FLP)xST1

+ (P 0−1
x + P 1−1

x FFFx + P 1−1
x KI

xF
LP
x )xST0

− P 1−1
x (KD

x

g

ω2
+KI

xF
HP g

ω2
)RYST1

+ P 1−1
x (KI

xF
LPF SC

GND)xGND

+ P 1−1
x (KD

x +KI
xF

HP)nGS13

+ P 1−1
x (FFFx )nL4C

+ P 1−1
x (KI

xF
LPF SC

GND)nSTS

+ P 1−1
x (KI

xF
LP)nCPS. (A.53)

From this, we can de�ne the damped ground and actuation plants as

P
′0−1
x =

P 0−1
x

1−GDx
(A.54)

P
′1−1
x =

P 1−1
x

1−GDx
. (A.55)

The measured stage one motion now becomes,

xST1 = P
′(1−1)
x KI

x(FHP + FLP)xST1

+ (P
′(0−1)
x + P

′(1−1)
x FFFx + P

′(1−1)
x KI

xF
LP
x )xST0

− P
′(1−1)
x (KD

x

g

ω2
+KI

xF
HP g

ω2
)RYST1

+ P
′(1−1)
x (KI

xF
LPF SC

GND)xGND

+ P
′(1−1)
x (KD

x +KI
xF

HP)nGS13

+ P
′(1−1)
x (FFFx )nL4C

+ P
′(1−1)
x (KI

xF
LPF SC

GND)nSTS

+ P
′(1−1)
x (KI

xF
LP)nCPS. (A.56)
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In the ideal case, the designed blending �lters will be complementary, such that FHP + FLP = 1,

however, this is not always the case, so we de�ne this sum as ε = FHP + FLP. From this, we can

de�ne the damped isolation gain as,

P
′(1−1)
x KI

x = G
′I
x . (A.57)

Re-writing this, the platform motion becomes,

xST1(1− εG
′I
x ) = (P

′(0−1)
x + P

′(1−1)
x FFFx +G

′I
x F

LP
x )xST0

− (P
′(1−1)
x KD

x

g

ω2
+G

′I
x F

HP g

ω2
)RYST1

+ G
′I
x F

LPF SC
GNDxGND

+ (P
′(1−1)
x KD

x +G
′I
x F

HP)nGS13

+ P
′(1−1)
x (FFFx )nL4C

+ G
′I
x F

LPF SC
GNDnSTS

+ G
′I
x F

LPnCPS. (A.58)

Dividing through by (1− εG′Ix ), the �nal platform motion can be calculated, this is given by,

xST1 =
P
′(0−1)
x

1− εG′Ix
xST0︸ ︷︷ ︸

Residual ground

+
P
′(1−1)
x

1− εG′Ix
FFFx xST0︸ ︷︷ ︸

Feed forward

− G
′I
x

1− εG′Ix
FLPx xST0︸ ︷︷ ︸

CPS ground injection

+
G
′I
x

1− εG′Ix
FLPx FSCgndxGND︸ ︷︷ ︸

Sensor correction

−

 P
′(1−1)
x

1− εG′Ix
KD
x︸ ︷︷ ︸

Damping tilt coupling

+
G
′I
x

1− εG′Ix
FHP︸ ︷︷ ︸

Isolation tilt coupling

 g

ω2
RYST1

+

 P
′(1−1)
x

1− εG′Ix
KD
x︸ ︷︷ ︸

Damping GS13 noise

+
G
′I
x

1− εG′Ix
FHPx︸ ︷︷ ︸

Isolation GS13 noise

nGS13

+
P
′(1−1)
x

1− εG′Ix
FFFST0nL4C︸ ︷︷ ︸

L4C noise injection

+
G
′I
x

1− εG′Ix
FLPx nCPS︸ ︷︷ ︸

CPS noise injection

+
G
′I
x

1− εG′Ix
FLPx FSCgndnSTS︸ ︷︷ ︸

STS noise injection

(A.59)
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A.4 Particle Swarming Results

FIG A.2 shows a comparison between the swarmed �lter and the current sensor correction �lter

for ETMY in the X degree of freedom. Unlike previous �lters, the current and swarmed �lters

don't feature large notches at the microseism, instead the sensor correction �lter rolls o� at high

frequency to suppress motion at frequencies higher than 0.1Hz. Both �lters have very little gain

peaking, while the swarmed �lter suppresses tilt between 0.1 and 0.01Hz more aggressively than

the current �lter. The swarmed �lter has a small notch at 0.5Hz to suppress the �rst of the quad

resonances.
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Swarm SC-filter
Swarm Complement
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Figure A.2: Figure showing the response of the swarmed sensor correction �lter (dashed red) with

its complement (red) compared against the response of the current sensor correction �lter (dashed

blue) and its complement (blue) for ETMY in the X degree of freedom at LHO

FIG A.3 shows the velocity RMS comparing the swarmed �lter(red) against the current �lter

(blue). Compared to the current �lter, the swarmed �lter performs slightly worse above 1Hz

than the current �lter and is a factor of two higher than the best possible subtraction (green)

in this frequency region. This shouldn't be much of an issue as the low pass blend attenuates

the e�ect of the sensor correction substantially above the blending frequency; typically a few 100

mHz depending on the con�guration of the ISI. The swarmed �lter achieves greater suppression
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of the microseismic peak and substantially less tilt injection between 10mHz and 100mHz where

the majority of the RMS improvement is gained. Like previously designed �lters the tilt injection

term drops o� below 10mHz ensuring that the sensor correction �lter will not cause any long term

drifts.

Figure A.3: Figure comparing the performance of the current sensor correction �lter (blue) with

the swarmed sensor correction �lter (red) on ETMY at LHO in the X degree of freedom. The

ground motion (black) and the MCSS2 residual (green) showing maximum possible subtraction

from the CPS.

FIG A.4 shows the comparison between the current and swarmed sensor correction �lter. The

�lter is broadly similar to the �lter designed for ETMX-X, shown in FIG 6.7, it has a strong notch

at the microseismic peak and strong tilt roll o� below 10mHz, while maintaining minimal gain

peaking.

FIG A.5 shows the performance of the �lter shown in FIG A.4 compared against the current sensor

correction �lter. The swarmed �lter reduces the injected ground motion by around 20%. The �lter

o�ers around a factor of 1.5 better subtraction at the microseism and a factor of 2 less tilt injection

between 30 and 60mHz. At frequencies below 8mHz the swarmed �lter injects more tilt, though

this is negligible to the overall RMS. The �lter has a strong roll o� of 1
f4 below 3mHz, minimising

the low frequency drift.
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Figure A.4: Figure showing the response of the swarmed sensor correction �lter (dashed red) with

its complement (red) compared against the response of the current sensor correction �lter (dashed

blue) and its complement ( blue) for ETMY in the Y degree of freedom at LHO

Figure A.5: Figure comparing the performance of the current sensor correction �lter (blue) with

the swarmed sensor correction �lter (red) on ETMY at LHO in the Y degree of freedom. The

ground motion (black) and the MCSS2 residual (green) showing maximum possible subtraction

from the CPS.
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