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Abstract 

Coastal flood risk assessment requires a reliable estimation of the frequency of 

inundation hazards, i.e. characterizing the hazard magnitude and assigning a probability 

of occurrence. In this work we analyse the uncertainty introduced in the assessment 

associated to the method to assign the probability of occurrence to coastal flood hazards. 

To this end we have compared the use of two general methods, the response and the 

event approaches. Different procedures are used to characterize coastal inundation 

hazards depending on the analysis scale and data availability. Thus, a range of 

possibilities has been analysed, from simple estimators such as run-up to modelled 

flood-prone areas. The analysis has been performed for all wave and water level 
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conditions around the Spanish coast. The results show that the differences between the 

methods are location-dependent, and thus, determined by the exposure to wave and 

water level conditions. When using the event approach, the run-up or total water level 

(with good correlation between waves and surge) distributions reasonably approximate 

those of the response approach with low associated uncertainty. When the assessment 

aims to output overtopping discharges or inundation maps, observed differences suggest 

that the event approach would produce misleading conclusions in inundation-related 

coastal management and decision-making. 
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Introduction 

Assessing the impact of coastal storms has become a global need motivated by the 

increasing number and value of assets located in coastal areas and the escalation of 

damages during the last decades (IPCC 2012, 2013). This is also true for the Spanish 

coast, where the same trend has been identified along its littoral front (e.g., Reyes et al. 

1999: Rodriguez-Ramirez et al. 2003; Jiménez et al. 2012; Marcos et al. 2012, Toimil et 

al., 2017). Among the different storm-induced hazards, inundation is one of the most 

significant and damaging, and should be considered for its potential to increase in 

importance over the next decades (e.g., Jongman et al. 2012; Hinkel et al. 2014; 

Vousdoukas et al. 2018). The need for proper assessment of inundation is clear when 

designing coastal management plans, which will require a specific chapter on coastal 

risks as recognized in the protocol of Integrated Coastal Zone Management in the 
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Mediterranean (UNEP/MAP/PAP, 2008). The EU Floods Directive (EC, 2007) instructs 

management groups to prepare flood hazard maps for events of given probabilities of 

occurrence. Thus, the scientific community has developed multiple methodologies to 

assess storm-induced inundation through a variety of estimators (e.g., Sallenger 2000; 

Stockdon 2007; Ciavola et al., 2011a, 2011b; Tomás et al., 2016; Van Dongeren et al., 

2018). Hazard-describing variables of multiple complexities can be used in inundation 

assessments to provide answers at both regional and local scales. Thus, the literature 

provides examples of regional parametric methodologies that scale hazard intensity 

using simple variables such as run-up, surge or total water level (e.g., hurricane impact 

at US coasts in Stockdon et al. 2007; storm impact along the Emilia-Romagna coast 

facing the Northern Adriatic described by Armaroli et al., 2012, and Armaroli and Duo, 

2018; or storm impact in the northwestern Mediterranean coastline in Jiménez et al. 

2018). Other approaches exist that assess the inundation at local (or even regional) 

scales using overtopping/overwash discharges or volumes as hazard estimators (e.g., 

Chini and Stansby, 2012) or by directly producing inundation maps (e.g., Prime et al. 

2016), which can later be used to derive impacts by using receptor vulnerability data, 

and assess risks for decision support in coastal managing (e.g. Sanuy et al., 2018). 

Considering both the nature of the forcing and processes controlling the coastal 

response, it is evident that inundation hazard assessment entails an inherent uncertainty 

in various parts of the analysis (e.g., Apel et al. 2004; Hall and Solomatine, 2008; de 

Moel et al., 2012), which should be studied to determine which of them are most 

influential in the final result and to efficiently utilize resources (e.g., Sayers et al., 

2003). For instance, some studies assess the uncertainty associated with the method to 

identify the events (storms) or the extreme value distribution function selected for 

fitting (Arns et al., 2013, Winter el al. 2018). Uncertainty can be categorized into two 
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simple groups, i.e., the variability of nature (e.g. natural randomness of waves and 

surges) and the uncertainty of knowledge (e.g., numerical models, data analysis, etc). 

Prior to formal uncertainty analysis, an insight into the expected contributions 

associated with selected choices can be obtained by making a sensitivity assessment in 

which the same conditions are simulated when adopting such choices. 

Within this context, the present study aims to quantify the sensitivity of inundation 

hazard assessments to the general scheme used to assign probabilities to hazard 

magnitudes. Two general methods will be compared, the so-called event and response 

approaches, since they are the two main conceptual schemes used in coastal hazard 

assessments to estimate probabilities or return periods (Garrity et al., 2006). This will be 

done with different hazard estimators from wave run-up to final inundation extension 

maps. The choice of the hazard-describing variable usually depends on the scale, 

objectives and available data of the studies. The choice of the method usually depends 

on the quantity and quality of the available data. In the event approach (EV), the starting 

points are pre-existing marginal distributions of waves and surges. Thus, the statistics 

are calculated based on the source in a univariate semi-deterministic mode. The 

response approach (RS) uses a large dataset (when available) of hydrodynamic data to 

both identify events and perform the statistical calculations directly based on the hazard 

target variables. The analysis for this work has been performed using a large dataset of 

11 nodes around the Spanish coast and thus, covering the Cantabric, Atlantic and 

Mediterranean conditions. All nodes correspond to offshore data, and information on 

waves and surges are extracted at the same locations from the datasets. This includes the 

assessment of different wave and surge conditions to obtain results that help provide 

useful recommendations for different areas, which may be extrapolated to other 

domains with similar hydrodynamic characteristics. 
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Data description 

To perform this analysis, data on waves, water levels and coastal morphology are 

required to characterize the forcing and the receptor respectively. Coastal inundation 

assessment requires continuous long-term availability of wave and sea level time series 

with adequate spatial and temporal coverage and such data must have been extensively 

checked and validated to prove their reliability. This work uses offshore wave and surge 

data obtained for a series of 11 locations along the Spanish coastal stretch covering the 

period from 1950-2014 (Figure 1).  

  

 

Figure 1. Locations of wave and surge data used in this work. Data from the 

Global Ocean Waves (GOW, Reguero et al., 2012) and Global Ocean Surge (GOS, 

Cid et al 2014) were available for each node. 
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The offshore waves are obtained from the Global Ocean Waves (GOW) dataset 

(Reguero et al., 2012) which consists of a hindcast of hourly wave patterns with a 

spatial resolution of 0.0625° over a span of more than 60 years. These include the 

information on significant wave height and wave periods used in this work along with 

information on wave direction and wave spreading. GOW was simulated with the 

WaveWatchIII model (Tolman et al., 2002) and driven by the NCEP SeaWind I winds 

(Menendez et al., 2014). The meteorological sea-level component comes from the 

Global Ocean Surge 1.1 (GOS1.1) database (Cid et al. 2014). GOS1.1 was developed 

using the Regional Ocean Model System (ROMS) of Rutgers University and forced 

with NCEP SeaWind I winds, which provided an hourly-basis hindcast of surge levels 

with a spatial resolution of 0.125° between 1948 and 2014. Both datasets have enough 

resolution and accuracy to describe the coastal processes at all locations which has been 

verified using historical records from buoys, tide gauges and open-ocean satellite 

observations (Reguero et al., 2012 and Cid et al., 2014). 

Since the magnitude of storm-induced flooding depends on the coastal 

characteristics, we used different types of data to characterize a representative 

morphology. Thus, on the one hand, for cross-shore inundation estimators (e.g., Ru, 

overtopping discharges/volumes), the coast is synthetically represented by different 

beachface slopes covering dissipative to reflective conditions in the range of 0.025 to 

0.2 and elevations from 1.5 to 5 m above mean water level. On the other hand, to 

illustrate the effects on inundation extent, we selected a low-lying flood-prone area, 

which is represented by the topography of the Tordera Delta in the northwest 

Mediterranean (see e.g., Jiménez et al. 2018). Topographic data were derived from a 
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LIDAR flight performed in 2010 with a 1×1 m resolution and a vertical error of 6 cm 

provided by the Catalan Cartographic and Geologic Institute. 

 

Methodology 

The methods used at the different steps of the inundation hazard assessment are 

presented as follows. First the variables used to estimate the inundation hazard and 

compare the event and response approaches are presented. Second, the statistical 

methods used to select storms and for the extreme value analysis are introduced. Third, 

the general framework of the event and response approach is presented followed by the 

clustering method used to group datasets from the obtained results, and the description 

of the comparative methodology. 

 

Inundation hazard estimators  

The inundation hazard-describing proxies analysed in this work are the wave-induced 

run-up (Ru), the total water level at the beach (TWL), the overtopping discharge (Q), 

the total water volume flowing into the hinterland (TWV) and the inundation maps. 

Wave Ru is an important parameter to properly characterize storm-induced coastal 

inundation and can be used as a hazard estimator to assess coastal vulnerability to 

flooding in regional-scale approaches (Bosom and Jiménez, 2011; Ferreira et al. 2017; 

Jiménez et al. 2018). The accurate prediction of Ru is difficult given the complexity of 

the processes involved such as the energy dissipation in the surf zone and the 

interactions between the infragravity and incident wave bands (Ruggiero et al. 2004). 

There are a number of models that have been derived or specifically calibrated to be 

applied to beaches (e.g., see Mather et al., 2011). In this work, we use the formula 

proposed by Stockdon et al. (2006), which has been specifically derived from a large 
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dataset of Ru values measured in field experiments covering different beach 

characteristics. It is extensively used as a Ru model for open sedimentary coasts and it 

predicts the Ru2% magnitude as: 
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where Hs is the deepwater significant wave height, Lo is the deepwater wave length 

associated with the wave peak period (Tp), tanβ is the beachface slope, and ξo is the 

Iribarren number, which is given by 

Lo
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o
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Wave induced run-up is usually combined with the storm surge (SU) to derive the TWL 

at the beach. This corresponds with the stochastic component of the water level and 

omits the astronomical tide. The TWL is also commonly used as an estimator in coastal 

inundation assessments when the incidence of the surge component is important (e.g., 

Benavente et al. 2006, Stockdon et al 2007, Armaroli and Duo, 2018). 

When the TWL is significantly higher than the beach elevation, overwash and/or 

overtopping will occur and this will determine the total volume of water entering into 

the hinterland. Overtopping (Q) depends on the freeboard during the event, defined as 

the vertical height of the beach or coastal structure above the still water level, and the 

level reached by the wave-induced Ru (Pullen et al., 2007). 
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Different formulations exist to obtain this flow rate from the given wave conditions, and 

most of them were developed to characterize overtopping at seawalls and breakwaters 

(see Pullen et al., 2007). In this work, the overtopping discharge Q was evaluated using 

the semi-empirical model proposed by Hedges and Reis (1998) (hereinafter denoted as 

H&R) with the coefficients A and B given by Reis et al. (2008): 

 

Q

√gRmax
3

=  {
A (1 −

Rc

γrRmax
)

B

 0 ≤    
Rc

γrRmax
< 1

0      
Rc

γrRmax
≥ 1

    , (4) 

 

where Rmax is the maximum wave run-up value during the storm, γr is a roughness 

coefficient (γr =1 for sand) and Rc is the beach freeboard relative to still water level.  

Analogously to the analysis performed by Laudier et al. (2011), eq.1 and 2 are used to 

estimate the wave Ru which feeds eq.4 after proper transformation.  

Once the water levels are known and the flood discharge is calculated, the total water 

volume (TWV) entering the hinterland during the event can be calculated. This was 

done by directly integrating each discharge over the time-step (without consideration of 

the percentage of overtopping waves) and by addition of time-steps over the duration of 

the storm. This volume can then be used to compute the extension of the inundation of a 

given area. In this work, we used the raster-based LISFLOOD-FP inundation model, 

which has been successfully employed to simulate inundations in fluvial and coastal 

areas (Bates and de Roo, 2000; Bates et al., 2005). The model is used to propagate 

discharges into the hinterland, and thus, to provide an estimation of the inundation 

extension over a low-lying flood-prone area given the magnitude of the discharges 

along the beach. LISFLOOD-FP treats floodplain flows using a storage cell approach 

first developed by Cunge et al. (1980), which is implemented for a raster grid to allow 
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an approximation for 2D diffusive wave and momentum equations for each direction. In 

this model, the flow between cells is calculated according to Manning’s law. The model 

predicts water depths in each grid cell at each time step and simulates the dynamic 

propagation of waves over the floodplain. The grid is formed by 3 m × 3 m cells 

obtained from the existing LIDAR, i.e. the original 1m x 1m LIDAR data has been 

resampled to reduce the computational time while maintaining a high-resolution grid. In 

this study, a constant value for the Manning’s roughness of 0.06 is used throughout the 

floodplain, according to the recommendations of Arcement and Schneider (1989) for 

this type of surface i.e., moderate degree of irregularity, minor obstructions and medium 

to large vegetation.  

 

Storm selection and extreme event probability distribution 

In this work, the Peak Over Threshold (POT) approach (see e.g., Coles, 2001; Dupuis, 

1998) is used to identify extreme events with a double threshold approach. First, the 98 

percentile of the time series (either Hs, SU, Ru or TWL) was used considering only 

events with durations over 6 h and imposing a 72 h time gap between events to ensure 

independence. Thus, the first threshold controls the duration of the events and the time 

of fair-weather conditions between them. Later, the 99.5 percentile is used as the 

criterion for minimum value at the peak of the event (i.e., only events exceeding the 

second threshold at the peak are considered extreme). 

This approach was adopted to obtain storms in terms of Hs and SU for the event 

approach (Table 1) from the GOW and GOS datasets at the 11 selected nodes. For the 

response approach, the POT is applied to the Ru and TWL variables previously 

calculated for the whole length of the datasets (following scheme in Figure 2). The 

double threshold ensures homogeneous statistical criteria to locate extreme events 
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across datasets and has been designed for an output average of ~4-6 events per year. 

The lower threshold (98 percentile) matches, as a reference, the magnitude of Class 1 

events (low energy content) according to Mendoza et. al (2011) for northwest 

Mediterranean storms (nodes 8 to 11, Table 1). 

 

Table 1. Values of the 98 and 99.5 percentiles used as thresholds at each node for 

all variables under the POT approach and the number of obtained storms per site 

and variable from 1960 to 2014. 

 Hs (m) SU (m) 

Node 98% 99.5% nº storms 98% 99.5% nº storms 

1 3.67 4.24 231 0.25 0.29 180 
2 4.44 5.12 229 0.26 0.31 162 
3 6.65 7.53 231 0.27 0.32 155 
4 6.49 7.28 226 0.24 0.28 163 
5 3.21 3.81 187 0.18 0.22 170 
6 2.66 2.99 252 0.21 0.25 84 
7 2.65 3.01 316 0.19 0.23 145 
8 2.55 2.98 268 0.20 0.24 153 
9 2.40 2.87 246 0.23 0.27 121 
10 2.58 2.99 271 0.24 0.28 132 
11 2.57 3.08 253 0.24 0.28 174 

 

To assign probabilities to the obtained events, an extreme value distribution was fitted 

to the data. In this work, the Generalized Pareto Distribution (GPD) is used for that 

purpose (Davison and Smith, 1990). GPD is given by (σ>0 and y>0): 

 

FY(y; σ, ξ) = 1 − (1 +
ξ

σ
y)

−
1

ξ
   ,      (5) 

 

where ξ and σ are the shape and scale parameters. The GPD has three domains of 

attraction, which are ξ < 0, ξ = 0 and ξ > 0 and represent the Weibull (upper-bounded), 

Gumbel (exponential) and Fréchet (heavy tailed) domains, respectively. Following 

Egozcue et al. (2006), the storm data is log-transformed before fitting the GPD. Thus, in 
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eq.5, y= log(X-u) and u is the 99.5 percentile threshold (Table 1). The log-scale 

represents an improved method for positive measurements in which the differences are 

relative (Tarantola 2006). All of the considered variables in this work describe physical 

processes that are upper-bounded, and therefore a GPD-Weibull is a suitable model for 

them. 

Table 2 presents the fitted parameters for the Hs, SU, Ru and TWL extreme value 

distributions, along with the modified Anderson-Darling Statistic A* (Stephens, 1977) 

which illustrates the goodness of fit as follows: at a significance level alpha of 0.01, the 

GPD is accepted as a good fit for the data for A* values lower than 1.04. As it can be 

observed, most of the data is correctly represented with a GPD with the following 

considerations: node 7 presents A* values slightly above the acceptance threshold for 

all tested variables, and the GPD is less representative for the SU data at most of the 

Mediterranean locations (nodes 6 to 10). However, it is considered that GPD fits the 

datasets correctly enough to perform the comparison between event and response 

methodologies. 

 

Table 2. Fitted scale (ξ) and shape (σ) parameters for the Hs, SU, Ru and TWL 

extreme value distributions. The modified Anderson-Darling Statistic A* 

(Stephens, 1977), denotes a good fit for values lower than 1.04 (at alpha level 0.01). 

 Hs SU Ru (slope 0.1) TWL (slope 0.1) 

 ξ σ A* ξ σ A* ξ σ A* ξ σ A* 

node 1 -0.37 0.11 1.17 -0.25 0.10 0.88 -0.37 0.09 0.13 -0.35 0.09 0.31 

node 2 -0.38 0.11 0.58 -0.28 0.10 0.17 -0.38 0.09 0.49 -0.41 0.10 0.40 

node 3 -0.42 0.11 0.35 -0.44 0.13 0.57 -0.38 0.08 0.57 -0.37 0.08 0.88 

node 4 -0.38 0.10 0.63 -0.43 0.13 0.43 -0.28 0.07 0.49 -0.31 0.08 0.45 

node 5 -0.36 0.12 0.33 -0.51 0.16 0.21 -0.26 0.10 0.26 -0.26 0.11 0.38 

node 6 -0.16 0.08 0.43 -1.04 0.37 4.66 -0.19 0.08 0.79 -0.20 0.08 0.97 

node 7 -0.20 0.09 2.01 -0.54 0.20 4.19 -0.15 0.08 1.46 -0.16 0.08 1.62 

node 8 -0.20 0.11 0.50 -0.49 0.18 3.67 -0.14 0.08 0.19 -0.16 0.09 0.25 

node 9 -0.31 0.14 0.24 -0.55 0.21 6.87 -0.22 0.10 0.30 -0.26 0.11 0.20 

node 10 -0.32 0.13 0.48 -0.51 0.19 5.23 -0.24 0.10 0.52 -0.28 0.11 1.16 

node 11 -0.29 0.12 0.36 -0.34 0.13 0.23 -0.22 0.09 0.22 -0.27 0.10 0.34 
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Regarding the Q and TWV parameters, the GPD presents poorer goodness of fit results 

specially for slope-freeboard combinations giving a low number of storms producing 

discharges and due to the nature of eq.4. In order to include only those cases with better 

fittings, only combinations with more than one storm per year producing discharges are 

included in the final comparison assessment. 

  

The event and response approaches  

In coastal inundation assessments, two main approaches exist to assign probabilities or 

return periods to hazard magnitudes, which are commonly known as the event and 

response methods (Garrity et al., 2006); the method to be used will usually be imposed 

by the available initial data. 

 çThe event approach (EV) (Figure 2) is a semi-deterministic methodology, 

where the starting point is determined by the extreme probability distribution of wave 

heights and storm surges in addition to some empirical relationships with other storm 

parameters of interest such as wave period and storm duration. When these are the only 

available data, it must be assumed that the hazard variables of interest (Ru, TWL, Q, 

TWV or the inundation map) have the same probability of occurrence than the forcing 

(wave and storm surge). 
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Figure 2. A flow chart of the steps and their interdependencies in the analysed 

methods: event (EV) and response (RS). FX(TR) represents the extreme 

distribution and f(Hs) the deterministic relationships of a variable with the wave 

height. 

 

In this work, the starting point of the EV corresponds to the fitting of marginal Hs and 

surge extreme distributions at all nodes (Figure 2, Hs and SU as FX(TR); Figure 3-a and 

b). This starting point is usually available in a pre-processed way and provides wave 

height and storm surge values for a given return period of interest (TR) (Figure 2). The 

remaining parameters required to fully characterize the event, i.e., wave period and 

storm duration, are calculated by using deterministic relationships (Figure 2, Tp= f(Hs) 

and Dur= f(Hs); Figure 3-c and d), since the use of EV is usually imposed by the lack of 

available data to perform bivariate statistical approximations (as in e.g. Lin-Ye et al. 

2016). With this approach each wave height is associated with just one value of the 

other storm parameters. This implies the loss of significant information regarding the 

natural variability of the processes (Sánchez-Arcilla et al., 2009, Masina et al., 2015). 
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Obtained Ru is combined with the SU of the same TR of interest to get the TWL (by 

addition) or Q (with eq.4). This is the simplest and most conservative application of the 

event approach corresponding to situations in which simultaneous datasets of interest 

are not available. In other cases, bi(multi)-variant statistical distributions could be 

calculated (e.g., Hawkes et al. 2002, Masina et al. 2015, Lin-Ye et al. 2016), but this 

would imply that a large dataset is available and therefore the response approach could 

be applied as well. In order to estimate discharge evolution during the storm (e.g., to 

produce inundation maps or to integrate discharges into TWV), an assumption about the 

shape of the storm development in time must be made. One of the most common 

hypotheses is imposing a triangular shape with the peak of the event at the centre of the 

duration (McCall et al. 2010, Poelhekke et al. 2016); therefore, it is the one adopted 

here to derive deterministically TWV and inundation maps for the event approach. 
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Figure 3. Extreme distributions of Hs (a) and SU (b). Tp vs Hs (c) and duration vs 

Hs (d) relationships for representative nodes covering the different conditions 

along the Spanish coast (2-Cantabric, 4-N. Atlantic, 5-S. Atlantic, 6-S. 

Mediterranean and 10-N. Mediterranean) 

 

In the response approach (RS), the entire original wave and water level time series are 

used to establish the hazard parameters of interest. Thus, Ru datasets in all 11 locations 

are calculated from the available Hs and Tp time series. These are combined with 

simultaneous SU data to obtain the TWL time series. Then, the POT method is used on 
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both Ru and TWL datasets to identify storms in terms of the target estimator. This 

permits the proper inclusion in the assessment of the natural variability associated with 

the simultaneous occurrence of the involved variables without imposing any 

assumption. From the TWL storm dataset, Q time series and integrated TWVs can be 

calculated for each event without assumptions on the events’ durations and shapes. The 

response method is especially recommended when wave variables during storms (e.g., 

Hs, Tp and duration) are poorly or partially correlated and it is recommended by the 

FEMA guidelines for flooding studies (Divoky and McDougal, 2006). However, it can 

only be applied if long records (either simulated or measured, covering many years) of 

the involved variables are available. 

Figure 4 shows an example of the so-obtained extreme distributions of inundation 

hazard estimators following both approaches for representative nodes along the Spanish 

coast. The differences in shape of the Q and TWV distributions (Figure 4, c-d) are 

caused by the properties of eq.4, and the fact that in the EV approach these are 

deterministically calculated from the TWL distribution (Figure 4, b), while in the RS 

method a GPD is fitted to maximum Q at the peak and TWV of each storm. 
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Figure 4. Examples of method comparison results for the selected locations (2-

Cantabric, 4-N. Atlantic, 5-S. Atlantic, 6-S. Mediterranean and 10-N. 

Mediterranean) and morphologies (slope = 0.1 and B = 1.5). The selected datasets 

are presented to illustrate the absolute magnitudes of the involved variables at 

each of the main oceanic fronts. 
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Comparative assessment and clustering 

The results are calculated at reference return periods (5, 10, 25, 50, 100 and 150 years) 

for each estimator (Ru, TWL, Q, and TWV), location (node) and approach (EV and 

RS). The relative differences between EV and RS approaches were calculated as 

 

𝐷𝑖𝑓𝑓% =
𝑅𝑆𝑣𝑎𝑟𝑎𝑖𝑏𝑙𝑒−𝐸𝑉𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒

𝑅𝑆𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒
∗ 100       (6) 

 

The Ru and TWL variables were assessed for different slopes (0.025, 0.075, 0.1, 0.14, 

and 0.2). These are hypothesized slopes that can be present at all 11 locations, except 

for 0.025, which is characteristic of some deltaic environments. The relative differences 

in terms of Ru and TWL (per return period and slope) were used as baseline to perform 

a cluster analysis. The selected clustering method was the inner squared distance 

(minimum variance algorithm). The aim was to group the 11 locations in representative 

clusters according to similarities in their differences between EV and RS approaches by 

using two variables including the wave and surge variabilities at each node (Figure 5). 

For each variable, the results from all locations within clusters, slopes and freeboards, 

are integrated by calculating the median of the relative differences, and the 95% 

probability interval given by the 0.025 and 0.925 quantiles (Figures 6, 7 and 8). 

The Q and TWV variables were assessed for slopes higher than 0.05 since this is the 

lower limit to apply the H&R model according to Reis et al. (2008). Thus, the 

considered slopes were (0.075, 0.1, 0.14, and 0.2). For each slope, different beach 

heights were tested ranging from 1.5 m to 4 m with 0.5 m steps. If a combination slope-

height was observed to cause less than one discharge event per year, it was not included 

in the result integration (Figures 7 and 8). 
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Results 

Spatial Clustering 

The obtained dendrogram (Figure 5) of the cluster analysis highlights 4 main groups 

with differentiated behaviour. The analysis clearly detects 2 big groups corresponding 

to the Atlantic and Cantabric coasts (nodes 1 to 5) and the Mediterranean Sea (nodes 6 

to 11).  

Each group is divided into two clusters where different trends of Ru and TWL 

differences are detected. The area corresponding to the Gulf of Cadiz (CAD, node 5) is 

clearly differentiated from the rest of N.Atlantic and Cantabric locations (AT-C, nodes 1 

to 4). At the Mediterranean front, nodes 8 and 10 are grouped in a different cluster but 

with higher similarity than the division at the Atlantic-Cantabric front. Hereinafter, the 

analysis is done by comparing the results for the four clusters.  

 

 

Figure 5. Dendrogram of the 11 locations based on Euclidean distance in terms of 

run-up (Ru) and total water level (TWL). Mediterranean locations (MED1 and 
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MED2) are separated from N.Atlantic-Cantabric locations (AT-C) and Gulf of 

Cadiz (CAD). 

 

Water level estimators 

Figure 4 shows the obtained extreme distributions of Ru and TWL for representative 

nodes of each cluster. As expected, the magnitude of Ru is almost double for AT-C 

locations (nodes 1 to 4) than for MED1 and MED2 nodes (nodes 6 to 11). 

However, when the relative differences in Ru between approaches are analysed, results 

show that in all locations except for node 5 (CAD), values are low and mainly contained 

in the 0-5% (Figure 6). Notably, at CAD differences are ~10% and can go up to 20% for 

low slopes and high return periods (100-150 yr). 
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Figure 6. Differences between approaches in run-up (Ru) and total water level 

(TWL). The solid line represents the median of the corresponding variable from all 

data nodes and beach slopes. The shaded area represents the 95% probability 

range. Dashed lines represent average results at tanβ= 0.025 (cross) and tanβ= 0.20 

(circle). 

 

The general behaviour is an underestimation of Ru by the EV approach except for the 

locations of MED2 where the RS approach provided values ~0-5% lower than the EV 

one. Averaged Ru differences for dissipative (tanβ= 0.025) and reflective (tanβ= 0.20) 

profiles are nearly identical to the median, except for CAD, where differences in 
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dissipative and intermediate slopes (~12%) are higher than in reflective profiles (~0-

4%). 

When the surge is added to Ru to obtain TWL at the beach, a switch towards 

overestimation by the EV approach is observed (Figure 6). This result is expected due to 

the adopted approach to combine both components. 

The differences between both methods will depend on the previous differences in Ru 

and the local dependencies between waves and surge. Thus, at Mediterranean clusters, 

using the EV approach results in overestimation, with median between 10% and 15%. 

These differences are significantly higher for dissipative beaches (~20-25%) than for 

reflective (~5-10%), because the relative contribution of surge to TWL is higher 

(smaller Ru). The only exception is CAD, where intermediate slopes induce the largest 

differences. At the AT-C cluster, results also show an underestimation of the EV 

approach, although of smaller magnitude because of the smaller contribution of SU to 

the TWL. The exception is the node 5 where TWL values obtained by applying RS are 

larger. This change in behaviour is associated with the fact that this node presented the 

largest underestimation by the EV method in Ru values. The addition of the SU to 

obtain the TWL has a lower impact in CAD and AT-C than in MED1 and MED2.  

 

Water Volume estimators 

Figure 7 shows obtained differences for overtopping discharge at the peak of the storm 

along the Spanish coast. The first aspect to be highlighted is that the differences and 

their variability significantly increase due to the properties of eq.4. This is illustrated in 

Figure 4, c-d where it can be seen that Q and TWV extreme distributions show a 

different shape for the EV and RS approaches. 
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The results mimic the ones obtained for the TWL although with larger magnitudes. 

Thus, at MED1 and MED2, results show an overestimation of Q by the EV approach. 

The differences increase with TR reaching values up to 120% for TR of 150 yr. As for 

TWL, AT-C shows a similar response than the observed in the Mediterranean but of 

lower magnitude, with maximum differences up to 40% for TR of 150 yr. On the other 

hand, results for the CAD node show larger values of Q when using the RS method and 

lower variability than in other locations. In this case, the differences slightly decrease 

with TR, reaching values of ~50-60% for TR between 100 and 150 yr. 

When Q values are integrated over storm duration to obtain TWV, the calculated 

differences show the same behaviour than observed for Q (Figure 8). The magnitude of 

computed differences significantly increases at those clusters showing an 

overestimation of the EV method (i.e. AT-C, MED1 and MED2), reaching up to ~550% 

for TR of 150 yr. In the CAD node, the previously observed under-prediction by the RS 

method is reproduced for low-medium TR (10 to 50 yr) and switches towards over-

prediction reaching ~25% for TR of 150 yr. 
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Figure 7. Differences between approaches in overtopping (Q). The solid line 

represents the median from all of the data nodes and beach slopes-heights within 

groups. The shaded area represents the 95% probability range. The dashed lines 

represent average results at tanβ= 0.075 (cross) and tanβ= 0.20 (circle). 
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Figure 8. Differences between approaches in total water volume (TWV). The solid 

line represents the median from all of the data nodes and beach slopes-heights 

within the groups. The shaded area represents the 95% probability range. The 

dashed lines represent average results at tanβ= 0.075 (cross) and tanβ= 0.20 

(circle). Note that y-axis scale is different between upper and lower graphs. 

 

Inundation map estimation 

Finally, to illustrate how the differences shown above can propagate to the final step in 

most of flood hazard assessments, the flood-prone area has been calculated for each 

cluster under identical conditions of TR, beach morphology (slope of 0.1 and beach 
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height of 2 m) and topography. TWV results for the 100 yr TR are averaged (Table 3) 

and then used as boundary conditions to model inundation with LISFLOOD-FP. 

The application of both EV and RS approaches leads to the inundation maps shown in 

Figure 9 and the corresponding inundated areas (Table 3). 

 

 

Figure 9. Inundation TR= 100 yr maps simulated for beach slope 0.1 and height 2 

m over the Tordera Delta floodplain. 
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The results show, as expected, higher inundation differences in those cases where TWV 

differences were also greater. The divergence between EV and RS in terms of inundated 

area depends on the morphology of the hinterland and the absolute magnitude of the 

TWV, which is significantly higher for Atlantic-Cantabric hydrodynamics than for 

Mediterranean conditions for the same beach morphology. The simulated scenarios 

illustrate different examples of what can be expected in inundation estimation regarding 

the choice between the EV and RS. For the simulated low-lying floodplain, a high TWV 

magnitude implies a large inundated area. AT-C (nodes 1 to 4) shows a 112% 

overestimation of EV in inundation given a TWV difference of 740% at the boundary. 

Lower TWV provides increasingly shorter inundation surfaces. Mediterranean locations 

(nodes 6 to 11) show between 75% and 123% EV overestimation, whereas differences 

were 3 to 5 time larger for the TWV at the boundary. CAD (node 5) presents low 

differences in both TWV and inundated surface (5 and 9% respectively, Table 3). 

In other words, the difference in the inundated area is proportional to the relative 

difference in TWV but highly modulated by the absolute magnitude of the TWV and 

the shape of the hinterland. 

 

Table 3. Synthesis of inundation map results. Total water volume entering the 

hinterland and inundated surface calculated with the event and response 

approaches for TR= 100 yr, slope= 0.1 and freeboard= 2 m. 

Variable Case Response Event Diff% (eq. 6) 

TWV 

[m3] 

AT-C 152.420 1.279.800 -739,7% 

CAD 121.090 127.910 -5.6% 
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MED1 7.924 36.031 -354.7% 

MED2 18.527 105.080 -467.2% 

INUNDATED 

AREA 

[Ha] 

AT-C 26.68 56.16 -111% 

CAD 15.34 16.70 -9% 

MED1 4.99 11.12 -123% 

MED2 7.64 13.34 -75% 

 

DISCUSSION 

In this work differences resulting from the method to assign probabilities to inundation 

hazard estimators have been assessed. To this end, the use of the event and response 

approaches along the Spanish coast has been compared, in order to cover different wave 

and water level climates. 

The obtained results highlight the existence of differences between the approaches. The 

choice of the method, which is usually driven by data availability, can be a significant 

source of uncertainty in the inundation hazard assessment. 

The magnitude of the differences depends on the location where the assessment is 

performed since this determines the exposure to wave and water level conditions. The 

clustering analysis permitted identification of locations with similar differences in 

applying both methods. Thus, the results suggest the existence of two homogeneous 

areas along the Spanish coast with a differentiated behaviour, the Atlantic-Cantabric and 

the Mediterranean This result reflects that differences in wave and water level climates 

not only affect the magnitude of induced hazard but also the expected uncertainty to 

assess their probability of occurrence. In addition to this big spatial division, two 
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subgroups per area were also identified in terms of the quantified differences between 

methods in run up and total water level probability distributions. 

The locations with higher differences when using Ru as hazard estimator can be related 

with high scatter of the Hs-Tp variables and thus with high variability (Figure 10). 

When assessing TWL, the correlation between SU and Ru is key to how the differences 

between approaches will propagate. To assess the incidence of this correlation, the 

Spearman Rho was used (see e.g., Genest and Favre, 2007). Notably, node 5 showed a 

singular behaviour for both Ru and TWL (Figure 6) and it has a high positive Hs-Tp 

scatter and the largest positive correlation in terms of Spearman Rho between Ru and 

SU (Figure 10). In contrast, the Mediterranean locations with larger overestimation of 

TWL with the EV method present negative values of the Spearman Rho correlation 

coefficient. This should indicate that, in such places, the assumption of adding SU and 

Ru with a certain return level and obtaining a TWL with that same probability is less 

realistic, specially under conditions where SU mainly dominates the TWL, e.g. in 

dissipative conditions. 

When calculating TWV, both the estimation of the duration of the event and the 

hypothesis about its shape introduces new assumptions in the event approach which 

lead to the increase of differences between methods. Locations showing a larger scatter 

of Hs-Dur (AT-C and CAD, Figure 10) also concurrently show lower differences 

between the event and response in TWV (Figure 8). Although these nodes also showed 

lower differences in Q (Figure 7), compared to the Mediterranean locations, their 

relative increase from Q to TWV is also smaller. Thus, this may also suggest that the 

errors introduced by the assumption of the triangular shape of the storm evolution in 

time have a deeper impact. 
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Figure 10. Wave height-period-duration scatters (left) and correlation wave 

height-period and run-up-surge by means of Spearman Rho analysis (right). 

Double values per node (right) refer to the 2 different Ru formulations in eq.1 and 

2. 

 

In all cases, the increase in differences and variability from Q (Figure 7) to TWV 

(Figure 8) suggests that the assumptions introduced in the EV approach to derive the 

duration and the shape of the storm have a greater impact on the results than the choice 

between EV and RS. Differences between approaches, and therefore the degree of 

performance of the EV approach to approximate the RS one, generally worsen when 

using detailed hazard variables, i.e., TWV and inundation maps. In addition, variability 

and divergence between the approaches is observed to be larger in the locations 

presenting larger variability and less correlation between the involved variables in 
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accordance with the observations of Divoky and McDougal, 2006. When assessing the 

Q and TWV variables, the uncertainty due to the extreme value analysis is also larger, 

as denoted by a poorer fit by the GPD distributions. Closer attention to this aspect 

would allow better isolation of this component from the obtained results. 

Thus, the event approach is only recommended for large-scale, less-detailed 

assessments (e.g., Stockdon et al 2007, Armaroli and Duo, 2018) where the target 

variable may be Ru or eventually TWL if the surge and waves are sufficiently 

correlated. 

Results for TWV and inundated surface showed that differences between methods 

increase beyond an admissible range with large variability depending on the magnitude 

of the forcing and beach morphology. This implies that uncertainties are so large that 

many scenarios can be observed for the same return period: (i) large TWV differences 

with a large absolute TWV led to a large inundation extent and high differences (over 

100% in the inundated area); (ii) similar TWV estimations with medium-large absolute 

magnitudes led to comparable inundation maps (a difference lower than 10%), but this 

was only observed in one out of 11 analysed nodes; and (iii) a large difference in TWV 

with medium-low absolute magnitudes led to a small inundation extent with high 

differences, which means that one of the approaches may cause a damaging inundation 

while the other may not cause any flooding beyond the beach itself. These different 

cases lead to different misleading conclusions in inundation risk assessment and, then, 

in decision making for coastal management. Thus, if the inundation assessment needs to 

be more detailed and in a smaller scale with the aim of obtaining discharges or 

inundation maps (e.g., Chini et al. 2012; Prime et.al 2016), the response approach would 

be preferable since errors introduced by the event approach may no longer be 

admissible. 
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CONCLUSIONS 

The event and response approaches to assign probabilities to the intensity of the 

inundation hazard were compared at 11 locations covering all wave and water level 

climates around Spain. The magnitude of the differences between methods is location-

dependent. Similarities in wave and water level climates influence not only the 

magnitude of the hazard but also the uncertainty when obtaining their probability of 

occurrence. Notably, the results highlight that overall relative differences between 

approaches are higher at the Mediterranean Spanish basin than in the Atlantic and 

Cantabric locations, due to a milder climate with weak correlation between waves and 

water levels in the Mediterranean. 

Although the response approach is the direct way to obtain the probability of occurrence 

of coastal inundation hazards due to the multivariate dependence of involved variables, 

if data availability forces the application of the event approach for inundation 

assessments, the run-up or total water level (with good correlation between waves and 

surge) distributions reasonably approximate those of the response approach with lower 

associated uncertainty. If the inundation assessment aims to create an output for 

overtopping discharges or inundation maps, observed errors of the event approach 

suggest that it would produce misleading conclusions in inundation-related coastal 

management and decision-making. 

Thus, the differences between approaches also depend on the estimator used to assess 

the inundation hazard. The performance of the event approach worsens as the estimator 

is closer to the inundation maps, where simplifications in the duration and assumptions 

on the shape of the storm have a great impact. The results indicate that the choice of the 
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method, which is usually driven by data availability, is an important source of 

uncertainty in the inundation hazard assessment. 
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Figure captions 

Figure 1. Locations of wave and surge data used in this work. Data from the Global 

Ocean Waves (GOW, Reguero et al., 2012) and Global Ocean Surge (GOS, Cid et al 

2014) were available for each node. 

Figure 2. A flow chart of the steps and their interdependencies in the analysed methods: 

event (EV) and response (RS). FX(TR) represents the extreme distribution and f(Hs) the 

deterministic relationships of a variable with the wave height. 

Figure 3. Extreme distributions of Hs (a) and SU (b). Tp vs Hs (c) and duration vs Hs 

(d) relationships for representative nodes covering the different conditions along the 

Spanish coast (2-Cantabric, 4-N. Atlantic, 5-S. Atlantic, 6-S. Mediterranean and 10-N. 

Mediterranean) 

Figure 4. Examples of method comparison results for the selected locations (2-

Cantabric, 4-N. Atlantic, 5-S. Atlantic, 6-S. Mediterranean and 10-N. Mediterranean) 

and morphologies (slope = 0.1 and B = 1.5). The selected datasets are presented to 

illustrate the absolute magnitudes of the involved variables at each of the main oceanic 

fronts. 

Figure 5. Dendrogram of the 11 locations based on Euclidean distance in terms of run-

up (Ru) and total water level (TWL). Mediterranean locations (MED1 and MED2) are 

separated from N.Atlantic-Cantabric locations (AT-C) and Gulf of Cadiz (CAD). 

Figure 6. Differences between approaches in run-up (Ru) and total water level (TWL). 

The solid line represents the median of the corresponding variable from all data nodes 

and beach slopes. The shaded area represents the 95% probability range. Dashed lines 

represent average results at tanβ= 0.025 (cross) and tanβ= 0.20 (circle). 

Figure 7. Differences between approaches in overtopping (Q). The solid line represents 

the median from all of the data nodes and beach slopes-heights within groups. The 
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shaded area represents the 95% probability range. The dashed lines represent average 

results at tanβ= 0.075 (cross) and tanβ= 0.20 (circle). 

Figure 8. Differences between approaches in total water volume (TWV). The solid line 

represents the median from all of the data nodes and beach slopes-heights within the 

groups. The shaded area represents the 95% probability range. The dashed lines 

represent average results at tanβ= 0.075 (cross) and tanβ= 0.20 (circle). Note that y-axis 

scale is different between upper and lower graphs. 

Figure 9. Inundation TR= 100 yr maps obtained for beach slope 0.1 and height 2 m 

over the Tordera Delta floodplain. 

Figure 10. Wave height-period-duration scatters (left) and correlation wave height-

period and run-up-surge by means of Spearman Rho analysis (right). Double values per 

node (right) refer to the 2 different Ru formulations in eq.1 and 2. 

 


