
ABSTRACT 

This paper focuses on predicting injury severity of a driv-
er or rider by applying multi-layer perceptron (MLP), support 
vector machine (SVM), and a hybrid MLP-SVM method. By 
correlating the injury severity results and the influences 
that support their creation, this study was able to determine 
the key influences affecting the injury severity. The result 
indicated that the vehicle type, vehicle manoeuvre, lack of 
necessary crossing facilities for cyclists, 1st point of impact, 
and junction actions had a greater effect on the likelihood of 
injury severity. Following this indication, by maximising the 
prediction accuracies, a comparison between the models 
was made through exerting the most sensitive predictors in 
order to evaluate the models’ performance against each oth-
er. The outcomes specified that the proposed hybrid model 
achieved a significant improvement in terms of prediction 
accuracy compared with other models. 
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1. INTRODUCTION
Due to the dramatic increase in irreparable results 

of traffic collisions, road safety has become a world-
wide concern in the transportation industry, and also 
in the developed countries such as Great Britain. The 
Britain’s vision concerning road safety is to promptly 
mitigate the high risk of any issues and ensure that 
the UK lasts as an effective leader in road safety 
across the world. A variety of factors such as crash  
circumstances, characteristics of roadways, environ-
ment, atmosphere, road user behaviour, vehicle char-
acteristics etc. can be highly effective in accidents. 

The injury severity prediction model in traffic ac-
cidents is an appropriate procedure to better under-
stand the relationship between the nature of the injury 
and the related contributory factors. As a result, sev-
eral contributing factors can be identified in order to 
eliminate or mitigate the injuries. These factors alone 
can be significant, or when combined with each oth-
er they can contribute to the injury severity in traffic 
crashes, but in general, the reality is that the crashes 
are almost always caused by multiple correlated fac-
tors due to their complex interactions. However, there 
are still more contributory factors related to the injury 
severities that do not exist for road safety studies while 
the factors can affect the injuries [1]. Therefore, this 
study attempts to predict the injury severity of the driv-
er or rider using STATS19 road safety data, which pro-
vides large numbers of subdivision for circumstances 
of personal injury variables [2]. In addition, because 
of the solid association between the related variables, 
using more input variables leads to getting better pre-
diction accuracy [3].

2. LITERATURE REVIEW 
This literature review is focused on various applica-

tions of driver injury severity prediction. For instance, 
in the past decades, typical statistical models were ex-
tremely common prediction models. Although the sta-
tistical models have the ability to detect a wide range 
of influencing factors, nowadays, the mass of complex 
data on accidents still makes it complicated to better 
understand the interactions of the non-linear injury 
severity-related factors while using these methods 
efficiently. In addition, a weak performance in using 
numerous separable variables as well as the variables 
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the factors. Most recently, Chen et al. [17] used the 
SVM models to examine injury severity classes. The 
outcomes of the predictions showed that the perfor-
mance of the SVM models was satisfactory and the 
polynomial kernel outperformed the Gaussian RBF 
kernel. Another recent comparison has been carried 
out by Iranitalaba and Khattakb [18] by applying sev-
eral statistical and machine-learning models. The out-
come of the comparison indicated that the nearest 
neighbour algorithm attained the greater overall per-
formance. Random forests and SVM models had the 
following two satisfactory performances and Multino-
mial Logit was the frailest model.

Another related comparison was made by Xie, 
Lord, and Zhang [1] and the outcome displayed that 
the Bayesian and back-propagation methods achieved 
superior predictive accuracy by comparison with the 
NB regression models.  

Furthermore, artificial intelligence and non-para-
metric methods have been developed to resolve the 
limitation of statistical methods. For example, Chang 
and Wang used the classification and regression trees 
to determine the relationship among several classes 
of accidents and reasons influencing the crash sever-
ity [19]. 

Briefly, the considered previous studies indicated 
that the traditional methods were more commonly 
used, but the ANN models had higher prediction accu-
racy, mostly the MLP and SVM models. Therefore, us-
ing traditional models has been ignored in this study. 
Particular attention was placed on the modelling of 
the crash predictions. However, injury-related results 
of the predictions were not a common key focus with 
the aim of categorising the influences. Likewise, re-
sponding to the lack of the contributory factors-relat-
ed study, an attempt was made to predict the injury 
severity levels by using various ANN algorithms along 
with various factors that contribute to the risk of in-
juries. Consequently, the MLP and SVM models with 
varying levels of achievement in previous studies were 
addressed as an identification technique for sensitive 
predictors in this study. Within this framework, the 
models were applied with the traffic crash data for the 
entire backbone of the road networks for the city of 
London. Also, the model forecasts the injury severity 
into either of the following classes: 1 – fatal injury, 2 
– serious injury, 3 – slight injury, and 4 – only damage 
to property. According to the obtained results of the 
used prediction models and the potential of the injury 
severity analysis, the relationships between non-linear 
injury risks and the influencing variables were appre-
hended. Accordingly, the most significant predictors 
were ordered and considered as the main contributing 
factors to the injuries. Furthermore, the second stage 
of the predictions has been carried out using the more 
sensitive predictors through MLP, SVM, and a pro-
posed hybrid MLP-SVM model. For the first time ever, 

with a large number of categorical factors is another 
disadvantage [4]. Therefore, a number of researchers 
have cautioned of the linearity and some distributions 
of error terms by the statistical model. Accordingly, the 
applied statistical models fail when dealing with com-
plex and extremely non-linear datasets [4-8]. 

To overcome the weakness of the traditional mod-
els, many studies have also developed artificial neu-
ral network (ANN) models for numerous problems of 
road safety due to their advantage of dealing with a 
mass of noisy data as well as superior predictive abil-
ity. The ANN models have proven to be quite a useful 
tool in predicting multiple variables and can establish 
better relationship between accidents and the related 
factors. As a result, they achieve a good model fit ac-
companied by prediction accuracy in comparison to 
the statistical models [1, 3, 7-12].

A commonly used network in these systems is 
the multi-layer perceptron (MLP) neural network. By 
drawing on two-vehicle accidents, Abdelwahab and 
Abdel-Aty [13] categorised traffic accident severity into 
three different categories according to injury types. 
The two researchers applied MLP and fuzzy Adaptive 
Resonance Theory (ART) with ordered logit models in 
their study to find the connection between the severity 
of the driver’s injuries and other crash factors. These 
findings indicated that MLP classified the variables 
better than other models. Three years later, they com-
pared the previous research results and found that 
MLP had a much more superior performance than 
fuzzy ART [14]. Additionally, Delen et al. [15] attempt-
ed to find the most important predictors of injury se-
verity using a series of binary MLP neural networks. 
However, exploiting more injury levels along with the 
findings of the prediction did not offer any better solu-
tions than other earlier studies [13, 14]. 

Literature relating to the SVM models which is also 
a quite commonly used type of the prediction was re-
viewed [8, 10, 11, 16]. For example, Li et al. [10] used 
this model for the prediction of injury severity and the 
obtained outcomes were compared with those ob-
tained through the ordered probit model. The compar-
ison results indicated that the SVM model produced 
results with a better prediction accuracy in recognising 
the significant predictors. Another comparison was ap-
plied by Li et al. [8] between SVM and NB regression 
and the results showed that the prediction accuracy 
resulting from SVM is superior to the NB model. In 
recent years, Yu and Abdel-Aty [16] have developed 
accident injury severity analysis models using SVM, 
random parameter logit model, and fixed parameter. 
After applying the models, the researchers found that 
both SVM and the random parameter models provided 
greater prediction accuracy resulting in a comparison 
between the models. In addition, the results showed 
that it is important to consider the potential non-lin-
earity and individual heterogeneity while analysing 
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data content consists of three major variables includ-
ing accident circumstances, vehicle, and casualty  
records. The variables detail all the explanatory factors 
involved in collisions as shown in Table 1. Moreover, it 
is referred to the UK Department for Transport (DFT) 
[2] for a detailed description of the data used in this 
study.

3.2 Models  

3.2.1 MLP neural network

MLP is a commonly applied neural network that 
can be used to categorize various road safety prob-
lems. Some prior studies validated the advanced po-
tential of using the MLP classifier in the predicting 
injury severity [13-15]. The MLP neural network is 
composed of three parts and in each part, some neu-
rons exist. Every neuron in the input layer corresponds 
to the input indices. Also, in the hidden layer, the num-
ber of neurons was obtained based on trial-and-error 
to reach the optimum value, and finally the identified 
neurons for the output layer are considered based 
on the output indices. Like human neural networks, 
in MLP, there are connections between each layer of 
nodes with each node having a different weight. The 
MLP network requires an accurate algorithm to adjust 
its weights and bias terms by using good data. For this 
purpose, the Levenberg–Marquardt backpropagation 
algorithm was used since it works best with the type of 
data used in this research. The algorithm used in this 
study was developed through the combination of the 
gradient descent and Gauss-Newton algorithms that 
have been capable of predicting performance by using 

the hybrid MLP-SVM model has been used in an injury 
severity-related study with the objective of maximising 
the forecast accuracy. Accordingly, a comparison be-
tween the models was employed. The findings of this 
study can play a vital role in helping casualty reduction 
and prevention targets along with handling numerous 
road safety issues. It is hoped that these algorithms 
and models could shed some light on the potential of 
remedial measures and techniques to prevent such 
accidents.

3. MATERIALS AND MODELS

3.1 Data description

As a result of there being a strong relationship be-
tween the injury severity and the relevant variables, 
using fewer than seven input variables leads to getting 
worse prediction accuracy [3]. Therefore, this research 
attempted to import a larger mass of input data so 
as to reduce the accuracy error. The data used in this 
study were obtained from the STATS19 road accident 
data, excluding the crashes involving pedestrians that 
occurred between 2010 and 2015 in the city of Lon-
don total road network. Consequently, the data indicat-
ed that the overall sum of 3,502 drivers/riders was in-
volved in the reported accidents. The dataset provides 
a collection of the traffic collisions, which resulted in 
personal injury or death. The data cover the police re-
corded accidents at the roadside or those that were 
reported by a member of the public to a police station 
within 30 days of the collision. This set of data refers 
to a relational database and an underlying structure 
of the data that are fundamentally hierarchical. The 

Table 1 – Export variables of STATS19 data

Major explanatory variables (Model input parameters)

Accident circumstances Vehicle involved

Road type Vehicle type

Road surface condition Vehicle manoeuvre

Junction location Vehicle propulsion

Junction control* & Junction detail* Gender of driver/rider

Weather condition Age of driver/rider 

Lighting condition Urban or rural area 

Speed limit Engine capacity

Number of vehicles Junction location*

Number of casualties 1st point of impact

Time, year, month, and day Age of vehicle (manufacture)

1st road class & 2nd road class* Driver index of multiple deprivation (IMD) 

Casualty (model output parameter) Injury severity classes of driver / rider

Pedestrian crossing facilities** Journey purpose of driver
* This factor is used while the accident is at intersection, otherwise the value is void for the prediction model.  
** This factor is applied for controlling pedestrians and cyclists crossing [2].
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the better the generalisation of error classifier. For  
instance, take a sample of training data as {(x1, y1), 
(x2, y2),…,(xn, yn)}, where each dataset possess-
es the inputs (xi!Rd) also a group or class name as  
(yi!{+1, -1}) (see Figure 2). Furthermore, for the space 
of two dimensions, a line usually separates the class-
es in the middle of the margin which is referred to 
as the discriminator. However, for multi-dimensional 
spaces, a hyperplane usually separates the classes. If 
the distance taken between each dataset and the dis-
criminator is one, then two hyperplanes are needed in 
parallel and the function of the classifier is calculated 
through Equation 3.
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Figure 2 – A sample of linear soft margin SVM

If a specific discriminator needs to be obtained, 
the margins between the classes or groups have to 
be the highest. Therefore, by considering the distance 
between the support hyperplanes as M, the best  

various data. The Levenberg–Marquardt backpropaga-
tion algorithm was also referred to as the least-squares 
damped method and it decreases the function by em-
ploying a numerical solution. It involves two important 
steps: the propagation and weight update. In order to 
perform these steps, the algorithm uses the informa-
tion from the front-propagation to calculate the neu-
ron outputs for each layer. Later, by considering the 
training pattern target, each layer weight gradient was 
calculated through the difference between each layer 
target and output, and then finally each layer weight 
was updated. The amount of each neuron in the hid-
den layer is computed by using Equation 1.

P f x w bj i ij j
i

T
A

1
$= +

=
e o/  (1)

where f represents the activation function for the hid-
den layer; A is the input neuron of each layer which is 
the number of traffic accidents in this study; xi corre-
sponds to the input layer neuron values; wij stands for 
weight between i-th input layer neuron and j-th hidden 
layer neuron; and bj represents the amount of bias for 
the hidden layer. Furthermore, the value of output lay-
er for every neuron is calculated by Equation 2.

y g p w bk j jk k
j

T
B

1
$= +

=
e o/  (2)

If g arises as the linear transmission function, B 
represents the value for each neuron in the hidden lay-
er; pj corresponds to the hidden layer neuron values; 
wjk is the amount of weight between j-th hidden layer 
neuron and k-th output layer neuron; and bk symbol-
izes the amount of bias for the output layer [13, 23].

3.2.2 SVM neural network 

The SVM model is a relatively new technique of 
machine learning which is used to examine the clas-
sification problems, and has been applied for the 
classification of collision injury severity [8, 10, 11, 16, 
17]. This technique can identify hyperplanes between 
the groups or classes in a certain dimension space 
of available inputs. That is, the larger the margins 
between the locations of different groups or classes, 
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Figure 1 – Architecture of MLP model for injury severity prediction  
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multi-dimensional vector function(Ø:Rd→RN), for which 
the obtained decision function of the optimal hyper-
plane appears as below:

,signy y K x x bi i i j
i

n

1
$ $a= +

=
d ^ h n/  (9)

where K(xi,xj) is the kernel function. The kernel trick is 
employed to transform the discriminator model from a 
linear into a non-linear case. Also, the Gaussian func-
tion is assumed as below:

, expK x x x x1
2i j i j

2
2v

= - -^ bh l  (10)

where xi,xj stand for the input vectors, and v symboliz-
es the kernel parameter [20].

Thus, in cases where multiple class problems arise, 
one class of the problem is usually compared with an-
other class of the problem that usually generates the 
N classifier. In this regard, Vapnik [21] introduced a 
method that requires a solution obtained through the 
N quadratic programming optimisation problem. In 
this study, a beneficial method was referred to as 'one-
versus-rest' method.

3.2.3 Hybrid MLP-SVM model

The combination of MLP and SVM network is pre-
dominantly aimed at linking the output layer of an MLP 
classifier by means of optimal margin hyperplanes. The 
idea of using a hybrid architecture of MLP-SVM is per-
ceived to be a significantly improved model of MLPs in 
terms of performance [22]. That is, it discovers a distinc-
tive solution to the last layer parameters by using con-
vex optimisation along with a primal-dual understand-
ing, as well as guaranteeing a higher bound in relation 
to testing errors. Moreover, the MLP-SVM model was ap-
plied with more efficiency in comparison to the non-lin-
ear SVMs which are trained in the input space. This was 
due to a non-linear SVM requiring selection and turn-
ing a kernel to attain a respectable non-linear mapping 
through the input space to a transformed feature space 
in which data were seemingly more linearly separable. 
Regarding the MLP-SVM method, this non-linear map-
ping was discretely optimised all through the MLP train-
ing in the system of the sigmoid kernel. In the stage of 
training in MLP, the function approximation application 
of this network was used to map the input and output 
data in the first layer. In order to optimise the network, 
back-propagation was used to minimise the relative 
entropy between the output delivery and the true label 
delivery by making use of the optimised input for hidden 
layer parameters. Then, the input data dimension was 
reduced to one-dimension space preparing the opera-
tion for its next stage. For the second training stage, the 
output data from MLP were taken and imported to SVM 
using the SVM scheme of “one-versus-rest” to predict 
the driver injury severity level [22, 23]. In Figure 3, the 
hybrid MLP-SVM model structure is displayed.

possible margin (M) will be calculated as .w2
1 2  

However, in nature, the data are not usually separate 
and they rather occur in multiple datasets; thus, as a 
result, a hyperplane or separator is obtained according 
to the least number of errors. Hence, the members of 
each class are determined by considering the distance 
from its own class (d) borderline. This is the underlying 
strategy of the soft margin of the SVM Model. There-
fore, non-negative parameters (di) can be considered 
as inactive parameters based on (s.t.) di ≥ 0. As a re-
sult, the primal problem is as follows:
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The primal problem is to do with a quadratic pro-
gram which needs some efforts to be solved since 
input vector parameters are not the only parameters 
to be considered; that is, the problem relatively needs 
to take into account a number of other parameters 
as well. As a result, through the application of the La-
grange method, the primal form of the equation takes 
a dual form. As the Lagrange coefficients (ai, ni) are 
required to be non-negative real factors, the fifth equa-
tion is as follows:

,
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where C is considered to be the penalty factor and Lp 
is a saddle point; therefore, the lowest amount must 
be used by considering variables w, b and d and the 
highest amount needs to be set by considering the La-
grange multipliers (ai, ni). In order to shift the primary 
issue to a maximised issue, the partial derivative of w, 
b and d needs to be taken into account. By doing so, 
the following dual problem is acquired:

L y y x x2
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After the process of formulas and calculations, the 
optimal decision function for hyperplane is computed 
as below:

ignsy w x bi
T

i$= +^ h  (8)

It is very difficult to select the best hyperplane to 
separate the non-linear data. To rectify the problem, 
the Hilbert-Schmidt theorem has been employed to 
change the d-dimensional input vector x to a higher-di-
mensional feature vector through the application of a 
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the threshold of 17% had a higher effect in the perfor-
mance of the prediction. This means that these sensi-
tive predictors were the most important accident-relat-
ed variables that affected injury severity. In contrast, 
the application of the less reliable factors under 17% 
had less effect on the network performance than in-
put data as well as indicating poor fitting of the model. 
Consequently, poor relationship between the injury se-
verity and the crash-related factors were poor. In line 
with the significant results of the sensitivity test, the 
influence of the vehicle category was overhead com-
pared to other indices listed in Figure 4 and played a 
huge role in the injury severity. This finding fits other 
studies wherein the type of vehicle was identified as 
the key role in the occurrence of injury severity [13, 14, 
19]. The next main contributing factor refers to vehicle 
manoeuvre, which is attributed to actions immediately 
before the collision. This finding is in line with the pre-
vious studies showing that the increase of accidents is 
correlated with vehicle activities [3, 19].

A greater part of the accidents that took place were 
in the areas in which the crossing facilities were not 
available for the cyclists. Chang and Wang [19] found 
that the unprotected road users were at a greater risk 
of contributory injuries in collisions. The first point of 
impact is another factor that contributed to the acci-
dents. This refers to the first point of contact made 
with another vehicle. A similar result was found by 
Abdel-Aty and Abdelwahab [14] who identified the 
point of impact as a sensitive predictor. Moreover, the 
factors attributed to the junction actions listed in the 
Figure 4 accounted as the other key influence predic-
tors. In addition, the 2nd Road class was applied for 
junction accidents only; therefore, it appears that an 
alarming number of collisions in and around junctions 
was caused by drivers or riders. This predicament is 
an injury severity outcome which is consistent with the 
latest study by Curiel et al. [24], which discovered that 
almost half of the traffic crashes happened in five per-
cent of the capital intersections. All the other findings 
are ranked in Figure 4.

4. RESULTS AND DISCUSSION 

4.1 Rank analysis using MLP and SVM 
prediction models

In this section, MLP and SVM models were applied 
to predict the injury severity by using MATLAB software 
as a powerful programming environment for each sit-
uation. Before processing the data into the prediction 
models that will then be used for comparison purposes, 
the factors that have slight influence on the prediction 
of the injury severity must be removed. This removal is 
to improve the quality of the data and lead to reduced 
input of the data dimension space that can help boost 
the speed of the networks, and consequently, this will 
affect the accuracy of the final predictions. Therefore, 
to reach this goal, the data were applied individually 
as an input for each model to compare the effect of 
each injury-related variable on the severity outcomes. 
Thus, the models predicted for 28 epochs by changing 
one input in each epoch while keeping other variables 
constant. It should be noted that the data were at the 
start shuffled as well as normalised for each repetition 
with the aim of having an equivalent series of values. 

4.1.1 Sensitive predictors resulting from MLP

To pinpoint the more sensitive factors as well as 
to determine the rank for each input variable, the 
amount of error for each index resulting from MLP 
model was calculated. In fact, the sensitivity of the 
network against the absence of each input index for 
the presence of all indicators was reviewed. 

Figure 4 shows the amount of Mean Square Error 
(MSE) versus the absence of each factor. Based on 
the obtained results of the MLP prediction model, the 
most significant contributory factors have been identi-
fied and ranked due to their MSE values. The range for 
MSE is specified nearly 15 – 21. Accordingly, based on 
the professional judgment, the boundary value of MSE 
was measured as 17% which is approximately 70% of 
the range. Therefore, the explanatory variables over 
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outcomes. However, their impacts were nearly about 
triple in comparison to other contributing factors; all 
the additional variables almost being held near equal.  

4.2 Requirement of road safety interventions

As result of the predictions by MLP and SVM, in or-
der to generalise the dimensional feature space, the 
less sensitive predictors which had a minor effect in 
influencing the injury severity were dropped. Conse-
quently, by eliminating the less significant parameters, 
the dimension space of input data was reduced to 19 
labels for the implementation of final predictions.

The data were applied in the MLP and SVM mod-
els to detect sites and clusters that were required in 
the intervention of road safety. The outcomes from the 
above predictions along with the data analysis for the 
most important contributory factors which are shown 
in Table 3 display that the injuries resulting from cars 
and bicycles played a large part in the injuries. Follow-
ing this, the most common injuries suffered by cyclists 
happened where the crossing facilities were not pre-
sented within 50 metres for the controlling of pedal 
riders crossing. Drivers and riders frequently contrib-
uted to the accidents through manoeuvres resulting 
from a poor turn or bend ahead. In addition, the im-
pact of head-on accidents had severe consequences 
Furthermore, T/staggered junctions were definitely the 

4.1.2 Sensitive predictors resulting from SVM

The SVM model was typically fit in the training and 
test sets. Moreover, the model was fit on a validation 
set in addition to the training and test sets. The amount 
of 70% of data was shared as the training data at ran-
dom; 15% was taken for validation; and finally, the out-
standing 15% was divided in the test data which are 
independent from the training data, but follow a simi-
lar likelihood of distribution. Correlation coefficient (R) 
value was used to assess the relation between the ac-
tual and the predicted levels [25]. Accordingly, all the 
R values have been evaluated for comparison between 
training, validation and testing data. Table 2 shows the 
values of R for each position. The closer the R is to 
1 signifies greater correlation with the injury severity 
classes.

According to the sensitivity of SVM examination, the 
significant predictors have been detected. Likewise, 
the influences have been ranked by relying on the re-
sults in Table 2. The explanatory variables with greater 
R-value of 5.1% had more effect on the prediction per-
formance. The key findings display that the most sensi-
tive predictors are attributed to the same factors which 
were raised in the predictions resulting from MLP. The 
ranking of the major contributory factors related to 
vehicle type, manoeuvre, crossing facilities, point of 
impact, and junction actions are the same with MLP 

Vehicle type
Vehicle manoeuvre
Pedestrian crossing

1st point of impact
Junction location
Junction control

2nd road class
Junction detail
Driver's gender

1st  road class
Road type

Speed limit
Time band

Day of week
Weather condition
Age band of driver

Number of casualties
Engine capacity band

Propulsion code
Number of vehicles

Light conditions
Age band of vehicle

Road surface conditions
Year

Urban or rural area
Month band

Driver IMD decile
Driver home area type

14 15 16 17 18 19 20 21 22

MSE [%]

Figure 4 – Sensitivity of MLP
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algorithm accompanied by the performance compari-
son between the models. Following this, one run was 
made using the random division. In the MLP network, 
nineteen neurons were considered for the input layer. 
Furthermore, in the hidden layer, the number of neu-
rons was chosen by trial and error. In this layer, the 
tangent sigmoid function was used to find the relation 
between the input and output indices. For the process 
of training, the Levenberg–Marquardt backpropaga-
tion method was applied. Furthermore, the MSE was 
used as a performance point of the network and the 
training process stopped when the amount of MSE 
reached 0.005. As the structure of SVM is completely 
different from MLP, this learning machine was adjust-
ed to pass the best hyperplane from different classes 
of data which has maximum margin between class-
es. Therefore, for the training of SVM, the Gaussian  

capital’s accident hotspots, particularly when they at-
tempted to approach or were located in the mid of the 
junction leading into a C class road.

4.3 Second stage of the predictions using 
sensitive predictors

Following the examining of the models’ sensitivi-
ty against the absence of each variable on the injury 
outcomes, in this Section, the models were predicted 
with nineteen more sensitive predictors using MLP, 
SVM, and hybrid MLP-SVM. MATLAB programming 
language was again used in the training, testing, and 
structural algorithms of these models. All the factors 
were normalised between zero and one. The delivered 
dataset was randomly separated to form two subsets: 
training data of 70% and test data of 30% which lead 
to the implementation of the structure optimisation 

Table 2 – Sensitivity of SVM

Correlation coefficient (R) [%]
Index nameRank

All dataTest dataValidation dataTraining data

88.685.186.889.4Vehicle type1

76.972.673.687.6Vehicle manoeuvre2

85.283.781.385.6Pedestrian crossing 3

81.378.678.982.11st point of impact4

78.974.475.779.7Junction detail5

72.669.171.073.5Junction location6

70.358.869.671.12nd road class7

68.466.266.469.1Junction control8

26.124.925.426.5Driver’s gender9

22.821.021.523.3Road type10

22.721.321.922.9Time range11

18.217.417.918.4Weather condition12

11.210.110.411.41st road class13

10.810.110.110.9Day of week14

9.68.68.79.7Speed limit15

8.67.17.78.8Driver or rider age  16

8.27.97.78.5Engine capacity range17

6.06.96.76.3Propulsion18

5.14.14.95.4Number of casualties19

3.22.62.83.9Number of vehicles20

2.92.72.43.3Road surface condition21

2.92.52.53.7Light condition22

2.52.12.43.3Age range of vehicle23

2.11.51.82.9Urban or rural area24

2.21.71.82.8Driver home type area25

1.91.31.42.5Month band26

1.71.41.42.1Driver IMD decile27

0.80.50.51.2Year28
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Table 3 – Descriptive statistics of the most sensitive predictors

Variable Label Total [%]

Vehicle type

Car 36.66
Pedal cycle 26.19
Motorcycle 15.60
Public service vehicles 08.20
Light goods vehicles 07.65
Heavy goods vehicles 05.25
Other vehicles 00.46

Vehicle manoeuvre

Waiting or turning right at a junction 47.09
Driving or riding through bend 19.56
Overtaking 10.97
Held up or waiting to drive 06.14
Moving off 05.03
Stopping or slowing down 04.31
Parked 02.57
Moving line of traffic 02.46
Reversing 01.88

Crossing services

Phase at signal intersection 46.70
No crossing services across fifty metres 44.75
Light organised crossing 04.92
Zebra 02.37
Pedestrian island 00.69
Overpass or underpass 00.57

1st point of impact

Front 39.86
Nearside 23.74
Offside 19.17
Back 11.37
Did not impact 05.86

Junction detail

3-way or staggered intersection 54.78
Cross road 20.22
Not at intersection or across twenty metres 15.20
Over four roads meet 04.48
Roundabout 02.94
Other intersection 02.38

Junction location

Approaching or holding up 49.29
Middle of intersection 31.30
Not at or across twenty metres of intersection 15.25
Entering or leaving major road 03.97
Entering or leaving roundabout 00.17
Entering from slip road 00.03

2nd road class

C 53.42
A 29.40
Unclassified 14.79
B 02.39

Junction control
Smart traffic light 47.08
Uncontrolled or give way 36.09
Not at intersection or across twenty metres 15.03

Injury severity classes

C4 No injury (property damage only) 57.20
C3 Slight injury  37.49
C2 Severe injury  05.14
C1 Fatal injury 00.17
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the prediction of the injury severity for C4 was per-
formed better than for other classes (with more than 
90% sensitivity).

In the SVM model, the amount of accuracy ob-
tained was slightly less than the MLP network (81.63% 
for the training phase and 80.88% for the test phase). 
Nonetheless, for C1, both in the training and the test 
process, the SVM had very poor performance (sensitiv-
ity equalled zero). As for the prediction of C2, the SVM 
was unsuccessful and more data were incorrectly clas-
sified. As for C3 and C4, compared to the two previous 
classes, the performance of SVM had improved and 
the sensitivity value for the training and test process 
was obtained around 80% and 88%, respectively. 

The hybrid model provided a superior fitting of the 
model compared to the MLP and SVM models and the 
obtained results have been very satisfactory. Howev-
er, the lack of data for C1 and incorrect classification 
for C2 still remain. Finally, the hybrid model was able 
to maximise the accuracy rate for predicting the injury 
severity by 10%. 

A similar comparison result was achieved by Bellili 
et al. (2003) in a classification task. The goal of their 
study was to reduce the recognition of error rate using 
the hybrid MLP-SVM recogniser. Accordingly, their out-
come proved that the hybrid MLP-SVM model signifi-
cantly increased the performance [22]. 

5. CONCLUSION 
This study mainly concentrated on the potential 

improvements in the driver or rider injury severity pre-
diction by using MLP, SVM, and a combination of these 
two models. According to the statistics which is con-
nected to road casualties of all severities in the city 
of London, these collision reduction techniques esti-
mated the maximum probability of the injury severity  
classes. Moreover, the result of the prediction mod-
els led to improved comprehension of the significant  

function had been selected to be an effective kernel 
trick function. For the hybrid MLP-SVM, at the first lev-
el, the MLP had reduced the dimension space of in-
put data from nineteen to one, and it led to facilitate 
the process of prediction for the second layer (SVM). 
The obtained results from each model are shown in 
Table 4 using the confusion matrix. Also, for the eval-
uation of each model, in addition to accuracy (ACC), 
error parameters, and sensitivity (SEN) were used in 
order to display the rate of true positive prediction of 
each class (C), where the classes consisted of C1 (fa-
tal injury), C2 (serious injury), C3 (slight injury), and C4 
(damage only).

4.4 Classes resulting from the prediction 
models

According to the outcomes from the confusion ma-
trix shown in Table 4, the comparison of the actual and 
the predicted classes of the injury severity training and 
test data was applied and are explained as follows:

In the MLP model, the accuracy measure for the 
prediction in the training and test phase were found to 
be 84.41% and 83.82%, respectively. However, as the 
number of the fatalities was not particularly high and 
there were only six pedal riders, due to the lack of data 
related to this class, the network was able to evaluate 
only one accurate prediction for C1 class in the train-
ing process. Therefore, in the test phase, the amount 
of sensitivity for this class equalled zero. For C2, the 
network was unable to perform the prediction of the 
driver injury severity. In fact, in the training process, 
the network accommodated the input parameters with 
C3 instead of C2. For class C3, the classification was 
almost desirable and the amount of sensitivity for the 
training and test phase was obtained around 80%. 
Furthermore, in this class, the classification tended 
more to C4 in lieu of C2. Finally, among the classes, 

Table 4 – ACC, Error, SEN, and confusion matrix for each model

Model
Training Test

ACC 
[%]

Error 
[%] Confusion matrix SEN [%] ACC 

[%]
Error 
[%] Confusion matrix SEN [%]

MLP 84.41 15.59

1
1
0
0

3
6

18
0

0
119
767
107

0
0

134
1295

R

T

SSSSSSSSSS

V

X

WWWWWWWWWW

C1
C2
C3
C4

25.00
04.76
83.46
92.37

83.82 16.18

0
0
0
0

2
2

10
0

0
52

315
37

0
0

69
546

R

T

SSSSSSSSSS

V

X

WWWWWWWWWW

C1
C2
C3
C4

00.00
03.70
79.95
93.84

SVM 81.68 18.32

0
0
0
0

1
0
0
0

3
110
738
156

0
16

181
1246

R

T

SSSSSSSSSS

V

X

WWWWWWWWWW

C1
C2
C3
C4

00.00
00.00
80.30
88.87

80.88 19.12

0
0
0
0

0
0
0
0

2
53

325
76

0
1

69
525

R

T

SSSSSSSSSS

V

X

WWWWWWWWWW

C1
C2
C3
C4

00.00
00.00
82.49
87.35

Hybrid
MLP-SVM 91.35 08.65

3
2
2
0

1
14
52
0

0
110
827

7

0
0

28
1395

R

T

SSSSSSSSSS

V

X

WWWWWWWWWW

C1
C2
C3
C4

75.00
11.11
89.99
99.50

90.58 09.42

1
4
0
0

1
6

30
0

0
44

348
4

0
0

16
597

R

T

SSSSSSSSSS

V

X

WWWWWWWWWW

C1
C2
C3
C4

50.00
11.11
88.32
99.33
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