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1 Introduction
With the increase in resources that organisations are
dedicating to evaluation (DFID 2014)1 the issue of
evaluation quality (see Box 1 for a definition) has risen up
the agenda. A growing number of commissioners are
looking at how to ensure that the studies they
commission are of sufficient quality (e.g. DFAT 2014;
Itad/Chr. Michelsen Institute 2014; DFID 2014; USAID
2013). For many years, the focus has been on
methodology as a key factor for quality and ensuring that
the methodologies used by evaluation teams are
appropriate and robust. While methodology is 
important, there are many other factors that can shape,
undermine and/or influence evaluation quality. As 
stated in DFID’s Rapid Review of Embedding Evaluation,
‘quality issues cut across most parts of the evaluation cycle,
although recently the lack of attention paid to managing
evaluation implementation to ensure quality has been
highlighted as arguably the most critical challenge’ (DFID
2014: iii). 

A plethora of evaluation quality standards recognise this
and identify quality markers at all stages of the evaluation
process (e.g. Yarbrough et al. 2011; OECD 2010; UNEG
2005; ECG 2012). However, the standards are mainly
experiential rather than based on research evidence. There
has been limited research on identifying the factors
underlying the quality of commissioned evaluations.
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Box 1 What is evaluation quality?

Quality cuts across all stages of the evaluation process.
Evaluation quality includes the quality of evaluation
planning and design, evaluation management, evaluation
implementation, and the quality of the evaluation
product itself. Existing evaluation quality standards are in
line with this view and are taken as a starting point for
this paper. A review of specific standards is beyond the
scope of this paper.
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Drawing on the findings of two recent studies of evaluation
quality – for the Australian Government’s Department for
Foreign Affairs and Trade (DFAT) (2014) and the Norwegian
Agency for Development Cooperation (Norad) (Itad/Chr.
Michelsen Institute 2014) – and other recent work in this
area, this CDI Practice Paper starts to fill this gap in evidence. 

As space does not allow all the literature relevant to the
quality of evaluations to be incorporated in this paper, it
focuses on the literature from commissioning and
implementation of evaluations within bilateral agencies.
The rich literature generated by multilateral agencies such
as the international financial institutions (IFIs) and the UN
that looks at issues such as the effects of self-evaluations
and decentralisation on evaluation quality is beyond the
scope of this paper.

Section 2 reviews recent experience and the literature.
Section 3 reveals a range of factors at all stages of the
evaluation process that affect quality. It discusses the
interlinkages between the identified quality factors and
illustrates how the quality of the evaluation report depends
on the interplay between the evaluation commissioner,
evaluation team and the evaluation process managed
between the two stakeholder groups. Based on the
evidence presented, Section 4 provides some pointers to
both evaluation commissioners and evaluators to more
effectively manage evaluation quality.

2 Recent experience and literature
Within the academic literature there is limited discussion
on key factors for evaluation quality, and with little
primary evidence. Most recently, Cooksy and Mark (2012:
80) noted that ‘achieving quality is, at least in part, an
outcome of the intersection of practitioner competencies,
evaluation context, and supportive resources that
evaluators can access through participation in a
professional community’. Other authors raise similar
points, but the evidence base for these findings is largely
experiential (e.g. Chelimsky 2009; Mark 2006; Wood,
Apthorpe and Borton 2001). 

Another source of evidence are reviews of the evaluation
functions and evaluation policies of multilateral agencies
(e.g. GEF 2014; UN Women 2014; WFP 2014; World
Bank 2011). As mentioned above, these studies are beyond
the scope of this paper.

Of the meta-evaluations that have been conducted in this
area, older examples focus on assessing a sample of final
evaluation reports, but with no analysis of the quality of
the evaluation process (ALNAP 2002; Gibbons, McNally
and Overman 2013; Forss et al. 2008). While these studies
allow conclusions to be drawn about the strengths and
weaknesses of the evaluation end-product, they do not
help in understanding what contributed to or hindered

quality. A new generation of meta-evaluations has
emerged in recent years, however, that looks at the
entire evaluation process and helps to advance our
understanding of evaluation quality. These include studies
by DFAT (2014), Norad (Itad/Chr. Michelsen Institute 2014),
USAID (2013), UNDP (2013; Gariba et al. 2010) and
ALNAP (2003, 2004). The methodology underpinning
each of these reports is detailed below. 

The USAID study is the widest ranging of the recent
research in this area, having reviewed the quality and
coverage of 340 randomly selected evaluations completed
between 2009 and 2012 (USAID 2013). First, it used a
quality template to review the evaluation reports and then
explored the underlying factors of quality through one-
on-one interviews, group discussions and a survey. Given
the sample size, the study is able to correlate overall
evaluation quality with different explanatory factors using
chi-square and t-tests.

The study conducted for Norad was part of a larger
evaluation of the Norwegian Aid Administration’s
approach to results measurement and evaluability. It
looked at six recently completed evaluations
commissioned by the Norad Evaluation Department
(Itad/Chr. Michelsen Institute 2014). For each evaluation
the final reports were reviewed using a standard quality
assurance template. This drew from a number of existing
frameworks such as the OECD/DAC quality standards for
development evaluation (OECD 2011). In reconstructing
the process the evaluators reviewed the original terms of
reference (ToR), inception reports and draft reports, and
interviewed both the evaluation managers and members
of the evaluation team to gather their views of the
process. By taking this approach they were able to build
up the story of the evaluation.

For the DFAT study, a broadly similar approach was taken.
First, the study reviewed all of the 87 operational
evaluations completed in 2012 (DFAT 2014) using a quality
framework based on DFAT’s Aid Monitoring and
Evaluation Standards. The evaluators then used statistical
analysis to explore the relationship between certain
explanatory factors such as sector, team composition, etc.
and the quality markers. This analysis was supplemented
with in-depth interviews with both evaluation managers
and team members from a sample of evaluations. In
selecting the sample, both high-quality and lower quality
evaluation reports were selected to get a complete
assessment of the enablers and inhibitors of quality.

Recent work from UNDP (2013; Gariba et al. 2010) and
later meta-evaluations from the Active Learning Network
for Accountability and Performance in Humanitarian
Action (ALNAP) complement this emerging evidence base.
The UNDP 2013 report draws lessons from interviews
with UNDP monitoring and evaluation (M&E) advisers,



while the UNDP 2010 (Gariba et al. 2010) report generates
findings from a quality assessment of a sample of 18
evaluations. Although undertaken some years ago, the
ALNAP 2004 and 2003 meta-evaluations also moved
beyond a simple analysis of evaluation report quality and
included interviews with evaluation managers and
evaluators as part of their methodology, allowing for some
assessment of the underlying factors of evaluation quality.

3 Findings: key factors of evaluation quality
This section synthesises the findings from across the Norad,
DFAT, USAID and ALNAP reports and teases out the main
factors of evaluation quality. In many respects the factors
discussed below are not new. Anyone involved in
commissioning or undertaking evaluations will be familiar
with their importance. What is interesting, however, is
how frequently they are forgotten when planning and
implementing evaluations – which may raise further
questions about the broader system of commissioning
evaluations (Winckler Andersen 2014). Part of the value of
this paper is to emphasise just how important certain
factors are to evaluation quality and how, in their absence,
quality can be severely compromised.

Team skills The composition and skills of the team
conducting the evaluation is another important factor of
quality. While all of the studies point to the importance of
having a generally strong team that has a balance of skills
and experience between individual members, the presence
of evaluation skills within the team is particularly
important. The USAID (2013) study found that USAID
evaluations with an evaluation specialist as part of the
team were statistically of significantly higher quality (USAID
2013: 119). Similarly, interviews with DFAT evaluation
managers and evaluation teams confirmed the importance
of having strong evaluation skills within the evaluation team
(DFAT 2014: 35). The Norad study highlighted similar issues
(Itad/Chr. Michelsen Institute 2014: 81). Interestingly,
technical expertise in a particular sector and understanding
of the country or regional context were found to be of
secondary importance to quality (DFAT 2014: 35). It seems
that while a team requires a range of experience, there is
a specific set of skills unique to evaluation that are required
to deliver a quality evaluation product. The DFAT report
identified technical knowledge of different evaluation
methodologies; knowledge of how to lead an evaluation
and the management of both international and local
consultants; strong diplomatic and interpersonal skills;
expertise in collecting, analysing and presenting data; and
writing credible reports in a tight timescale as key
evaluation skills. This is supported by other research in this
area (Schwandt 2008; Stevahn et al. 2005; Scriven 1996).

Resourcing The meta-evaluations confirm that the level of
resources for an evaluation is another key factor of quality.
While none of the studies had access to comprehensive

data on evaluation budgets, in the case of the DFAT study
a number of proxies were used. The first proxy was
‘initiative value’. Using the overall budget of the initiative
that was being evaluated as a proxy for the likely evaluation
budget, the evaluators found that the estimated higher
evaluation budget was associated with higher evaluation
quality (DFAT 2014: 30). Interestingly, this relationship only
held for initiatives up to a certain value. One explanation
for this could be that larger initiatives are most complex to
evaluate. The second proxy used in the DFAT study was the
number of evaluation days and, in particular, fieldwork days.
The evaluators found a clear correlation between this and
evaluation quality (op. cit.: 33). While the USAID meta-
evaluation did not have access to reliable data on evaluation
budgets or duration and therefore could not test the
association between these factors and evaluation quality,
interviews with USAID evaluators identified time as a key
quality factor (USAID 2013: 10). A similar finding emerged
from the interviews conducted for the ALNAP study
(ALNAP 2004: 144), interviews with UNDP M&E advisers
(2013: 40) and a quality assessment of UNDP evaluations
(Gariba et al. 2010: 32). A clear implication of this finding is
the importance of commissioners costing evaluations
appropriately.

Purpose The extent to which an evaluation has a clear
purpose is strongly correlated with evaluation quality. This
was a common finding across the DFAT, USAID and
ALNAP studies. When there is clarity around why an
evaluation has been commissioned and how it is going to
be used, quality seems to be higher. Evaluations that have
a clear purpose to inform management decisions, in particular
on future programming, are correlated with higher quality
(DFAT 2014: 31; USAID 2013: 119; ALNAP 2004: 133).
While none of the studies investigate the underlying
reasons for why purpose is so important, we would argue
that having clarity around how an evaluation is going to
be used means people are more invested in the process,
are more likely to monitor and help shape quality and are
therefore ultimately more likely to use the findings. On
the other hand, the movement towards independent
evaluation raises the issue of interference when
evaluations are too close to management.

Planning Interviews with evaluation managers and
evaluation teams at DFAT suggested that allowing sufficient
time for planning was central to evaluation quality. It was
mentioned that evaluations need to be planned at least six
months in advance so that the best evaluators are
contracted, country visits are well prepared and meetings
with the right stakeholders set up, and adequate time is
available for preparation and report writing (DFAT 2014: 34).
It was felt that with a shorter planning period the time
frames became too compressed, too many compromises
were made and quality slipped as a consequence. In the
case of the ALNAP study, evaluation managers indicated
that at least three months of preparation are needed to
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identify suitable evaluators and agree the terms of reference
(ToR). It was noted that ‘more time and effort before an
evaluation pays back ten times’ (ALNAP 2004: 144).

Number of evaluation questions There is some evidence
that the number of evaluation questions is related to its
quality. The Norad study found that evaluation ToRs asked
22–29 evaluation questions, which spread resources too
thinly and allowed evaluators to focus on the questions
that are easier to answer.2 Evaluations with too many
questions are unlikely to generate in-depth analysis and to
document impact – which is often the more challenging
part of an evaluation (Itad/Chr. Michelsen Institute 2014:
72). About half of the evaluation managers interviewed for
the ALNAP study felt that the ToRs were overloaded with
questions (ALNAP 2004: 136). USAID evaluation managers
and evaluators also felt that a large number of evaluation
questions could impede evaluation quality, yet no statistically
significant correlation between the number of evaluation
questions and evaluation quality could be found (USAID
2013: 27, 123). DFAT evaluators noted cases where the
overall scope of the evaluation, including the number of
evaluation questions, was too ambitious in relation to the
budget and as a result quality suffered (DFAT 2014: 37).
Interestingly, the number of evaluation questions relates
strongly to the capacity of the commissioner (see below);
however, this link was not made explicit in any of the studies. 

Commissioner capacity There is evidence that capacity
gaps among evaluation commissioners can negatively
affect evaluation quality. Interviews with evaluation
managers and evaluation teams highlighted the effect that
DFAT staff not having the time or the skills to manage
evaluations can have on evaluation quality. A common
issue that emerged was that evaluation skills at DFAT are
stretched and sometimes less experienced staff are tasked
to manage evaluations (DFAT 2014: 38). One of the
contributing factors to this was DFAT’s evaluation policy at
the time that made programme evaluations mandatory,
which meant a large number of staff had to commission
and manage evaluations as part of their programme
management duties.3 In the case of USAID, evaluation
providers commented that a lack of evaluation skills
among commissioners manifested in poor ToR which they
found difficult to respond to (USAID 2013: 111). Interviews
with Norad staff suggested that the wide range of
evaluations commissioned, both methodologically and
thematically, was possibly too demanding for
commissioner staff and has an impact on quality. Staff
noted that quality was particularly difficult to manage
when evaluations used methodologies of which they had
no experience (Itad/Chr. Michelsen Institute 2014: 72).

Institutional factors There is evidence that institutional
pressures and policies affect evaluation quality. These
factors play a role early on but continue to influence
quality throughout the evaluation process. For instance,

interviews with both evaluation managers and evaluators
at DFAT suggested that the evaluation policy had perverse
effects on quality. They argued that the drive for increasing
the number of evaluations risked promoting a compliance-
driven approach in evaluations (DFAT 2014: 38–9). If
evaluation managers are pressured to commission more
evaluations than they have time to manage, evaluations
are likely to become a ‘tick-box’ exercise. In this type of
environment quality inevitably dips. Conversely, in the case
of USAID, there was a clear correlation between
evaluation quality and whether an evaluation was
commissioned before or after the introduction of new
evaluation policies and systems. The changes included the
strengthening of M&E as one of the topline performance
indicators of reform efforts, the roll-out of evaluation
training courses to 1,200 USAID staff members and other
stakeholders, and the introduction of a target for high-
quality evaluations through the Forward Initiative (USAID
2013: 2). Interviews with evaluation managers and
evaluators confirmed the influence of the new evaluation
policies and systems on quality (USAID 2013: 120).
Evaluation managers interviewed for an ALNAP meta-
evaluation stressed the importance of internal buy-in and
ownership as another key institutional factor influencing
evaluation quality (ALNAP 2004: 133, 170). Interviews with
UNDP M&E advisers confirmed that the increasing
demand for evaluative evidence by senior management
has been a critical factor in improving the quality of
evaluations (UNDP 2013: 40).

While the evidence points clearly to the importance of
the wider enabling environment for understanding
evaluation quality, it also suggests that the relationship
between the two variables is complex. In the case of
USAID, the introduction of the new evaluation policy had
a direct effect on driving up evaluation quality; in the case
of DFAT the evaluation policy seemed to reduce the
quality of evaluations because staff lacked the skills to
cope with the additional demands of commissioning and
managing more evaluations.

M&E system There is some evidence that poor quality
monitoring data affects evaluation quality. While an
absence of data meant that the DFAT study was not able
to establish the precise nature and extent of the
relationship between the quality of the monitoring system
and evaluation quality, there was sufficient evidence both
from the statistical analysis and interviews with evaluation
managers and evaluation teams to suggest a relationship
(DFAT 2014: 31). When the performance management
system is of poor quality, either in terms of what data are
being collected or how they are being collected, the
evaluation also tends to be of low quality. A similar finding
emerged from the Norad study. The absence of initiative-
level monitoring data is one of the main reasons for poor
evaluation quality and why it proved difficult to
demonstrate the difference that Norwegian aid makes
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(Itad/Chr. Michelsen Institute 2014: xvii, 88ff). An
assessment of UNDP evaluations confirmed the role of
reporting and monitoring in influencing the quality of
evaluations (Gariba et al. 2010: 32).

Communication Interviews with DFAT evaluation
managers and evaluators emphasised good communication
between the evaluation manager and the evaluation team
as a key quality factor. Mutual respect, learning and
transparency all appear to strengthen evaluation quality. For
instance, there were positive examples where evaluators
were able to fine-tune ToRs in consultation with evaluation
managers, allowing them to have a better understanding
of the key objectives of an evaluation from the beginning.
Similarly, evaluators felt that it helped them to improve the
quality of future evaluations when they were invited to do
follow-up work and see how their evaluation reports were
utilised. Also, negative examples were noted where
evaluation managers were not transparent about the
purpose of an evaluation (DFAT 2014: 35). In the case of
Norad, evaluation managers indicated that there was
limited communication between them and the evaluation
teams. It was found that this hands-off approach can affect
evaluation quality because evaluation managers get sight of
a report only after data have already been collected and
analysed, too late in the process to enact any significant
changes (Itad/Chr. Michelsen Institute 2014: 73).

4 Conclusions
While the factors of quality of evaluation discussed above
are not new – they will be familiar to any evaluation
commissioner or evaluator – it is surprising how often they
are forgotten (or are undervalued) in the planning and
implementation of an evaluation. Part of the problem is

that the debate around quality of evaluation gravitates
towards methodology and the end-product, i.e. the final
evaluation report. The evidence from recent studies of
quality in the evaluation process indicates that a rethink is
required. While issues such as methodological rigour are
important, a singular focus on this (or any other single
quality factor) is unwise. Considerations of quality need to
permeate all stages of the evaluation process. Evaluation
quality is a product of the capacities of the evaluation
commissioner and evaluation team, the relationship
between them, and the wider institutional environment in
which the evaluation is being conducted (Winckler
Andersen 2014). With the increase in resources being put
into evaluation, broadening the approach to quality of the
evaluation process is essential. If we fail to do so, the recent
gains that have been made in promoting evaluation use, and
evidence more broadly, in policymaking may be undone. In
the face of low-quality evaluation reports decision-makers
will question the utility of investing in the generation of
evaluations and the current enthusiasm for them, and it
may be that the associated resourcing of them, will reduce.

This paper is only the start of an exploration of the factors
that influence the quality of evaluations. More research is
needed to fully understand how these factors interact
with each other and through which channels they affect
overall evaluation quality. The relative importance of
quality factors also remains unknown. Existing literature
from multilateral reviews of evaluation functions and
evaluation policies can provide more insights and need to
be linked to the emerging body of evidence from meta-
evaluations. We would suggest that developing a deeper
understanding in this area is important to evaluation
commissioners and evaluators alike.
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Notes
1 While this paper is looking at all types of evaluation,

irrespective of whether they are impact evaluation or
not, the findings are just as much applicable to impact
evaluations as others.

2 See also Winckler Andersen (2014) and Barnett and
Bennett (2014).

3 In early 2012, the department’s evaluation policy was
revised, reducing the number of mandatory operational
evaluations by approximately half to only one during the
lifetime of each aid initiative. Further changes planned
for mid-2014 will raise the financial threshold for aid
initiatives requiring mandatory evaluation and will
reduce evaluation numbers by a further 42 per cent.
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