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Abstract. The main aim of this contribution is to compute the low-dimensional algebraic
cohomology of the Witt and the Virasoro algebra with values in the adjoint and the trivial
module. The last section includes results for the general tensor densities modules, presented
without proof. One of our main results is that the third algebraic cohomology of the Witt
algebra with values in the adjoint module vanishes, while it is one-dimensional for the Vira-
soro algebra. The first and the second algebraic cohomology of the Witt and the Virasoro
algebra with values in tensor densities modules vanish for almost all modules. In the case
they do not vanish, we give explicit expressions for the generating cocycles. In our work,
we consider algebraic cohomology and not only the sub-complex of continuous cohomology,
meaning we do not put any continuity constraints on the cochains. Consequently, our re-
sults are independent of any choice of an underlying topology, and valid for any concrete
realizations of the considered Lie algebras.

1. Introduction

The Witt algebra and its universal central extension, the Virasoro algebra, are two of the
most important infinite-dimensional Lie algebras, as they have many applications both in
mathematics and theoretical physics. The Virasoro algebra is omnipresent in string theory,
where it is attached to physical observables such as the mass spectrum. In two-dimensional
conformal field theory, the Virasoro algebra is of outermost importance.
The cohomology of Lie algebras and the low-dimensional cohomology in particular, has
numerous interpretations in terms of known objects such as invariants, outer derivations, ex-
tensions, deformations and obstructions, as well as crossed modules, see e.g. Gerstenhaber
[13–17]. The analysis of these objects leads to a better understanding of the Lie algebra
itself. Moreover, deformations of Lie algebras can yield families of new Lie algebras.
In the so-called continuous cohomology, many results about the classical infinite-dimensional
Lie algebras such as the Witt algebra are known. In fact, a geometrical realization of the
Witt algebra is given by the complexified Lie algebra of polynomial vector fields on the circle,
which forms a dense subalgebra of the complexified Lie algebra of smooth vector fields on the
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circle, V ect(S1). In this setting, it is natural to consider continuous cohomology. The con-
tinuous cohomology of vector fields on the circle with values in the trivial module is known,
see the results by Gelfand and Fuks [11, 12]. Similarly, based on results of Goncharova [18],
Reshetnikov [24] and Tsujishita [27], the vanishing of the continuous cohomology of vector
fields on the circle with values in general tensor densities modules, which include the adjoint
module, was proved by Fialowski and Schlichenmaier in [10].
Less is known about the so-called algebraic cohomology, also known as discrete cohomology,
which contains the continuous cohomology as a sub-complex. The primary definition of the
Witt and the Virasoro algebra is based on the Lie structure and is thus purely algebraic.
In this article, we consider the Witt and the Virasoro algebra as purely algebraic objects,
and we do not work in specific geometrical realizations of these. Hence, our results are in-
dependent of any underlying topology chosen. Similarly, our cochains are purely algebraic
cochains, meaning we do not restrict ourselves to continuous cochains. Actually, there are
limitations for the continuous cohomology of purely algebraic infinite-dimensional Lie alge-
bras, see e.g. Wagemann [30]. Moreover, algebraic cohomology works for any base field K
with characteristic zero, and not only for the fields C or R. Therefore, knowledge of the
algebraic cohomology is needed.
In the literature, results on the algebraic cohomology of the Witt and the Virasoro algebra
are somewhat scarce. In fact, algebraic cohomology is in general much harder to compute
than continuous cohomology. The vanishing of the second algebraic cohomology of the Witt
and the Virasoro algebra with values in the adjoint module was shown almost at the same
time independently by Schlichenmaier [25, 26] and Fialowski [9], by using elementary alge-
braic methods. Without proof, Fialowski announced the result for the Witt algebra already
in [8]. Van den Hijligenberg and Kotchetkov proved in [28] the vanishing of the second alge-
braic cohomology with values in the adjoint module of the superalgebras k(1), k+(1) and of
their central extensions.
The main goal of this contribution is to compute the third algebraic cohomology of the Witt
and the Virasoro algebra with values in the adjoint module, the case of the trivial module
being obtained as a by-product. For reasons of completeness, and also as a warm-up ex-
ample, we included the computation of the first algebraic cohomology in the appendix. We
will also provide results for the general tensor densities modules. Some of the results proven
here have been presented as preprints in 2017 and 2018 [5, 6]. This document unites them
and should replace them. The results have also been announced in the proceeding [7]. Fur-
thermore, results on general tensor densities modules Fλ are added, though without proofs,
as the used techniques are quite similar to the ones presented in this document, see [4]. In
the proofs, we use both elementary algebraic manipulations and higher tools from algebraic
cohomology, such as long exact sequences and spectral sequences.
This article is organized as follows: In Section 2, we recall the algebraic definitions of the
Witt and the Virasoro algebra.
In Section 3, we introduce the cohomology of Lie algebras, as well as some tools used to
compute this cohomology. This section also contains a brief summary of the results known
of the algebraic cohomology of the Witt and the Virasoro algebra for the adjoint and the
trivial modules, including the results derived in this contribution.
The Sections 4 and 5 constitute the main part of the present article and contain the proofs
related to the third algebraic cohomology of the Witt and the Virasoro algebra with values
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in the adjoint and trivial modules. More precisely, in Section 4 we prove H3(W,W) = {0}.
In Section 5, we start by showing that H3(V,V) ∼= H3(V,K) by using long exact sequences
and spectral sequences. Subsequently, we show that H3(V,K) and simultaneously H3(W,K)
are one-dimensional. We identify a non-trivial 3-cocycle which we call algebraic Godbillon-
Vey cocycle. By essentially elementary but nevertheless intricate algebraic methods one can
show that this cocycle is a generator of H3(V,K) and H3(W,K). Recurrence relations are
needed to obtain this result, not unlike those used to prove H3(W,W) = {0}. Thus, we
only give parts of the proof. The details can be found1 in [4]. All in all, we obtain that
dim(H3(V,V)) = 1 whereas H3(W,W) = {0}. The reader should compare this with the
results obtained for the second cohomology, where we have H2(W,W) = H2(V,V) = {0},
see [26], [9].
In Section 6, we give the results for the first and second algebraic cohomology of the Witt
and the Virasoro algebra with values in the general tensor densities modules, though without
proofs. The proofs will be given in [4].
Finally, the appendix contains the computations for the first algebraic cohomology of the
Witt and the Virasoro algebra. They are included for completeness, as the results are needed
in some proofs. Moreover, they provide an introduction to our computation methods.

2. The Witt and the Virasoro Algebra

The Witt algebra W is an infinite-dimensional, Z-graded Lie algebra first introduced by
Cartan in 1909 [2]. As a vector space, the Witt algebra is generated over a base field K with
characteristic zero by the basis elements {en | n ∈ Z}, which satisfy the following Lie algebra
structure equation:

[en, em] = (m− n)en+m, n,m ∈ Z .

The Witt algebra is a Z-graded Lie algebra, the degree of an element en being defined by
deg(en) := n. More precisely, the Witt algebra is an internally Z-graded Lie algebra, as
the grading is given by one of its own elements, namely e0: [e0, em] = mem = deg(em)em.
The Witt algebra W can thus be decomposed into an infinite sum of one-dimensional ho-
mogeneous subspaces Wn, where each subspace Wn is generated over K by a single element
en.

The Witt algebra comes with three popular concrete realizations. Algebraically, the Witt
algebra can be realized as the Lie algebra of derivations of the infinite-dimensional asso-
ciative K-algebra of Laurent polynomials K[Z−1, Z]. A geometrical realization of the Witt
algebra is obtained by considering K = C, which corresponds to the algebra of meromorphic
vector fields on the Riemann sphere CP1 that are holomorphic outside of 0 and ∞. In this
realization, the basis elements of the Witt algebra can be written as en = zn+1 d

dz , where z
corresponds to the quasi-global complex coordinate. Finally, another geometrical realization
of the Witt algebra is given by the complexified Lie algebra of polynomial vector fields on the
circle S1, in which case the generators are given by en = einϕ d

dϕ , where ϕ is the coordinate
along S1.

1 or in [6]
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It is a well-known fact that the Witt algebra, up to equivalence and rescaling, has a unique
non-trivial central extension V, which in fact is a universal central extension:

0 −→ K i−→ V π−→W −→ 0 , (2.1)
where K is in the center of V. This extension V is called the Virasoro algebra. Via this
extension, all modules of the Witt algebra become in an canonical way also modules of the
Virasoro algebra as well as K-modules.
As a vector space, V is given as a direct sum V = K ⊕ W, with generators ên := (0, en)
and the one-dimensional central element t := (1, 0). The generators fulfill the following Lie
structure equation:

[ên, êm] = (m− n)ên+m + α(en, em) · t n,m ∈ Z ,
[ên, t] = [t, t] = 0 ,

(2.2)

where α ∈ Z2(W,K) is the so-called Virasoro 2-cocycle, sometimes also called the Gelfand-
Fuks cocycle, which can be represented by:

α(en, em) = − 1
12(n3 − n)δn+m,0 . (2.3)

The cubic term n3 is the most important term, while the linear term n is a coboundary2.
By defining deg(ên) := deg(en) = n and deg(t) := 0, the Virasoro algebra becomes also an
internally Z-graded Lie algebra.

3. The cohomology of Lie algebras

3.1. The Chevalley-Eilenberg cohomology. For the convenience of the reader, we will
briefly recall the Chevalley-Eilenberg cohomology, i.e. the cohomology of Lie algebras.
Let L be a Lie algebra and M an L-module. We denote by Cq(L,M) the space of q-
multilinear alternating maps on L with values in M ,

Cq(L,M) := HomK(∧qL,M) .
Elements of Cq(L,M) are called q-cochains. By convention, we have C0(L,M) := M . The
coboundary operators δq are defined by:

∀q ∈ N, δq : Cq(L,M)→ Cq+1(L,M) : ψ 7→ δqψ ,

(δqψ)(x1, . . . xq+1) : =
∑

1≤i<j≤q+1(−1)i+j+1 ψ([xi, xj ] , x1, . . . , x̂i, . . . , x̂j , . . . , xq+1)

+
∑q+1
i=1 (−1)i xi · ψ(x1, . . . , x̂i, . . . , xq+1) ,

(3.1)
with x1, . . . , xq+1 ∈ L, x̂i means that the entry xi is omitted and the dot · stands for the
module structure. For x ∈ L and y ∈M we have x · y = [x, y] in case of the adjoint module
M = L, and x · y = 0 in case of the trivial module M = K. The coboundary operators
satisfy δq+1 ◦ δq = 0 ∀ q ∈ N, meaning we obtain a cochain complex (C∗(L,M), δ) called
the Chevalley-Eilenberg complex. The corresponding cohomology is the Chevalley-Eilenberg
cohomology defined by:

Hq(L,M) := Zq(L,M)/Bq(L,M) ,
2 The symbol δi,j is the Kronecker Delta, defined as being one if i = j and zero otherwise.
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where Zq(L,M) := ker δq is the vector space of q-cocycles and Bq(L,M) := im δq−1 is the
vector space of q-coboundaries. For more details, we refer the reader to the original literature
by Chevalley and Eilenberg [3].

3.2. Degree of a homogeneous cochain. Let L be a Z-graded Lie algebra L =
⊕
n∈Z Ln

and M a Z-graded L-module, i.e. M =
⊕

n∈ZMn. A q-cochain ψ is homogeneous of degree
d if there exists a d ∈ Z such that for all q-tuple x1, . . . , xq of homogeneous elements xi ∈
Ldeg(xi), we have:

ψ(x1, . . . , xq) ∈Mn with n =
q∑
i=1

deg(xi) + d .

This leads to the decomposition of the cohomology for all q:
Hq(L,M) =

⊕
d∈Z

Hq
(d)(L,M) .

An important result by Fuks [11] states that for internally graded Lie algebras and modules,
the cohomology reduces to the degree-zero cohomology:

Hq
(d)(L,M) = {0} for d 6= 0 ,

Hq(L,M) = Hq
(0)(L,M) .

(3.2)

3.3. Results on the algebraic cohomology of the Witt and the Virasoro algebra.
For future reference, we briefly summarize in this section known results on the algebraic
cohomology of the Witt and the Virasoro algebra with values in the adjoint and trivial
modules, including the results derived in the present article.
For the zeroth cohomology corresponding to invariants, we immediately obtain by direct
computation the following results for the Witt and the Virasoro algebra:

H0(W,K) = K and H0(W,W) = {0} ,
H0(V,K) = K and H0(V,V) = K t ,

where t is the central element.
As shown in the appendix and in [4], the first algebraic cohomology of the Witt and the
Virasoro algebra is given by:

H1(W,K) = {0} and H1(W,W) = {0} ,
H1(V,K) = {0} and H1(V,V) = {0} .

Concerning the second cohomology related to central extensions and deformations, we have
the following results:

dim(H2(W,K)) = 1 and H2(W,W) = {0} ,
H2(V,K) = {0} and H2(V,V) = {0} .

The first result dim(H2(W,K)) = 1 is a well-known result. It states that the Witt algebra
admits, up to equivalence and rescaling, only one non-trivial central extension, namely the
Virasoro algebra. For an algebraic proof of this result, see e.g. [1, 21]. The second result
H2(W,W) = {0} was announced by Fialowski [8] without proof and was shown algebraically
by Schlichenmaier [25, 26] and Fialowski [9]. This result implies that the Witt algebra is
infinitesimally and formally rigid. The third result H2(V,K) = {0} and the fourth result
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H2(V,V) = {0} were shown by Schlichenmaier [26].
Concerning the third cohomology related to crossed modules, we have the following results:

dim(H3(W,K)) = 1 and H3(W,W) = {0} ,
dim(H3(V,K)) = 1 and dim(H3(V,V)) = 1 .

These results constitute the main part of the present article, given by sections 4 and 5.
Moreover, for H3(W,K) and H3(V,K), we will provide explicit algebraic expressions for the
cocycles generating these spaces.

3.4. The Hochschild-Serre Spectral Sequence. In the present article, we will use the
Hochschild-Serre spectral sequence. The following theorem is a well-known result in algebraic
cohomology:

Theorem [Hochschild-Serre] 3.1. For every ideal h of a Lie algebra g, there is a conver-
gent first quadrant spectral sequence:

Epq2 = Hp(g/h,Hq(h,M)))⇒ Hp+q(g,M) ,

with M being a g-module and via h ↪→ g also a h-module.

A concise proof of this well-known result can for example be found in the textbook by
Weibel [31]. The original literature is given by the articles [19, 20] by Hochschild and Serre.
For knowledge of general spectral sequences, the reader may consult the textbook by Mc-
Cleary [22].

4. Analysis of H3(W,W)

In this section, we analyze the third algebraic cohomology of the Witt algebra with values
in the adjoint module. We suggest the reader unfamiliar with our techniques to first read
the proof in the appendix, which serves as a gently introduction to our methods.

Theorem 4.1. The third algebraic cohomology of the Witt algebra W over a field K with
char(K)= 0 and values in the adjoint module vanishes, i.e.

H3(W,W) = {0} .

Due to the result by Fuks (3.2), we already know that the non-zero degree cohomology
of the Witt algebra is zero. However, for reasons of completeness, we will prove this result
again for the third cohomology, since the proof is short and simple. Thus, we proceed in two
steps, the first step concentrating on the non-zero degree cohomology of the Witt algebra,
the second step focusing on the degree zero part.
The condition for a 3-cochain ψ to be a 3-cocycle is given by:

(δ3ψ)(x1, x2, x3, x4)
= ψ ([x1, x2] , x3, x4)− ψ ([x1, x3] , x2, x4) + ψ ([x1, x4] , x2, x3)

+ ψ ([x2, x3] , x1, x4)− ψ ([x2, x4] , x1, x3) + ψ ([x3, x4] , x1, x2)
− [x1, ψ(x2, x3, x4)] + [x2, ψ(x1, x3, x4)]− [x3, ψ(x1, x2, x4)] + [x4, ψ(x1, x2, x3)] = 0 ,
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with x1, x2, x3, x4 ∈ W.
The condition for a 3-cocycle ψ ∈ H3(W,W) to be a coboundary is given by:

ψ(x1, x2, x3) = (δ2φ)(x1, x2, x3) =φ ([x1, x2] , x3) + φ ([x2, x3] , x1) + φ ([x3, x1] , x2)
− [x1, φ(x2, x3)] + [x2, φ(x1, x3)]− [x3, φ(x1, x2)] ,

where x1, x2, x3 ∈ W and φ ∈ C2(W,W).

4.1. The non-zero degree cohomology for the Witt algebra.

Proposition 4.1. The following holds:
H3

(d)(W,W) = {0} for d 6= 0 and H3(W,W) = H3
(0)(W,W) .

Proof. Let ψ ∈ H3
(d6=0)(W,W). Let us perform a cohomological change ψ′ = ψ − δ2φ with

the following 2-cochain φ:
φ(x1, x2) = −1

d
ψ(x1, x2, e0) ,

which gives us, taking into account that φ(e0, ·) = φ(·, e0) = 0:
ψ′(x1, x2, e0) = ψ(x1, x2, e0)− (δ2φ)(x1, x2, e0)
= ψ(x1, x2, e0)− φ ([x1, x2] , e0)︸ ︷︷ ︸

=0

−φ ([x2, e0] , x1)− φ ([e0, x1] , x2)

+ [x1, φ(x2, e0)︸ ︷︷ ︸
=0

]− [x2, φ(x1, e0)︸ ︷︷ ︸
=0

] + [e0, φ(x1, x2)]

= ψ(x1, x2, e0) + deg(x2) φ(x2, x1)︸ ︷︷ ︸
=−φ(x1,x2)

−deg(x1)φ(x1, x2) + (deg(x1) + deg(x2) + d)φ(x1, x2)

= −d φ(x1, x2) + d φ(x1, x2) = 0 .

We thus have ψ′(x1, x2, e0) = 0 . Next, let us write down the cocycle condition for ψ′ on
the quadruplet (x1, x2, x3, e0) of homogeneous elements:

(δ3ψ
′)(x1, x2, x3, e0) = 0

⇔ ψ′ ([x1, x2] , x3, e0)︸ ︷︷ ︸
=0

−ψ′ ([x1, x3] , x2, e0)︸ ︷︷ ︸
=0

+ψ′ ([x1, e0] , x2, x3)

+ ψ′ ([x2, x3] , x1, e0)︸ ︷︷ ︸
=0

−ψ′ ([x2, e0] , x1, x3) + ψ′ ([x3, e0] , x1, x2)

− [x1, ψ
′(x2, x3, e0)︸ ︷︷ ︸

=0

] + [x2, ψ
′(x1, x3, e0)︸ ︷︷ ︸

=0

]− [x3, ψ
′(x1, x2, e0)︸ ︷︷ ︸

=0

] +
[
e0, ψ

′(x1, x2, x3)
]

= 0

⇔ − deg(x1)ψ(x1, x2, x3) + deg(x2)ψ(x2, x1, x3)︸ ︷︷ ︸
=−ψ(x1,x2,x3)

−deg(x3)ψ(x3, x1, x2)︸ ︷︷ ︸
=ψ(x1,x2,x3)

+ (deg(x1) + deg(x2) + deg(x3) + d)ψ(x1, x2, x3) = 0
⇔ d ψ(x1, x2, x3) = 0⇔ ψ(x1, x2, x3) = 0 as d 6= 0 .

We conclude that the third cohomology of the Witt algebra reduces to the degree zero
cohomology, in agreement with the result of Fuks (3.2). �
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4.2. The degree zero cohomology for the Witt algebra. The proposition we shall
prove in this section is the following:

Proposition 4.2. The following holds:

H3
(0)(W,W) = {0} .

Clearly, Proposition 4.2 together with Proposition 4.1 shows Theorem 4.1. The proof
of Proposition 4.2 is accomplished in six steps and is similar to the proof performed for
H2

(0)(W,W) in [25, 26].
Let ψ be a degree zero 3-cocycle, i.e. we can write it as ψ(ei, ej , ek) = ψi,j,kei+j+k with
suitable coefficients ψi,j,k ∈ K. We say that ψ·,·,· is of level l ∈ Z if one of its indices is equal
to l, i.e. ψ·,·,· = ψ·,·,l or some permutation thereof.
Consequently, five steps of the proof correspond to the analysis of the levels plus one, minus
one, zero, plus two and minus two. The final step consists in the analysis of generic levels,
which is obtained by induction. In each step, there are always three cases to consider
depending on the signs of the indices. One of the three indices corresponds to the level
and is fixed. In that case, the three cases to consider correspond to both remaining indices
being negative, both being positive, or one being negative and one being positive. It does
not matter which of the indices are chosen to be positive or negative, nor does it matter
which one of the three indices is chosen to be fixed, because of the alternating property of
the cochains. In the following, we provide a brief and superficial summary of the proof:

• Level plus one / minus one: There is a cohomological change ψ′ = ψ − δ2φ,
φ ∈ C2

(0)(W,W) which allows to normalize to zero either the coefficients of level plus
one or the coefficients of level minus one, depending on the signs of the two remaining
indices. More precisely, we normalize ψ′ to ψ′i,j,−1 = 0 if i and j are both positive
and ψ′i,j,1 = 0 else.
The aim is to use the coboundary condition to produce recurrence relations which
provide a consistent definition of φ, i.e. of all the φi,j ∀ i, j ∈ Z. Each degree of
freedom given by some φ·,· should be used to cancel some coefficient of the form ψ·,·,1
or ψ·,·,−1. In the case where both indices of φi,j have the same sign, the definition of
the φi,j ’s can be obtained in a straightforward manner from the recurrence relations.
In the case where the two indices are of opposite sign, poles occur in the recurrence
relations, and the definition of the φi,j ’s has to be obtained in a somewhat roundabout
manner.
• Level zero: For a cocycle ψ normalized as described in the previous bullet point,
the cocycle conditions imply ψi,j,0 = 0 ∀ i, j ∈ Z.
The cocycle conditions provide recurrence relations which allow to deduce the result
immediately for i and j of the same sign. For i and j of different sign, the proof is
an (almost) straightforward generalization of the proof of H2(W,W)(0) = {0} given
in [25, 26].
• Level minus one / plus one: The cocycle conditions imply ψi,j,1 = 0 if i and j are
both positive and ψi,j,−1 = 0 else. Together with the result of the first bullet point,
we have ψi,j,1 = ψi,j,−1 = 0 ∀ i, j ∈ Z.
This step is the simplest one of the entire proof. The cocycle conditions provide
again recurrence relations which allow to deduce the results directly.
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• Levels plus two and minus two / Generic Level k: The cocycle conditions
imply ψi,j,−2 = 0 and ψi,j,2 = 0 ∀ i, j ∈ Z. Induction on k subsequently implies
ψi,j,k = 0 ∀ i, j, k ∈ Z.
For both indices i and j negative, the first step consists in proving that level minus
two is zero, i.e. ψi,j,−2 = 0. Induction on the third index allows to conclude that
the coefficients ψi,j,k are zero for all negative indices i, j, k ≤ 0. These results can be
obtained directly from the recurrence relations given by the cocycle conditions.
In the case of one positive and one negative index, the first step consists in proving
that both levels plus two and minus two are zero, ψi,j,2 = ψi,j,−2 = 0. This has to be
done by using induction on either i or j depending on the level under consideration.
Note that in the proof of H2(W,W)(0) = {0} in [25, 26], the vanishing of the levels
plus two and minus two could be proved directly without using induction. Obviously,
the number of times induction has to be used increases with the number of indices.
Due to poles and zeros in the recurrence relations, the proof again follows a somewhat
roundabout way. The second and final step consists in using induction on the third
index in order to prove ψi,j,k = 0 for mixed indices, i.e. two indices positive and one
index negative or two indices negative and one index positive.
The final case with both indices i and j positive starts with the proof that level plus
two is zero, i.e. ψi,j,2 = 0. Induction on the third index allows to conclude that
the coefficients ψi,j,k are zero for all positive indices i, j, k ≥ 0. These results follow
directly from the recurrence relations.

We now come to the detailed proof. Let us write down the coboundary and cocycle conditions
for later use. If φ is a degree zero 2-cochain, i.e. φ(ei, ej) = φi,jei+j , the coboundary condition
for ψ on the triplet (ei, ej , ek) becomes:

ψi,j,k = (δ2φ)i,j,k =(j − i)φi+j,k + (k − j)φk+j,i + (i− k)φi+k,j
− (j + k − i)φj,k + (i+ k − j)φi,k − (i+ j − k)φi,j .

The cocycle condition for ψ on the quadruplet (ei, ej , ek, el) becomes:
(δ3ψ)i,j,k,l =(j − i)ψi+j,k,l − (k − i)ψi+k,j,l + (l − i)ψi+l,j,k

+ (k − j)ψk+j,i,l − (l − j)ψl+j,i,k + (l − k)ψl+k,i,j
− (j + k + l − i)ψj,k,l + (i+ k + l − j)ψi,k,l
− (i+ j + l − k)ψi,j,l + (i+ j + k − l)ψi,j,k = 0 .

The first step of the proof is achieved with a cohomological change:

Lemma 4.1. Every 3-cocycle ψ of degree zero is cohomologous to a degree zero 3-cocycle ψ′
with:

ψ′i,j,1 = 0 ∀ i ≤ 0, ∀ j ∈ Z ,
and ψ′i,j,−1 = 0 ∀ i, j > 0 ,
and ψ′i,−1,2 = 0 ∀ i ∈ Z ,
and ψ′−4,2,−2 = 0 .

(4.1)

Proof. The aim is to define consistently a 2-cochain φ that leads to the results (4.1) after
the cohomological change. Writing φ in terms of its coefficients, we start by defining φi,1 =
0 ∀ i ∈ Z and φ−1,2 = 0. Hence, we will perform a cohomological change ψ′ = ψ−δ2φ with φ
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normalized to φi,1 = 0 ∀ i ∈ Z and φ−1,2 = 0 . This simplifies the notations considerably.
To increase the readability of the proof, we will separate the analysis depending on the signs
of the indices i, j. Let us start with the case i and j both being negative.
Case 1: i, j ≤ 0
Our aim is to show that we can find coefficients φi,j such that ψ′i,j,1 = 0. Writing down the
coboundary condition for (i, j, 1) and dropping the terms of the form φ.,1, we need:

ψi,j,1 = −(i+ j − 1)φi,j + (i− 1)φi+1,j − (j − 1)φj+1,i .

This is the case if we define φ:

φi,j := i− 1
i+ j − 1φi+1,j −

j − 1
i+ j − 1φj+1,i −

ψi,j,1
i+ j − 1 .

Starting with i = 0, j = −1, j decreasing and using φ.,1 = 0, this recurrence relation defines
in a first step φ0,j for j ≤ −1. In a second step, φ−1,j with j ≤ −2 can be obtained, and so
on for all i ≤ −2 with j < i. It is sufficient to consider j < i due to the alternating character
of the cochains. Thus, this recurrence relation defines φi,j for i, j ≤ 0. It follows that we can
perform a cohomological change such that ψ′i,j,1 = 0 ∀ i, j ≤ 0.
Case 2: i ≤ 0 and j > 0
We will start by proving that we can obtain ψ′i,2,−1 = 0 ∀ i ≤ 0 for a suitable choice of the
coefficients φi,j .
Let us consider the coboundary condition for (−3, 2,−1). Taking into account the normal-
ization φ2,−1 = 0 we obtain:

−2φ−4,2 − 6φ−3,−1 = ψ−3,2,−1 .

The quantity φ−3,−1 has been defined in the previous case i, j ≤ 0. Thus, we obtain a
definition for φ−4,2. From there, we can obtain φi,2 i ≤ −5 by using the coboundary condition
for (i, 2,−1) and φ2,−1 = 0, which gives us:

φi−1,2 = 3 + i

i+ 1φi,2 + ψi,2,−1
i+ 1 −

i− 3
i+ 1φi,−1 + i− 2

i+ 1φi+2,−1 . (4.2)

The last two terms have been defined in the previous case i, j ≤ 0. Thus, this defines
φi,2 i ≤ −4 such that we have ψ′i,2,−1 = 0 ∀ i ≤ −3. Next, let us consider the coboundary
condition for (−4, 2,−2):

ψ−4,2,−2 = −2φ−6,2 − 8φ−4,−2 − 4φ0,−4 − 4φ2,−2 .

The coefficients φ−4,−2 and φ0,−4 have been defined in the previous case i, j ≤ 0. The
coefficient φ−6,2 has been defined in (4.2) for i ≤ −4. Therefore, we obtain a definition for
φ2,−2, which annihilates ψ′−4,2,−2, ψ′−4,2,−2 = 0 .
As φ2,−2 is now defined, we can come back to Equation (4.2), insert i = −2 and obtain a
definition for φ−3,2, annihilating ψ′−2,2,−1. Since φ−1,2 = 0 due to our normalization, the
only remaining φi,2 i ≤ 0 to define is φ0,2.
Let us write down the coboundary condition for (0, 2,−1):

− (3φ0,2 + 3φ0,−1) = ψ0,2,−1

⇔ φ0,2 = −φ0,−1 −
1
3ψ0,2,−1 .



THE COHOMOLOGY OF THE WITT AND THE VIRASORO ALGEBRA 11

This defines φ0,2 and consequently, ψ′0,2,−1 = 0. Since ψ′−1,2,−1 = 0 due to the alternating
property, we obtain all in all that ψ′i,2,−1 = 0 ∀ i ≤ 0.
Next, let us prove that we can obtain ψ′i,j,1 = 0 ∀ i ≤ 0 ∀ j > 0. It suffices to write down
the coboundary condition for (i, j, 1) in the following way:

φi,j+1 := i+ j − 1
j − 1 φi,j −

i− 1
j − 1φi+1,j + ψi,j,1

j − 1 .

Fixing i = 0, and starting with j = 2 (recall that φi,1 = 0 and that we have just defined all
φi,2 i ≤ 0), j increasing, we obtain φ0,j ∀ j > 2 and ψ′0,j,1 = 0 ∀ j ≥ 2. Similarly, fixing
i = −1, and starting with j = 2, j increasing, we obtain φ−1,j ∀ j > 2 and ψ′−1,j,1 = 0 ∀ j ≥ 2.
Continuing along the same lines, we obtain φi,j ∀ i ≤ 0, j > 0 and ψ′i,j,1 = 0 ∀ i ≤ 0, j > 0.
Together with the result ψ′i,j,1 = 0 ∀ i, j ≤ 0 obtained from the previous case with i, j ≤ 0,
we get ψ′i,j,1 = 0 ∀ i ≤ 0, ∀ j ∈ Z

Case 3: i > 0 and j > 0
Let us write down the coboundary condition for (i, j,−1):

ψi,j,−1 =(i+ 1)φi−1,j + (i− j − 1)φi,−1 − (1 + i+ j)φi,j
+ (j + 1)φi,j−1 + (1 + i− j)φj,−1 + (j − i)φi+j,−1 .

From there, we can define φ via recurrence as follows:

φi,j = (i+ 1)
(1 + i+ j)φi−1,j + (j + 1)

(1 + i+ j)φi,j−1 −
ψi,j,−1

(1 + i+ j)

+ (i− j − 1)
(1 + i+ j)φi,−1 + (1 + i− j)

(1 + i+ j)φj,−1 + (j − i)
(1 + i+ j)φi+j,−1 .

Note that φ.,−1 have been defined in the previous case for i ≤ 0, j > 0. Starting with i = 2,
j = 3 and j increasing, we obtain in a first step φ2,j , ∀ j ≥ 3 and ψ′2,j,−1 = 0 ∀ j ≥ 3. Next,
fixing i = 3, starting with j = 4 and j increasing, we obtain in a second step φ3,j , ∀ j ≥ 4
and ψ′3,j,−1 = 0 ∀ j ≥ 4. Continuing similarly with i increasing, we finally obtain all
φi,j , ∀ i, j > 0, and ψ′i,j,−1 = 0 ∀ i, j > 0 . Note that we already have ψ′1,j,−1 = 0 ∀ j > 0
due to the previous case, which yielded ψ′i,j,1 = 0 ∀ i ≤ 0, ∀ j ∈ Z. Combining the result
ψ′i,j,−1 = 0 ∀ i, j > 0 with the result ψ′i,2,−1 = 0 ∀ i ≤ 0 from the previous case i ≤ 0, j > 0,
we also obtain ψ′i,2,−1 = 0 ∀ i ∈ Z . �

Lemma 4.2. Let ψ be a degree zero 3-cocycle such that:
ψi,j,1 = 0 ∀ i ≤ 0, ∀ j ∈ Z ,

and ψi,j,−1 = 0 ∀ i, j > 0 ,
and ψi,−1,2 = 0 ∀ i ∈ Z ,

then
ψi,j,0 = 0 ∀ i, j ∈ Z . (4.3)

Proof. Again, we split the proof into the three cases depending on the signs of i and j.
Case 1: i, j ≤ 0
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Let us write down the cocycle condition for (i, j, 0, 1), neglecting the terms of the form
ψi,j,1 i, j ≤ 0:

(i+ j − 1)ψi,j,0 − (i− 1)ψi+1,j,0 + (j − 1)ψj+1,i,0 = 0 .
We can define the following recurrence relation for i and j decreasing:

ψi,j,0 = (i− 1)
(i+ j − 1)ψi+1,j,0 −

(j − 1)
(i+ j − 1)ψj+1,i,0 .

Fixing i = −1, starting with j = −2 and j decreasing, we obtain ψ−1,j,0 = 0 ∀ j ≤ −2.
Repeating the same procedure with decreasing values for i and j < i, we obtain ψi,j,0 =
0 ∀ i, j ≤ 0.
Case 2: i ≤ 0, j > 0
Let us write down the cocycle condition for (i, 2, 0,−1):

−����ψ−1,i,2 + 3ψ1,i,0 + (−1 + i)ψ2,0,−1 − 2����ψ2,i,−1 − (1 + i)ψ−1+i,2,0

+ (−3 + i)ψi,0,−1 −����ψi,2,−1 + (3 + i)ψi,2,0 − (−2 + i)ψ2+i,0,−1 = 0 .

The slashed terms cancel each other, although they are zero anyway as we have ψi,2,−1 =
0 ∀ i ∈ Z. The term ψ1,i,0 is zero as we have ψi,j,1 = 0 ∀ i, j ≤ 0. The term ψ2,0,−1 is zero
due to ψi,2,−1 = 0 ∀ i ∈ Z. The terms ψi,0,−1 and ψ2+i,0,−1 (for i ≤ −2) are zero because of
Case 1, i.e. they are of the form ψi,j,0 = 0 ∀ i, j ≤ 0. Therefore, we are left with:

ψi−1,2,0 = i+ 3
i+ 1ψi,2,0 . (4.4)

Putting i = −3 in the equation above, this recurrence relation implies ψ−4,2,0 = 0 and by
recursion ψi,2,0 = 0 ∀i ≤ −4. Next, consider the cocycle condition for (i, 2,−2, 0):

2����ψ−2,i,2 + iψ2,−2,0 + 2����ψ2,i,−2 + (2 + i)ψ−2+i,2,0

+ (−4 + i)ψi,−2,0 − (4 + i)ψi,2,0 − (−2 + i)ψ2+i,−2,0 = 0 .

The slashed terms cancel each other, the terms ψi,−2,0 and ψ2+i,−2,0 (for i ≤ −2) are zero
because of ψi,j,0 = 0 ∀ i, j ≤ 0. As we have ψi,2,0 = 0 ∀i ≤ −4, we can put for example i = −4
in the equation above and obtain ψ2,−2,0 = 0. Inserting this value in Equation (4.4) with
i = −2, we obtain ψ−3,2,0 = 0. Recall that we also have ψ−1,2,0 = 0 due to ψi,−1,2 = 0 ∀ i ∈ Z.
All in all, we have ψi,2,0 ∀ i ≤ 0.
This result is needed to write down a well-defined recurrence relation. Writing down the
cocycle condition for (i, j, 0, 1) and neglecting the terms of the form ψi,j,1 with i, j ≤ 0 and
i ≤ 0 , j > 0, we obtain the following recurrence relation:

ψi,j+1,0 = i+ j − 1
j − 1 ψi,j,0 −

i− 1
j − 1ψi+1,j,0 .

Fixing i = −1, one starts with j = 2 (since we already have ψi,j,1 = 0 i, j ≤ 0 and ψi,2,0 =
0 i ≤ 0), which gives, with increasing j, ψ−1,j,0 = 0 j ≥ 3. Continuing with fixing i = −2,
starting again with j = 2 and increasing j, we obtain ψ−2,j,0 = 0 j ≥ 3. Doing this for all
i ≤ 0, we finally obtain ψi,j,0 = 0 ∀ i ≤ 0, j > 0.
Case 3: i, j > 0
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Writing down the cocycle condition for (i, j, 0,−1), we obtain:

−����ψ−1,i,j − (1 + i)ψ−1+i,j,0 + (−1 + i− j)ψi,0,−1 + i����ψi,j,−1 −(((((
(((((−1 + i+ j)ψi,j,−1

+ (1 + i+ j)ψi,j,0 + (1 + j)ψ−1+j,i,0 + (1 + i− j)ψj,0,−1 − j����ψj,i,−1 + (−i+ j)ψi+j,0,−1 = 0 .
The slashed terms cancel each other, though they are zero anyway due to ψi,j,−1 = 0 i, j > 0.
The terms ψi,0,−1, ψj,0,−1 and ψi+j,0,−1 are zero due to the previous case, ψi,j,0 = 0 i ≤ 0, j >
0. Thus, we obtain the following recurrence relation:

ψi,j,0 = (1 + i)
(1 + i+ j)ψ−1+i,j,0 −

(1 + j)
(1 + i+ j)ψ−1+j,i,0 .

Fixing i = 1, starting with j = 2, j increasing, we obtain ψ1,j,0 = 0 j ≥ 2. Fixing i = 2,
starting with j = 3, we get ψ2,j,0 = 0 j ≥ 3. Continuing with increasing i and keeping j > i
due to skew-symmetry, we finally obtain ψi,j,0 = 0 ∀ i, j > 0.
Taking all three cases together, we obtain the announced result, ψi,j,0 = 0 ∀ i, j ∈ Z. �

Lemma 4.3. Let ψ be a degree zero 3-cocycle such that:
ψi,j,1 = 0 ∀ i ≤ 0, ∀ j ∈ Z ,

and ψi,j,−1 = 0 ∀ i, j > 0 ,
and ψi,−1,2 = 0 ∀ i ∈ Z ,
and ψi,j,0 = 0 ∀ i, j ∈ Z ,

then
ψi,j,1 = ψi,j,−1 = 0 ∀ i, j ∈ Z .

Proof. Again, the proof is split into the three cases depending on the signs of i, j.
Case 1: i, j ≤ 0
Writing down the cocycle condition for (i, j, 1,−1) and neglecting ψi,j,1 i, j ≤ 0 as well as
ψi,j,0 i, j ≤ 0, we obtain:

− (−2 + i+ j)ψi,j,−1 + (−1 + i)ψ1+i,j,−1 − (−1 + j)ψ1+j,i,−1 = 0

⇔ ψi,j,−1 = (−1 + i)
(−2 + i+ j)ψ1+i,j,−1 −

(−1 + j)
(−2 + i+ j)ψ1+j,i,−1 .

Fixing i = −2 (since level zero ψ0,j,−1 j ≤ 0 is already done and ψ−1,j,−1 = 0), starting with
j = −3 and j decreasing, we obtain ψ−2,j,−1 = 0 j ≤ −3. Fixing i = −3, starting with
j = −4 and j decreasing, we get ψ−3,j,−1 = 0 j ≤ −4. Continuing along the same lines, we
obtain ψi,j,−1 = 0 i, j ≤ 0.
Case 2: i ≤ 0, j > 0
Writing down the cocycle condition for (i, j, 1,−1) and neglecting ψi,j,1 i ≤ 0, j > 0,
ψi,j,1 i, j ≤ 0 as well as ψi,j,0 i ≤ 0, j > 0, we obtain:

− (−2 + i+ j)ψi,j,−1 + (−1 + i)ψ1+i,j,−1 − (−1 + j)ψ1+j,i,−1 = 0

⇔ ψi,1+j,−1 = (−2 + i+ j)
(−1 + j) ψi,j,−1 −

(−1 + i)
(−1 + j)ψ1+i,j,−1 .

Fixing i = −2 (since level zero ψ0,j,−1 j > 0 is already done and ψ−1,j,−1 = 0) and starting
with j = 2 (since ψi,2,−1 = 0 i ≤ 0), increasing j, we obtain ψ−2,j,−1 = 0 j ≥ 3. Fixing
i = −3, starting again with j = 2, j increasing, we get ψ−3,j,−1 = 0 j ≥ 3. Continuing with
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i decreasing, we get ψi,j,−1 = 0 i ≤ 0, j > 0.
Case 3: i, j > 0
Writing again down the cocycle condition for (i, j, 1,−1), this time neglecting the terms
ψi,j,−1 i, j > 0 and ψi,j,0 i, j > 0, we obtain:

− (1 + i)ψ−1+i,j,1 + (2 + i+ j)ψi,j,1 + (1 + j)ψ−1+j,i,1 = 0

⇔ ψi,j,1 = (1 + i)
(2 + i+ j)ψ−1+i,j,1 −

(1 + j)
(2 + i+ j)ψ−1+j,i,1 .

Fixing i = 2 (since ψ1,j,1 = 0) and starting with j = 3, increasing j, we obtain ψ2,j,1 = 0 j ≥
3. Increasing i and keeping j > i we finally obtain ψi,j,1 = 0 ∀ i, j > 0.
Taking all three cases together, we have proven that ψi,j,1 = 0 ∀ i, j ∈ Z and ψi,j,−1 =
0 ∀ i, j ∈ Z. �

Lemma 4.4. Let ψ be a degree zero 3-cocycle such that:
ψi,j,1 = ψi,j,−1 = ψi,j,0 = 0 ∀ i, j ∈ Z and ψ−4,2,−2 = 0 ,

then
ψi,j,k = 0 ∀ i, j, k ∈ Z .

Proof. Again, the proof is split in the three cases depending on the signs of i and j.
Case 1: i, j ≤ 0
In a first step, we shall prove the following statement: ψi,j,−2 = 0 ∀ i, j ≤ 0 .
Writing down the cocycle condition for (i, j,−2, 1) and neglecting the terms of level one ψi,j,1
and level minus one ψi,j,−1, we obtain the following:

(−3 + i+ j)ψi,j,−2 − (−1 + i)ψ1+i,j,−2 + (−1 + j)ψ1+j,i,−2 = 0

⇔ ψi,j,−2 = (−1 + i)
(−3 + i+ j)ψ1+i,j,−2 −

(−1 + j)
(−3 + i+ j)ψ1+j,i,−2 .

Fixing i = −3 (since the levels zero ψi,j,0 and minus one ψi,j,−1 are already done and
ψ−2,j,−2 = 0), starting with j = −4 and decreasing j, we obtain ψ−3,j,−2 = 0 j ≤ −4.
Continuing along the same lines with decreasing i and keeping j < i, we obtain ψi,j,−2 =
0 ∀ i, j ≤ 0 as a first step.
In a second step, we shall prove ψi,j,k = 0 ∀ i, j, k ≤ 0 . This can be done by induction. We
know the result is true for k = 0,−1,−2. Hence, we will assume it is true for some k ≤ −2
and check whether it remains true for k − 1. The cocycle condition for (i, j, k,−1) is given
by, after omitting terms of level minus one ψi,j,−1:

− (1 + i)ψ−1+i,j,k + (1 + i+ j + k)ψi,j,k + (1 + j)ψ−1+j,i,k − (1 + k)ψ−1+k,i,j = 0
⇔ −(1 + k)ψ−1+k,i,j = 0⇔ ψ−1+k,i,j = 0 as k ≤ −2 .

The terms ψ−1+i,j,k, ψi,j,k and ψ−1+j,i,k are zero since they are of level k and thus zero by
induction hypothesis. It follows ψi,j,k = 0 ∀ i, j, k ≤ 0.
Case 2: i ≤ 0, j > 0
In a first step, we shall prove the following statements: ψi,j,−2 = 0 ∀ i ≤ 0, j > 0 and
ψi,j,2 = 0 ∀ i ≤ 0, j > 0 .
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The cocycle condition for (−3, 2,−2,−1) reads, after dropping the terms of level one, minus
one and zero:

2ψ−4,2,−2 − 2ψ−3,2,−2 = 0 .
Since we have ψ−4,2,−2 = 0, the equation above implies ψ−3,2,−2 = 0. Next, let us write down
the cocycle condition for (−3, j,−2, 1), which gives after dropping terms of level one and of
level minus one:

(−6 + j)ψ−3,j,−2 + (−1 + j)ψ1+j,−3,−2 = 0

⇔ ψ1+j,−3,−2 = (−6 + j)
(−1 + j)ψj,−3,−2 .

Starting with j = 2, we obtain ψj,−3,−2 = 0 ∀ j ≥ 3 since the starting point is zero:
ψ2,−3,−2 = 0. Adding the level one, we obtain ψj,−3,−2 = 0 ∀ j > 0.
Next, let us write down the cocycle condition for (i, 3, 2,−1) after dropping terms of level
one and level minus one:

− (1 + i)ψ−1+i,3,2 + (6 + i)ψi,3,2 = 0

⇔ ψ−1+i,3,2 = (6 + i)
(1 + i)ψi,3,2 . (4.5)

This gives us for i = −2: ψ−3,3,2 = −4ψ−2,3,2.
For i = −3: ψ−4,3,2 = 3

−2ψ−3,3,2 = 6ψ−2,3,2.
For i = −4: ψ−5,3,2 = 2

−3ψ−4,3,2 = −4ψ−2,3,2.
Now, let us write down the cocycle condition for (−3, 3, 2,−2) and drop the terms of level
one, level minus one and level zero, as well as the terms of the form ψj,−3,−2 j > 0:

ψ−5,3,2 + 4ψ−3,3,2 − 6ψ3,2,−2 = 0
⇔ −4ψ−2,3,2 − 16ψ−2,3,2 − 6ψ−2,3,2 = 0
⇔ ψ−2,3,2 = 0 .

To obtain the second line, the first two terms were simply replaced by their expressions
computed above. Putting i = −2 and ψ−2,3,2 = 0 in the recurrence relation (4.5), we obtain
ψi,3,2 = 0 ∀ i ≤ −3. Together with the levels minus one and zero, we obtain ψi,3,2 = 0 ∀ i ≤ 0.
To prove ψi,j,−2 = 0 ∀ i ≤ 0, j > 0, we will use induction on i. Indeed, we have proven that
ψi,j,−2 = 0 ∀ j > 0, for i = 0,−1,−2,−3 (recall that we have ψj,−3,−2 = 0 j > 0). Suppose
the statement holds true down to i + 1, i ≤ −4, and let us see what happens for i. The
cocycle condition for (i, j,−2, 1) gives, after dropping terms of level one and level minus one:

(−3 + i+ j)ψi,j,−2 − (−1 + i)ψ1+i,j,−2︸ ︷︷ ︸
=0

+(−1 + j)ψ1+j,i,−2 = 0

⇔ ψi,j+1,−2 = (−3 + i+ j)
(−1 + j) ψi,j,−2 . (4.6)

The term in the middle is zero due to the induction hypothesis.
This gives, for j = 2: ψi,3,−2 = (−1 + i)ψi,2,−2.
For j = 3: ψi,4,−2 = i

2ψi,3,−2 = (−1+i)(i)
2 ψi,2,−2.

For j = 4: ψi,5,−2 = (1+i)
3 ψi,4,−2 = (−1+i)(i)(1+i)

6 ψi,2,−2.
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Next, we will insert these values into the cocycle condition for (i, 3,−2, 2), after dropping
terms of level zero and level one:

(−3 + i)ψ3,−2,2 + ψ5,i,−2 + (2 + i)ψ−2+i,3,2 + (−3 + i)ψi,−2,2

+ (−1 + i)ψi,3,−2 − (7 + i)ψi,3,2 − (−2 + i)ψ2+i,3,−2 − (−3 + i)ψ3+i,−2,2 = 0

⇔ −(−1 + i)(i)(1 + i)
6 ψi,2,−2 − (−3 + i)ψi,2,−2 + (−1 + i)(−1 + i)ψi,2,−2 = 0

⇔ (i− 3)(i2 − 3i+ 8)ψi,2,−2 = 0 .
The terms ψ3,−2,2, ψ−2+i,3,2 and ψi,3,2 are zero due to what was proved before, ψi,3,2 =
0 ∀ i ≤ 0. The terms ψ2+i,3,−2 and ψ3+i,−2,2 are zero as a consequence of the induction
hypothesis. In the last line, we have (i−3) 6= 0, since i ≤ −4, and also (i2−3i+8) 6= 0 since
its discriminant is negative. It follows ψi,2,−2 = 0. Reinserting this into (4.6) and taking
into account that level one is zero, we obtain that the induction holds true for i, and thus:
ψi,j,−2 = 0 ∀ i ≤ 0, j > 0.
Next, we proceed similarly, but with induction on j, to prove ψi,j,2 = 0 ∀ i ≤ 0, j > 0. We
already know that the statement holds true for j = 1, 2, 3. Let us suppose it is true up to
j − 1, j ≥ 4, and show that it remains true for j. Let us write down the cocycle condition
for (i, j, 2,−1), after dropping terms of level one and level minus one:

− (1 + i)ψ−1+i,j,2 + (3 + i+ j)ψi,j,2 + (1 + j)ψ−1+j,i,2︸ ︷︷ ︸
=0

= 0

⇔ ψ−1+i,j,2 = (3 + i+ j)
(1 + i) ψi,j,2 . (4.7)

The third term is zero due to the induction hypothesis. From the recurrence relation above,
we obtain for i = −2: ψ−3,j,2 = −(1 + j)ψ−2,j,2.
For i = −3: ψ−4,j,2 = j

(−2)ψ−3,j,2 = j(1+j)
2 ψ−2,j,2

For i = −4: ψ−5,j,2 = (−1+j)
(−3) ψ−4,j,2 = − (−1+j)j(1+j)

6 ψ−2,j,2.
Next, we insert these values into the cocycle condition for (−3, j, 2,−2) after dropping terms
of level zero and level minus one:

ψ−5,j,2 − (3 + j)ψ−3,2,−2 − (−7 + j)ψ−3,j,−2 + (1 + j)ψ−3,j,2

+ (3 + j)ψ−3+j,2,−2 + (2 + j)ψ−2+j,−3,2 − (3 + j)ψj,2,−2 − (−2 + j)ψ2+j,−3,−2 = 0

⇔ −(−1 + j)j(1 + j)
6 ψ−2,j,2 − (1 + j)(1 + j)ψ−2,j,2 − (3 + j)ψ−2,j,2 = 0

⇔ (j + 3)(8 + 3j + j2)ψ−2,j,2 = 0 .
The terms ψ−3,2,−2, ψ−3,j,−2 and ψ2+j,−3,−2 are zero due to what was shown before in this
proof, ψj,−3,−2 = 0 ∀ j > 0. The terms ψ−3+j,2,−2 and ψ−2+j,−3,2 are zero due to the induction
hypothesis. In the last line, we have (j+ 3) 6= 0, since j ≥ 4, and also (j2 + 3j+ 8) 6= 0 since
its discriminant is negative. It follows ψ−2,j,2 = 0. Reinserting this into (4.7) and taking
into account that level minus one is zero, we obtain that the induction holds true for j, and
thus: ψi,j,2 = 0 ∀ i ≤ 0, j > 0.
Now that the terms of level two and of level minus two are zero for the case i ≤ 0, j > 0, we
can use induction on k to first prove ψi,j,k = 0, ∀ i ≤ 0, j > 0, k ≥ 0 and then
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ψi,j,k = 0, ∀ i ≤ 0, j > 0, k ≤ 0 .
The result is true for k = 0, 1, 2. Let us assume the result is true for k, k ≥ 2 and show that
it remains true for k + 1. The cocycle condition for (i, j, k, 1) gives, after dropping terms of
level one,

(−1 + i+ j + k)ψi,j,k − (−1 + i)ψ1+i,j,k + (−1 + j)ψ1+j,i,k − (−1 + k)ψ1+k,i,j = 0
⇔ (−1 + k)ψ1+k,i,j = 0⇔ ψ1+k,i,j = 0 as k ≥ 2 .

The terms ψi,j,k, ψ1+i,j,k and ψ1+j,i,k are zero because of the induction hypothesis (if 1+i = 1,
the term ψ1+i,j,k is still zero because the level plus one is zero for all j, k ∈ Z). It follows
that the result holds true for k + 1.
All the same, the result is true for k = 0,−1,−2. Let us assume it is true for k, k ≤ −2, and
show that it holds true for k−1. The cocycle condition for (i, j, k,−1) yields, after dropping
terms of level minus one,

− (1 + i)ψ−1+i,j,k + (1 + i+ j + k)ψi,j,k + (1 + j)ψ−1+j,i,k − (1 + k)ψ−1+k,i,j = 0
⇔ (1 + k)ψ−1+k,i,j = 0⇔ ψ−1+k,i,j = 0 as k ≤ −2 .

The terms ψ−1+i,j,k, ψi,j,k and ψ−1+j,i,k are zero because of the induction hypothesis (if
−1 + j = 0, the term ψ−1+j,i,k is still zero because the level zero vanishes for all i, k ∈ Z).
It follows that the result holds true for k − 1. Thus, we have obtained the desired result for
the case i ≤ 0, j > 0.
Case 3: i > 0, j > 0
In a first step, we shall prove the following statement: ψi,j,2 = 0 ∀ i, j > 0 . The cocycle
condition for (i, j, 2,−1) yields, after dropping the terms of level one and of level minus one:

− (1 + i)ψ−1+i,j,2 + (3 + i+ j)ψi,j,2 + (1 + j)ψ−1+j,i,2 = 0

⇔ ψi,j,2 = (1 + i)
(3 + i+ j)ψ−1+i,j,2 + (1 + j)

(3 + i+ j)ψi,−1+j,2 .

Fixing i = 3 and starting with j = 4, j ascending, we obtain ψ3,j,2 = 0 ∀j ≥ 4. Fixing i = 4
and starting with j = 5, j ascending, we get ψ4,j,2 = 0 ∀j ≥ 5. Continuing with ascending i,
keeping j > i, we finally obtain ψi,j,2 = 0 ∀ i, j > 0.
Finally, we want to prove ψi,j,k = 0 ∀ i, j > 0, k ≥ 0 . This can be done with induction on
k. Indeed, the result is true for level zero, level one and level two, i.e. k = 0, 1, 2. Thus, let
us assume the result is true for k, k ≥ 2 and show that it holds true for k + 1. The cocycle
condition for (i, j, k, 1) gives, after dropping the terms of level one:

(−1 + i+ j + k)ψi,j,k − (−1 + i)ψ1+i,j,k + (−1 + j)ψ1+j,i,k − (−1 + k)ψ1+k,i,j = 0
⇔ (−1 + k)ψ1+k,i,j = 0⇔ ψ1+k,i,j = 0 as k ≥ 2 .

The terms ψi,j,k, ψ1+i,j,k and ψ1+j,i,k are zero because of the induction hypothesis. It follows
that the statement holds true for k + 1.
Taking all three cases together, we find the announced result ψi,j,k = 0 ∀ i, j, k ∈ Z �

Proof of Proposition 4.2. Let us collect the statements of the four lemmata. Let ψ be
a degree-zero 3-cocycle of W with values in W. By Lemma 4.1 we can perform a cohomo-
logical change such that we obtain a cohomologous degree-zero 3-cocycle with coefficients
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fulfilling (4.1). Hence, the assumptions of Lemma 4.2 are satisfied and we obtain (4.3). To-
gether with Lemma 4.3, the assumptions of Lemma 4.4 are fulfilled and Lemma 4.4 shows
ψi,j,k = 0 ∀ i, j, k ∈ Z , which proves the Proposition 4.2. �

5. Analysis of H3(V,V)

The aim of this section is to prove the following result:

Theorem 5.1. The third algebraic cohomology of the Virasoro algebra V over a field K with
char(K) = 0 and values in the adjoint module is one-dimensional, i.e.

dim(H3(V,V)) = 1 .

Proof. Theorem 5.1 can be shown by direct computations using elementary algebra. How-
ever, the resulting proof is rather long and complicated. We prefer to prove this result by
using higher tools from cohomological algebra, which has also the advantage to yield interest-
ing intermediate results. Moreover, it exhibits the relations between the various cohomology
groups in an efficient way.
The proof is divided into two main steps:

• Theorem 5.2: Proof of H3(V,W) ∼= H3(W,W).
• Theorem 5.3: Proof of dim(H3(V,K)) = dim(H3(W,K)) = 1.

Theorem 5.2 will be derived via spectral sequences. Theorem 5.3 can be shown by using
elementary algebraic manipulations. These theorems will be proven below. For now, we will
assume that these results hold and we will proceed with the proof of Theorem 5.1.

The short exact sequence of Lie algebras in (2.1) can also be viewed as a short exact
sequence of V-modules. In fact, the Witt algebra W is a V-module. Furthermore, the base
field K is a trivial V-module. This short exact sequence of V-modules gives rise to a long
exact sequence in cohomology, the relevant part for us being the third cohomology:

· · · → H2(V,W)→ H3(V,K)→ H3(V,V)→ H3(V,W)→ . . . . (5.1)

Concerning the third cohomology group, we have H3(W,W) = {0} as proved in the previous
section. This result, together with Theorem 5.2, leads to H3(V,W) = {0}. Moreover, in [26],
it was shown that H2(V,W) ∼= H2(W,W) and also H2(W,W) = {0}; both results together
leading to H2(V,W) = 0. Consequently, the long exact sequence (5.1) above reduces for the
third cohomology to:

0→ H3(V,K)→ H3(V,V)→ 0 . (5.2)
As dim(H3(V,K)) = 1 by Theorem 5.3, the two-term exact sequence (5.2) above yields the
desired result dim(H3(V,V)) = 1. �

5.1. Proof of H3(V,W) ∼= H3(W,W). We will prove this via the Hochschild-Serre spectral
sequence.
Take g = V and h = K in Theorem 3.1, then g/h = W. Hence, the second stage spectral
sequence Epq2 becomes in our case:

Ep,q2 = Hp(W,Hq(K,M))⇒ Hp+q(V,M) .
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Due to the alternating property of the cochains, we have Hk(K,M) = 0 for k > 1. This is
true for any module M .
Consequently, the Hochschild-Serre spectral sequence has only two lines in our case:

0 0 0 . . .

H0(W,H1(K,M)) H1(W,H1(K,M)) H2(W,H1(K,M)) . . .

H0(W,H0(K,M)) H1(W,H0(K,M)) H2(W,H0(K,M)) . . .

(5.3)

For reference, we put the (0, 0)-entry into a box. The entries with p < 0 or q < 0 are zero.
In addition, the entries for q ≥ 2 are zero because of Hk(K,M) = 0 for k > 1.
The second stage spectral sequence comes with differentials:

dp,q2 : Ep,q2 −→ Ep+2,q−1
2 .

With these maps, we can take the cohomology Ep,q3 of Ep,q2 , which gives the third page
spectral sequence:

Ep,q3 = ker dp,q2
im dp−2,q+1

2
.

The third page spectral sequence has the same shape as the second page spectral sequence,
meaning it too has only two lines different from zero. Again, the third page spectral sequence
comes with maps:

dp,q3 : Ep,q3 −→ Ep+3,q−2
3 .

However, the operator dp,q3 corresponds to going three entries to the right and two entries to
the bottom. Since we only have two lines different from zero , we always obtain im dp,q3 = 0.
Moreover, the kernel of dp,q3 then corresponds to Ep,q3 . Therefore, we obtain Ep,q3 = Ep,q4 =
· · · = Ep,q∞ . We finally gathered all the necessary ingredients to prove the following result:

Theorem 5.2. The following holds true:
H3(V,W) ∼= H3(W,W) .

Proof. If M is a g-module, then M is also a h-module since h E g in Theorem 3.1. Then
g/h acts on Hq(h,M). We consider the module M =W in (5.3), which is a V-module and a
trivial K-module. The latter implies H0(K,W) = KW =W, where KW denotes the space of
K-invariants of W.

Moreover, we have H1(K,W) = W as every linear map φ ∈ C1(K,W) is a cocycle and
hence H1(K,W) corresponds one-to-one to all linear maps 1 7→ ω ∈ W, i.e. to all elements
of W. The (0, 0) and (0, 1) entries become: H0(W,W) = WW = 0.

Our second stage spectral sequence thus becomes:
0 0 0 0 0 . . .

0
d0,1

2

**

H1(W,W)
d1,1

2

++

H2(W,W)
d2,1

2

++

H3(W,W) H4(W,W) . . .

0 H1(W,W) H2(W,W) H3(W,W) H4(W,W) . . .
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Once again, we put the (0, 0)-entry into a box to increase readability. In order to simplify
the notation, we define:

ϕp := dp,12 : Ep,12 −→ Ep+2,0
2 . (5.4)

Next, we take the cohomology of the sequence with respect to ϕp, which gives us the third
page spectral sequence Ep,q3 = Ep,q∞ . We will abbreviate Hi(W,W) by Hi:

0 0 0 0 0 . . .

0 ker (ϕ1 : H1 → H3) ker (ϕ2 : H2 → H4) ker (ϕ3 : H3 → H5) ker (ϕ4 : H4 → H6) . . .

0 H1

��

H2

��

H3

im ϕ1

��

H4

im ϕ2

��

. . .

H1(V,W) H2(V,W) H3(V,W) H4(V,W) . . .

The elements Ep,q2 converge to Hp+q(g,M), i.e. Hp+q(V,W) in our case. This means that
in the case under consideration, we can write the elements Hp+q(V,W) of degree n = p+ q
as a direct sum of the elements Ep,q3 of degree n, i.e. the elements Ep,q3 with p+ q = n lying
on the n-th diagonal:

Hk(V,W) ∼= Ek,03 ⊕ Ek−1,1
3 .

We see from the diagram above that for general k ∈ N, we have:

Hk(V,W) ∼=
Hk(W,W)
im ϕk−2

⊕ ker (ϕk−1 : Hk−1(W,W)→ Hk+1(W,W)). (5.5)

In particular, for the first three cohomology spaces we obtain,
• H1(V,W) ∼= H1(W,W).

• H2(V,W) ∼= H2(W,W)⊕ ker (ϕ1 : H1(W,W)→ H3(W,W)).

• H3(V,W) ∼= H3(W,W)
im ϕ1

⊕ ker (ϕ2 : H2(W,W)→ H4(W,W)).
Concerning the third result, we have ker (ϕ2 : H2(W,W) → H4(W,W)) = 0 because
H2(W,W) = {0}, see [26]. Moreover, we have im (ϕ1 : H1(W,W) → H3(W,W)) = 0
because H1(W,W) = {0}, see the appendix. Hence, we obtain the announced result. �

The same techniques as the ones used in the proof above also lead to the following result:

Proposition 5.1. Let M be a W-module. Then ∀ k ∈ N the following holds:
If Hj(W,M) = 0 for j = k − 1 and j = k − 2 ,

then Hk(V,M) ∼= Hk(W,M) .

Proof. The Equation (5.5) is true also in the context of general modules M . �

Remark 5.1. Since we have H0(W,W) = 0 and also H1(W,W) = 0, we obtain from Propo-
sition 5.1 that H2(V,W) = H2(W,W). This has also been proved by explicit computations
before in [26].
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5.2. Analysis of H3(W,K) and H3(V,K). In this section we will prove:

Theorem 5.3. The third algebraic cohomology of the Witt and the Virasoro algebra over a
field K with char(K) = 0 with values in the trivial module K is one-dimensional, i.e.:

dim(H3(W,K)) = dim(H3(V,K)) = 1 .

For the convenience of the reader, we write down the condition for a 3-cochain ψ to be a
cocycle with values in the trivial module:

(δ3ψ)(x1, x2, x3, x4) = ψ ([x1, x2] , x3, x4)− ψ ([x1, x3] , x2, x4) + ψ ([x1, x4] , x2, x3)
+ ψ ([x2, x3] , x1, x4)− ψ ([x2, x4] , x1, x3) + ψ ([x3, x4] , x1, x2) = 0 ,

(5.6)

where x1, x2, x3, x4 are elements of W or V.
The condition for a 3-cocycle ψ to be a coboundary with values in the trivial module is given
by:
ψ(x1, x2, x3) = (δ2φ)(x1, x2, x3) = φ ([x1, x2] , x3) + φ ([x2, x3] , x1) + φ ([x3, x1] , x2) , (5.7)

where φ is a 2-cochain with values in K and x1, x2, x3 are elements of W or V.
Next, consider the following trilinear map:

Ψ :W ×W ×W → K ,

defined on the basis elements via:
Ψ(ei, ej , ek) = (i− j)(j − k)(i− k)δi+j+k,0 , (5.8)

which we extend trivially to:
Ψ̂ : V × V × V → K ,

by setting Ψ̂(x1, x2, x3) = 0 whenever one of the elements x1, x2 or x3 is a multiple of the
central element t.

Proposition 5.2. The trilinear maps Ψ and Ψ̂ define non-trivial cocycle classes of H3(W,K)
and H3(V,K), respectively.

Proof. By their very definition, Ψ and Ψ̂ are alternating.
A straight-forward calculation of (5.6) for a triplet of basis elements ei, ej , ek yields δ3Ψ = 0.
Hence Ψ is a three-cocycle ofW. Concerning the Virasoro algebra, we have δ3Ψ̂(x1, x2, x3, x4) =
0 if one of the arguments is central. If all the arguments are coming from W, we obtain3:
δ3Ψ̂(x1, x2, x3, x4) = δ3Ψ(x1, x2, x3, x4) = 0. Thus, Ψ̂ is a 3-cocycle for V. It remains to be
shown that these cocycles are not trivial.
Let us assume that Ψ and Ψ̂ are coboundaries, which will lead us to a contradiction. So, let
Φ :W ×W → K be a 2-cochain with Ψ = δ2Φ. On the one hand, evaluating Ψ on the triple
e−1, e1, e0, we obtain by the very definition (5.8) of Ψ:

Ψ(e−1, e1, e0) = 2 . (5.9)
On the other hand, Ψ being a coboundary we obtain using (5.7):

Ψ(e−1, e1, e0) = Φ ([e−1, e1] , e0) + Φ ([e1, e0] , e−1) + Φ ([e0, e−1] , e1)
= 2Φ(e0, e0)− Φ(e1, e−1)− Φ(e−1, e1) = 0 .

(5.10)

3 In abuse of notation, we use the same symbol x to refer both to x ∈ V and its projection π(x) ∈ W.
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Therefore, Ψ cannot be a coboundary. Similarly, assume Ψ̂ = δ2Φ̂, with Φ̂ : V × V → K.
Again, we obtain Ψ̂(e−1, e1, e0) = Ψ(e−1, e1, e0) = 2 as well as δ2Φ̂(e−1, e1, e0) = 0, hence Ψ̂
cannot be a coboundary. Note that for pairs of elements of e−1, e1, e0, the defining cocycle
(2.3) for the central extension of W vanishes, hence exactly the same expression (5.10) will
also appear for Ψ̂, without any extra central terms. �

We call the cocycle Ψ the algebraic Godbillon-Vey cocycle. An immediate consequence of
the Proposition 5.2 is:

Proposition 5.3. The third algebraic cohomology of the Witt and the Virasoro algebra over
a field K with char(K) = 0 with values in the trivial module is at least one-dimensional,

dim(H3(W,K)) ≥ 1 and dim(H3(V,K)) ≥ 1 .

Remark 5.2. In the continuous cohomology of H3
c(V ect(S1),R), there is an analytic Godbillon-

Vey cocycle showing up. For the interested reader, we exhibit the relation to the algebraic
Godbillon-Vey cocycle in the following.
Let t be the coordinate along S1. The elements of V ect(S1) can be represented by functions
on S1. Assigning to the vector field f(t) ddt the function f(t), it was shown in [12] that the
continuous cohomology H∗c(V ect(S1),R) of V ect(S1) with values in R is the free graded-
commutative algebra generated by an element ω of degree two and an element G V of degree
three. The generator of degree two is given by:

ω :
(
f
d

dt
, g
d

dt

)
7→
∫
S1

det
(
f ′ g′

f ′′ g′′

)
dt , (5.11)

while the generator of degree three is given by:

G V :
(
f
d

dt
, g
d

dt
, h

d

dt

)
7→
∫
S1

det

 f g h
f ′ g′ h′

f ′′ g′′ h′′

 dt , (5.12)

with f, g, h ∈ C∞(S1) and the prime denoting the derivative with respect to t. The generator
G V in (5.12) is commonly called the Godbillon-Vey cocycle.
If one considers the complexified vector field ẽn = ieint ddt then

G V (ẽn, ẽm, ẽk) = −
∫
S1

det

 1 1 1
n m k
n2 m2 k2

 ei(n+m+k)tdt

= (n−m)(n− k)(m− k)
∫
S1
ei(n+m+k)tdt

(5.13)

The integral evaluates to zero if n + m + k 6= 0, otherwise it yields the value 1. The
expression (5.13) makes perfect sense for our algebraic generators en of W for every field K
with char (K) = 0, and we obtain the expression (5.8).

Before continuing, we decompose our cohomology spaces into their degree subspaces,
H3(W,K) =

⊕
d∈Z

H3
(d)(W,K) ,

H3(V,K) =
⊕
d∈Z

H3
(d)(V,K) .
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Since our module K is internally graded, we can use the result of Fuks (3.2) that the degree
non-zero cohomology is cohomologically trivial. Consequently,

H3(W,K) = H3
(0)(W,K) ,

H3(V,K) = H3
(0)(V,K) .

Phrased differently, every cocycle is cohomologous to a degree zero cocycle. Our algebraic
Godbillon-Vey cocycle is clearly a non-trivial element in the H3

(0)-spaces.
Our proof of Theorem 5.3 shall proceed by showing that the Godbillon-Vey cocycle Ψ is a
generator of the spaces H3(W,K) and H3(V,K). Let ψ be an arbitrary degree zero 3-cocycle
for W or V. Then we set:

ψ′ = ψ − ψ(e−1, e1, e0)
2 Ψ . (5.14)

By (5.9), we have ψ′(e−1, e1, e0) = 0. The last result to show is:

Proposition 5.4. Let ψ be a 3-cocycle for W or V with ψ(e−1, e1, e0) = 0.
Then ψ is a coboundary.

Using (5.14) and Proposition 5.4, we obtain that every cohomology class is a multiple of
the algebraic Godbillon-Vey cocycle class. This implies Theorem 5.3.
It remains to show Proposition 5.4. The proof of Proposition 5.4 is obtained by elementary
algebraic manipulations. In this article, we will present only the general set-up without
giving details. Details can be found 4 in [4].
Let ψ be a 3-cochain and φ a 2-cochain for W or V. These cochains will be given by their
system of coefficients φi,j , bi, ψi,j,k, ci,j ∈ K defined as follows:

ψ(ei, ej , ek) := ψi,j,k and ψ(ei, ej , t) := ci,j ,

φ(ei, ej) := φi,j and φ(ei, t) := bi , (5.15)
with the obvious identification coming from the alternating property of the cochains.
For the convenience of the notation, we introduce the shortcut

αi := − 1
12(i3 − i) ,

for the cocycle giving the definition of the Virasoro algebra. Note that α−i = −αi, α0 =
α1 = α−1 = 0 and α2 = −1/2.
The cocycle condition δ3ψ = 0 and the coboundary condition ψ = δ2φ can be reformulated
in terms of the coefficients, using (5.6) and (5.7) respectively. The cochain ψ is a 3-cocycle
if and only if:

0 = δ3ψ(ei, ej , ek, el)
⇔ 0 = (j − i)ψi+j,k,l − (k − i)ψi+k,j,l + (l − i)ψi+l,j,k + (k − j)ψj+k,i,l
− (l − j)ψl+j,i,k + (l − k)ψl+k,i,j + αiδi,−jck,l − αiδi,−kcj,l
+ αiδi,−lcj,k + αjδj,−kci,l − αjδj,−lci,k + αkδk,−lci,j ,

(5.16)

and
0 = δ3ψ(ei, ej , ek, t)⇔ 0 = (j − i)ci+j,k − (k − i)ci+k,j + (k − j)cj+k,i . (5.17)

4 or in [6]
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The cochain ψ is a coboundary if and only if:

ψi,j,k = δ2φ(ei, ej , ek) = (j − i)φi+j,k − (k − i)φi+k,j + (k − j)φj+k,i
− αiδi,−jbk + αiδi,−kbj − αjδj,−kbi ,

(5.18)

and
ci,j = δ2φ(ei, ej , t) = (j − i)bi+j . (5.19)

As we only need to consider cochains of degree zero, and since our trivial module K has
only degree zero elements, non-zero coefficients are only possible if the indices of the said
coefficients add up to zero, hence:

ψi,j,k = 0 i+ j + k 6= 0 ,
ci,j = 0 i+ j 6= 0 ,
φi,j = 0 i+ j 6= 0 ,
bi = 0 i 6= 0 .

These considerations constitute the necessary ingredients to proceed with the proof of
Proposition 5.4. The proof proceeds in several steps, not unlike the proof given for Theorem
4.1. In the first steps, one index of the coefficients is fixed, and results are derived for this
particular level. For the coefficients ψi,j,k for example, the analysis first focuses on ψi,−i,0,
ψi,−i−1,1, ψi,−i+1,−1, ψi,−i−2,2, and ψi,−i+2,−2, ∀ i ∈ Z, or coefficients with some permutation
of these indices, which will constitute the starting points of recurrence relations between
the coefficients. In the last step, adequate recurrence relations are constructed in order to
express all coefficients ψi,−i−k,k ∀ i, k ∈ Z in terms of a finite number of starting coefficients.
The proof consists of two lemmas, which we will provide in the following without a proof.
Details can be found in [4]. The first lemma mostly involves a cohomological change, although
in the case of the Virasoro algebra, already the cocycle condition (5.17) is used in order to
put constraints on the coefficients ci,j . The second lemma involves the cocycle condition
(5.16).

Lemma 5.1. Every 3-cocycle ψ′ ∈ H3(V,K) satisfying ψ′(e1, e−1, e0) = 0 is cohomologous
to a 3-cocycle ψ ∈ H3(V,K) with coefficients ci,j , ψi,j,k ∈ K fulfilling:

ci,j = δi,−j

(1
6 i (i− 1)(i+ 1)c2,−2

)
and ψi,j,1 = 0 ∀ i, j ∈ Z . (5.20)

Every 3-cocycle ψ′ ∈ H3(W,K) satisfying ψ′(e1, e−1, e0) = 0 is cohomologous to a 3-cocycle
ψ ∈ H3(W,K) with coefficients ψi,j,k ∈ K fulfilling:

ψi,j,1 = 0 ∀ i, j ∈ Z . (5.21)

Remark 5.3. The expression for the coefficients ci,j in (5.20) corresponds to the expression
of the Virasoro 2-cocycle, generator of the one-dimensional H2(W,K) space; compare to
(2.3). The fact that the two expressions agree is not surprising, because the conditions
(5.19) and (5.17) involving the generator t reduce to the coboundary and cocycle conditions
of H2(W,K).

Lemma 5.2. The following holds:
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(i) Let ψ ∈ H3(V,K) be a 3-cocycle such that:

ci,j = δi,−j

(1
6(i− 1)(i)(i+ 1)c2,−2

)
and ψi,j,1 = 0 ∀ i, j ∈ Z .

Then ci,j = 0 ∀ i, j ∈ Z and ψi,j,k = 0 ∀ i, j, k ∈ Z .

(ii) Let ψ ∈ H3(W,K) be a 3-cocycle such that:

ψi,j,1 = 0 ∀ i, j ∈ Z .
Then ψi,j,k = 0 ∀ i, j, k ∈ Z .

Proof of Proposition 5.4: Lemma 5.1 tells us that we can always perform a cohomo-
logical change of a 3-cocycle in H3(W,K) or H3(V,K) satisfying ψ(e−1, e1, e0) = 0 such
that we obtain a cohomological equivalent 3-cocycle with coefficients fulfilling the assump-
tions of Lemma 5.2. Lemma 5.2 tells us that all the coefficients of the 3-cocycle satisfying
ψ(e−1, e1, e0) = 0 are zero. This allows to conclude. �

Remark 5.4. In the proof of Proposition 5.4, W and V are treated in a similar manner,
yielding H3(W,K) ∼= H3(V,K). The reader might have gotten the impression that this could
also be true for other cohomology spaces. However, already

1 = dim(H2(W,K)) 6= dim(H2(V,K)) = 0 , (5.22)

shows that the underlying structure is more delicate. The Hochschild-Serre spectral sequence
with the trivial module M = K in (5.3) gives more information.

6. Analysis of H1(W,Fλ), H2(W,Fλ), H1(V,Fλ) and H2(V,Fλ)

In the previous sections, we focused on the low-dimensional algebraic cohomology with
values in the adjoint and the trivial modules. However, the adjoint and the trivial module
are only specific modules that are included in a larger, actually infinite family of modules,
called the tensor densities modules Fλ.
The action of the Witt algebra on the general tensor densities modules Fλ is given by:

en · fλm = (m+ λn)fλn+m, n,m ∈ Z , (6.1)

where en ∈ W, fλm ∈ Fλ and λ ∈ C. By defining the degree of an element as deg(fλm) := m,
Fλ becomes an internally graded module over W.
In the geometrical realization of the Witt algebra on CP1, described in Section 2, and for
integer λ, the elements fλm can be interpreted as meromorphic forms of weight λ and written
as fλm = zm−λ(dz)λ, hence the name. Thus, λ = 0 for example corresponds to meromorphic
functions, which include the module K viewed as constant functions. Moreover, the adjoint
module λ = −1 is given by meromorphic vector fields, and λ = 1 corresponds to meromor-
phic differential 1-forms. Also for half-integer λ, a geometrical interpretation can be given.
However, in our work we consider λ ∈ C, since we work on a purely algebraic level.

This section concentrates on the results obtained for the first and second algebraic co-
homology with values in general tensor densities modules. In the present article, we only
provide a sketch of the proofs, as the techniques used are similar to the ones we already
presented in this article. For more details on the proofs, we refer the reader to [4].
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6.1. Results for the Witt algebra. The results mainly split into two categories: The
vanishing of the low-dimensional cohomology for all λ in C except for a few exceptional
values of λ, and the non-zero dimension of the cohomology for these exceptional values of λ.
In case of the non-vanishing cohomology, we provide explicit expressions for the generating
cocycles.
Due to the result (3.2) of Fuks, it is sufficient to consider the degree zero part of the cohomol-
ogy of the Witt algebra. We can write a degree zero 2-cochain and a degree zero 1-cochain
with values in Fλ as follows: ψλ(ei, ej) = ψλi,jf

λ
i+j and φλ(ei) = φλi f

λ
i , respectively, with

adequate coefficients ψλi,j , φλi ∈ K and ψλi,j = −ψλj,i, the ei ∈ W and the fλi ∈ Fλ. Writing
down the appropriate coboundary and cocycle conditions in terms of these coefficients, one
uses these to construct recurrence relations in order to express all the coefficients in terms
of a finite number of starting coefficients. Analyzing the relations between the starting co-
efficients, one can either deduce the vanishing of the cohomology or derive an upper bound
for its dimension. To derive a lower bound for the dimension, one can inspire from results
of the continuous cohomology, especially for the second cohomology, the generating cocycles
of which are known, see the article by Ovsienko and Roger [23] for the situation on S1 and
the article by Wagemann [29] for the situation on CP1.

Theorem 6.1. The first algebraic cohomology of the Witt algebra W over a field K with
char(K)= 0 and values in Fλ with λ ∈ C \ {0, 1, 2} vanishes, i.e.

∀λ ∈ C \ {0, 1, 2} : H1(W,Fλ) = {0} . (6.2)

Theorem 6.2. The first algebraic cohomology of the Witt algebra W over a field K with
char(K)= 0 and values in Fλ with λ = {0, 1, 2} is given by:

dim(H1(W,F0)) = 2 , (6.3a)

dim(H1(W,F1)) = dim(H1(W,F2)) = 1 . (6.3b)

Remarks about the proof. The proof follows in two step by first deriving an upper bound for
the dimension, then a lower bound. Details can be found in [4]. Here, we will only give
representing cocycles of the cocycle classes that generate the cohomology in question. The
two generating cocycles of H1(W,F0) are given by:

ψ0,(1)(ei) = ψ
0,(1)
i f0

i := if0
i and ψ0,(2)(ei) = ψ

0,(2)
i f0

i := (i− 1)f0
i ,

with ei ∈ W, ψ0,(1)
i , ψ

0,(2)
i ∈ K and f0

i ∈ F0. The first upper index refers to the value of λ,
the second upper index labels the generating cocycle under consideration. The generating
cocycle of H1(W,F1) is given by:

ψ1(ei) = ψ1
i f

1
i := i(i− 1)f1

i ,

with ei ∈ W, ψ1,(1)
i , ψ

1,(2)
i ∈ K and f1

i ∈ F1. Finally, the generating cocycle of H1(W,F2) is
given by:

ψ2(ei) = ψ2
i f

2
i := i(i+ 1)(i− 1)f2

i ,

with ei ∈ W, ψ2,(1)
i , ψ

2,(2)
i ∈ K and f2

i ∈ F2. These cocycles can be found by solving
recurrence relations appearing in the proof. �
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Theorem 6.3. The second algebraic cohomology of the Witt algebra W over a field K with
char(K)= 0 and values in Fλ with λ ∈ C \ {0, 1, 2, 5, 7} vanishes, i.e.

∀λ ∈ C \ {0, 1, 2, 5, 7} : H2(W,Fλ) = {0} . (6.4)
Theorem 6.4. The second algebraic cohomology of the Witt algebra W over a field K with
char(K)= 0 and values in Fλ with λ ∈ {0, 1, 2, 5, 7} is given by:

dim(H2(W,F0)) = dim(H2(W,F1)) = dim(H2(W,F2)) = 2 , (6.5a)
dim(H2(W,F5)) = dim(H2(W,F7)) = 1 . (6.5b)

Remarks about the proof. The generating cocycles of H2(W,F0) are given by:

ψ0,(1)(ei, ej) = ψ
0,(1)
i,j fi+j := (j − i) fi+j ,

ψ0,(2)(ei, ej) = ψ
0,(2)
i,j fi+j := (ij2 − i2j)δi+j,0 fi+j ,

with ei ∈ W, ψ0,(1)
i,j , ψ

0,(2)
i,j ∈ K and f0

i ∈ F0. For H2(W,F1), generating cocycles are given
by:

ψ1,(1)(ei, ej) = ψ
1,(1)
i,j f1

i+j := (ij2 − i2j) f1
i+j ,

ψ1,(2)(ei, ej) = ψ
1,(2)
i,j f1

i+j := (j2 − i2) f1
i+j ,

with ei ∈ W, ψ1,(1)
i,j , ψ

1,(2)
i,j ∈ K and f1

i ∈ F1. For H2(W,F2), generating cocycles are given
by:

ψ2,(1)(ei, ej) = ψ
2,(1)
i,j f2

i+j := (ij3 − i3j) f2
i+j ,

ψ2,(2)(ei, ej) = ψ
2,(2)
i,j f2

i+j := (j3 − i3) f2
i+j ,

with ei ∈ W, ψ2,(1)
i,j , ψ

2,(2)
i,j ∈ K and f2

i ∈ F2. For H2(W,F5), a generating cocycle is given
by:

ψ5(ei, ej) = ψ5
i,j f

5
i+j := (i3j4 − i4j3) f5

i+j .

with ei ∈ W, ψ5
i,j ∈ K and f5

i ∈ F5. Finally, for H2(W,F7), a generating cocycle is given
by:

ψ7(ei, ej) = ψ7
i,j f

7
i+j := 2(i3j6 − i6j3)− 9(i4j5 − i5j4) f7

i+j .

with ei ∈ W, ψ7
i,j ∈ K and f7

i ∈ F7. �

Remark 6.1. The cocycle ψ0,(2)(ei, ej) = (ij2 − i2j)δi+j,0 fi+j appearing for λ = 0 is similar
to the Virasoro 2-cocycle defined in (2.3). This is not surprising since K ⊂ F0.
Remark 6.2. For λ = 5 and λ = 7, a more general expression can be found for the generating
cocycles by solving recurrence relations appearing in the proof:

ψ5(ei, ej) = ψ5
i,j f

5
i+j = (i− 1)i(i+ 1)(i− k)k(k − 1)(k + 1) f5

i+j ,

ψ7(ei, ej) = ψ7
i,j f

7
i+j = i(i2 − 1)(i− k)k(k2 − 1)(2i2 − 7ik + 16 + 2k2) f7

i+j .

However, only the terms with maximal degree are of interest, the terms of lower degree are
coboundary terms.
Remark 6.3. For certain values of λ, results for the third algebraic cohomology of the Witt
algebra with values in tensor densities modules are known, see [4] for details.
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6.2. Results for the Virasoro algebra.
Theorem 6.5. The first and the second algebraic cohomology of the Virasoro algebra V over
a field K with char(K)= 0 and values in Fλ is given by:

H1(V,Fλ) = {0} ∀λ ∈ C \ {0, 1, 2} , (6.6a)
dim(H1(V,F0)) = 2 and dim(H1(V,F1)) = dim(H1(V,F2)) = 1 , (6.6b)

H2(V,Fλ) = {0} ∀λ ∈ C \ {0, 1, 2, 5, 7} , (6.6c)
dim(H2(V,F1)) = dim(H2(V,F2)) = 2 , (6.6d)

dim(H2(V,F0)) = dim(H2(V,F5)) = dim(H2(V,F7)) = 1 . (6.6e)
The proof follows in two steps. In a first step, we prove the statements given in Proposition

6.1 below, which are an immediate consequence of Proposition 5.1. In a second step, we
comment on the proof of the statements given in Proposition 6.2 below, which is more
computational. We will not provide details of it here.
Proposition 6.1.

H1(W,Fλ) ∼= H1(V,Fλ) ∀λ ∈ C \ {0} . (6.7a)
H2(W,Fλ) ∼= H2(V,Fλ) ∀λ ∈ C \ {0, 1, 2} . (6.7b)

Proof. For λ 6= 0, we have H0(W,Fλ) = 0. Thus, Proposition 5.1 immediately yields (6.7a).
Besides, we have H1(W,Fλ) = 0 for λ /∈ {0, 1, 2}. Hence, Proposition 5.1 also immediately
yields (6.7b). �

Proposition 6.2. The dimension of the first algebraic cohomology with values in the module
F0 and the dimensions of the second algebraic cohomology with values in the modules F0,
F1 and F2 of the Virasoro algebra are given by:

dim(H1(V,F0)) = 2 , (6.8a)
dim(H2(V,F0)) = 1 and dim(H2(V,F1)) = dim(H2(V,F2)) = 2 . (6.8b)

Remarks about the proof. The Formula (5.5) for the module F0 gives an upper bound of three
and a lower bound of two for the dimension of H1(V,F0). The proof of dim(H1(V,F0)) = 2
consists in writing down the coboundary and the cocycle conditions for H1(V,F0) in terms of
the coefficients of the cocycles and cochains. The aim is then to build recurrence relations and
express all the coefficients in terms of a few generating coefficients. In the case of H1(V,F0),
the number of generating coefficients can be reduced to two, which is enough to conclude
since we already have a lower bound of two for the dimension due to the Hochschild-Serre
spectral sequence.
In the case of H2(V,F0), the Hochschild-Serre spectral sequence gives an upper bound of four
and a lower bound of one for the dimension of H2(V,F0). The procedure using recurrence
relations allows to reduce the number of generating coefficients to one, which is enough to
conclude.
Similarly, for H2(V,F1) and H2(V,F2), the proof of Proposition 6.1 gives a lower bound of
two and an upper bound of three for the dimension. By similar computations, one can indeed
show that the number of generating coefficients is two for both H2(V,F1) and H2(V,F2). �

Proof of Theorem 6.5. Clearly, Proposition 6.1 and Proposition 6.2, together with The-
orems 6.1, 6.2, 6.3 and 6.4 prove Theorem 6.5. �
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Appendix A. The first cohomology with values in the adjoint module

In this appendix, we provide an explicit proof of the vanishing of the first cohomology,
H1(W,W) = {0} and H1(V,V) = {0}.

A.1. The Witt algebra. In this section, we analyze the first cohomology group of the
Witt algebra with values in the adjoint module. It is already known that all derivations
of the Witt algebra are inner derivations, see Zhu and Meng [32], i.e. H1(W,W) = 0 in
the language of cohomological algebra. However, we shall prove this result again by using
our algebraic techniques developed here, in order to introduce our notation and to provide
a warm-up example of the used procedures. The main aim of this section is to prove the
following theorem:

Theorem A.1. The first algebraic cohomology of the Witt algebra W over a field K with
char(K)= 0 and values in the adjoint module vanishes, i.e.

H1(W,W) = {0} .

The proof follows in two steps, the first step concentrating on the non-zero degree coho-
mology of the Witt algebra, the second step focusing on the degree zero cohomology.
Recall that the condition for a 1-cochain ψ to be a 1-cocycle is given by:

δ1ψ(x1, x2) = 0 = ψ ([x1, x2])− [x1, ψ(x2)]− [ψ(x1), x2] ,

with x1, x2 ∈ W. The condition for a 1-cocycle ψ ∈ H1(W,W) to be a coboundary is given
by:

ψ(x) = (δ0φ)(x) = −x · φ = [φ, x] ,

with x ∈ W and φ ∈ C0(W,W) = W. As the values are taken in the adjoint module, we
have · = [., .].

A.1.1. The non-zero degree cohomology of the Witt algebra.

Proposition A.1. The following holds:

H1
(d)(W,W) = {0} for d 6= 0 and H1(W,W) = H1

(0)(W,W) .

Proof. Let ψ ∈ H1
(d 6=0)(W,W).

Let us perform a cohomological change ψ′ = ψ − δ0φ with the following 0-cochain φ:

φ = −1
d
ψ(e0) ∈ W ⇒ (δ0φ)(x) = 1

d
[x, ψ(e0)] ,

which gives us:

ψ′(x) = ψ(x)− (δ0φ)(x) = ψ(x) + 1
d

[ψ(e0), x] .

Hence,

ψ′(e0) = ψ(e0) + 1
d

[ψ(e0), e0] = ψ(e0)− 1
d
deg(ψ(e0)) ψ(e0) = ψ(e0)− 1

d
d ψ(e0) = 0 .
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We thus have ψ′(e0) = 0 .
Next, let us write down the cocycle condition for ψ′ on the doublet (x, e0) for x ∈ W:

0 = ψ′ ([x, e0])−
[
x, ψ′(e0)

]︸ ︷︷ ︸
=0

−
[
ψ′(x), e0

]
⇔ 0 = ψ′(−deg(x)x) + deg(ψ′(x))ψ′(x)

⇔ 0 = −deg(x)ψ′(x) + (deg(x) + d)ψ′(x)⇔ 0 = d ψ′(x) .

As d 6= 0, we get ψ′(x) = 0 ∀x ∈ W, meaning that ψ is a coboundary on W. We conclude
that the first cohomology of the Witt algebra reduces to the degree zero cohomology, in
accordance with the result (3.2). �

A.1.2. The degree zero cohomology for the Witt algebra.

Proposition A.2. The following holds:

H1
(0)(W,W) = {0} .

Proof. Let ψ be a degree zero 1-cocycle, i.e. we can write it as ψ(ei) = ψiei with suitable
coefficients ψi ∈ K. Consider the following 0-cochain φ = ψ1e0. The coboundary condition
for φ gives:

(δ0φ)(ei) = [φ, ei] = iψ1ei .

The cohomological change ψ′ = ψ− δ0φ leads to ψ′1 = 0. In the following, we will work with
a 1-cocycle normalized to ψ′1 = 0, although we will drop the apostrophe in order to augment
readability.
The 1-cocycle condition for ψ on the doublet (ei, ej) becomes:

0 = ψ ([ei, ej ])− [ei, ψ(ej)]− [ψ(ei), ej ]
⇔ 0 = (j − i) (ψi+j − ψj − ψi) .

For j = 1 and i = 0, we obtain from the 1-cocycle condition: ψ0 = 0.
For j = 1 and i < 0 decreasing, we obtain from the 1-cocycle condition: ψi = ψi+1 = 0.
For j = 1 and i > 1 increasing, we obtain from the 1-cocycle condition: ψi+1 = ψi = ψ2,
where the value of ψ2 is unknown for the moment.
Next, taking j = 2 and for example i = 3, we obtain:

ψ5 − ψ2 − ψ3 = 0
⇔ ψ2 − ψ2 − ψ2 = 0 as we have ψi = ψ2 ∀i > 1
⇔ ψ2 = 0 .

All in all, we conclude ψi = 0 ∀i ∈ Z . �

This concludes the proof of Theorem A.1.

A.2. The Virasoro algebra. We already showed H1(W,W) = {0}, and we also have
H1(V,K) = {0}, see Section 3.3. These results will be used in the proof of H1(V,V) = {0}
based on long exact sequences. This time we will focus only on the degree zero cohomology
accordingly to the result (3.2).
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Theorem A.2. The first algebraic cohomology of the Virasoro algebra V over a field K with
char(K)= 0 and values in the adjoint module vanishes, i.e.

H1(V,V) = {0} .

Proof. For the first cohomology, the relevant part of the long exact sequence (5.1) looks as
follows:

· · · −→ H1(V,K) −→ H1(V,V) ν∗−→ H1(V,W) −→ . . . ,

where ν : V → W is the projection. Since we already have H1(V,K) = {0} and also
H1(W,W) = {0}, it suffices to prove H1(V,W) ∼= H1(W,W) in order to conclude. This
follows immediately from the Hochschild-Serre spectral sequence as shown in the proof of
Theorem 5.2. Nevertheless, since our intention is to to stay elementary in this appendix, we
prefer to present additionally a more direct proof in the following.
The proof consists of two steps. First, we will compare the cocycles of Z1(V,W) to the
cocycles of Z1(W,W). In the second step, we will compare the coboundaries of B1(V,W)
to the ones of B1(W,W).
Let ψ̂ : V → W be a cocycle of Z1(V,W). Our aim is to show that the restriction of this
cocycle to W, i.e. ψ := ψ̂|W : W → W, is a cocycle of Z1(W,W). Let x1, x2 ∈ V. Writing
the Virasoro product [·, ·]V in terms of the Witt product [·, ·]W and the 2-cocycle α(·, ·) giving
the central extension, i.e. [·, ·]V = [·, ·]W + α(·, ·) · t, the cocycle condition for ψ̂ becomes:

0 = (δV1 ψ̂)(x1, x2) = ψ̂
(
[x1, x2]V

)
− x1 · ψ̂(x2) + x2 · ψ̂(x1)

⇔ 0 = (δV1 ψ̂)(x1, x2) = ψ̂
(
[x1, x2]W

)
+ α(x1, x2) ψ̂(t)− [x1, ψ̂(x2)]W + [x2, ψ̂(x1)]W

⇔ 0 = (δV1 ψ̂)(x1, x2) = (δW1 ψ̂)(x1, x2) + α(x1, x2) ψ̂(t) . (A.1)

Since we are considering degree-zero cocycles, the cocycle ψ̂ evaluated on the central element
reads as follows:

ψ̂(t) = c e0 ,

for suitable c ∈ K. Next, let us insert this expression into the cocycle condition for (e1, t),
which yields:

(δV1 ψ̂)(e1, t) = ψ̂
(
��

��[e1, t]V
)
− e1 · ψ̂(t) +����t · ψ̂(e1) = 0

⇔ −[e1, ψ̂(t)]W = −c [e1, e0]W = c e1 = 0
⇔ c = 0 .

Inserting ψ̂(t) = 0 into (A.1), we obtain

0 = (δV1 ψ̂)(x1, x2) = (δW1 ψ)(x1, x2) . (A.2)

This means that a cocycle ψ̂ ∈ Z1(V,W) corresponds to a cocycle ψ ∈ Z1(W,W) when
projected toW. Moreover, a cocycle ψ of Z1(W,W) can also be lifted to a cocycle ψ̂ := ψ◦ν
in Z1(V,W). By definition, we thus have ψ̂(t) = 0 and the relation (A.2) holds true. Hence,
a cocycle ψ ∈ Z1(W,W) yields a cocycle ψ̂ ∈ Z1(V,W) and we have Z1(V,W) ∼= Z1(W,W)
in a canonical way.
The second step of the proof consists in comparing the coboundaries of B1(V,W) and those
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of B1(W,W). However, this is trivial. In fact, the coboundary condition applied on a 0-
cochain φ ∈ C0(V,W) is the same as the one applied on a 0-cochain φ ∈ C0(W,W), yielding
in both cases:

(δ0φ)(x) = −x · φ with φ ∈ W .

Since the central element of V acts trivially on W, we have B1(V,W) ∼= B1(W,W). All in
all, we conclude H1(V,W) ∼= H1(W,W) in a canonical way. �
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