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T.F.BEKMURATOV, D.T.MUKHAMEDIEVA (RIC ICT at the TUIT)

FUZZY-MULTIPLE TASKS OF MULTICRITERIAL OPTIMIZATION IN RISK CONDITIONS

Xamaprap wapoumuda onmumMariiaQumupUUHUHS HOAHUK, KVR Me30HIU MACALALAPUHY YUl 64 ONMUMALAWMUPULL
Macararapunu evumea 6ynean EHOAuy8ap Kypub YuKuiean. HOGHUK Wapoumiapod Xamapiapuu 6axoiaul y4yH Kapop Kabyn
KUTUWHURZ CIMAHOAPM MACANANAPUOA2U YeKIAHUWILAD MUSUMUHY OVIUMU MYMKUH 6Y1ean UYKOMUULIAp myniamu Ouiaw
mya0upuwt, Xycycaw, MAaHAAHeAH CYEHApUUIap Y4VH YIapHuHe oxubamiapu (UyKomuwiapu) MOOeiuHu O60uKapuiysiu
napamempiaprHuHe QyHKyusIapu Kabu Kypuwl xamoa xap oup cyenapuil y4yH UyKOmMuuiiapea HucOaman MyMKuH OyI2aH
dapadcadazu IKCnepmiu YeKIAHUUAAPHY KYUUL MaKkiug smuiean.

Tasnu cyznap: Kyn Me30HIU ONMUMQLIQWMUPULL, —XAMAP, HOAGHUK MYNIAMIAP HA3GAPUSCU, MeSUULTUTUK
DyHKYUAIAPU, HOKPPEKM MACANA, HeUPOH MAPMOKIAPU, ACAIAPYU 2ANACU ANOPUMMU.

Paccmampusaemcs nooxodvl k pewienuro ONMUMU3AYUOHHOU 3A0auU U peuieHlue HeYemKOU MHOLOKPUMEPUATbHOU
3a0auu ONMUMUZAYUU 6 YCIOBUSX PUCKA. Ol OYEHKU PUCKOS 6 HEeUemKUX YCI0GUSIX Npedidazaemcsi OONOJIHUMb CUCTHEMY
ocpanuteHull CMmaHoapmHol 3a0a4y NPUHAMUS peleHull Habopom 02panudenuti N0 803MOJICHLIM NOMEPIM, A UMEHHO, O/
U3OPAHHBIX CYeHApues NOCMPOUmMs Mooeib ux nociedcmeuil (yujepbos) Kak QYHKYyuii YHNpaeiarowux napamempos u
HAKIAObI8aAMb IKCHEPMHblEe 0ZPAHUYEHUS NO NPUEMAEMOMY YPOBHIO OMHOCUMENbHO20 Yiepda Ol Kanc0020 CYEHAPUSL.

Knwuesvie cnosa. Mnozcokpumepuaivuas OnMUMU3ayus, pPuck, Meopus HEYemKuUX MHOJNCECms, (DYHKYUsL
NPUHAONENHCHOCIU, HEKOPPEKMHAS 3a0ayd, HEUPOHHbIE CEMU, ANOPUMM NYETUHO20 POSL.

Approaches to solving the optimization problem and solving a fuzzy multicriteria optimization problem under risk
conditions are considered. To assess risks in fuzzy conditions, it is proposed to supplement the system of constraints of a
standard decision-making task with a set of restrictions on possible losses, namely, for selected scenarios, to build a model of
their consequences (damages) as functions of control parameters and impose expert limitations on an acceptable level of
relative damage for each scenario.

Keywords. Multi-criteria optimization, risk, fuzzy set theory, membership function, incorrect problem, neural
networks, bee swarm algorithm.

Introduction

Efficiency of functioning of fairly complex real objects or processes, as a rule, is characterized by
a set of partial criteria, often in mutual contradiction with each other, when improvement in one of the
indicators leads to deterioration in the other and vice versa, and meeting the requirements of all criteria is
impossible. In addition, criteria, as well as limitations, are usually formulated very imprecisely. Under
these conditions, finding effective solutions is impossible without taking into account inaccurate, high-
quality information about the preferences of various criteria, about the desired nature of the processes - the
growth or reduction of quality parameters, about the range of their changes.

1. Distinguishing characteristics, criteria and models of tasks.

As the task becomes more complex, the role of such inaccurate qualitative information increases
and in many cases becomes decisive [1]. As indicated in [2], if there are only two criteria, there are
inevitably subjective factors in optimization problems that are associated, for example, with the ranking of
particular criteria. To a certain extent, such difficulties can be eliminated by simplifying the formulation
of the problem. For example, you can select any one main criterion of quality, and the rest to consider as
limitations. Another way is to use the method of successive assignments [2]. However, such approaches
lead to the coarsening of the initial task and do not eliminate the qualitative, subjective elements,
transferring them from the statement of the problem to the stage of analyzing the results. The need for
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quantitative ranking of particular criteria and uncertainty when describing them in multi-objective
optimization tasks are objectively sources of subjectivity, uncertainty. The need to use qualitative
information is recognized by many researchers, and various ways of formalizing and solving this problem
have been proposed. To describe the particular criteria and limitations, they were offered the use of
desirability functions. The latter take values that continuously increase from 0 to 1 when the
corresponding quality parameters change from least to the most desirable values. The specific type of
desirability functions is given by the decision maker (DM), based on his subjective perceptions. By
convolving the particular functions of desirability, a global criterion of the quality of the process is built,
the maximization of which delivers the optimum. This method is widely used in planning experiments
when searching for optimal conditions [3]. It has been successfully used in solving problems of
optimizing processes of chemical technology, material processing, in metallurgy and other industries [4-
6]. From the definition of the functions of desirability it follows that in solving optimization problems,
both in form and in their semantic content are actually equivalent to the membership functions of fuzzy
sets. Another approach to the methods of formalizing the description of fuzzy, qualitative characteristics
was proposed by L.A Zadeh [7].

The theory of fuzzy sets, especially its conceptual basis and mathematical apparatus for working
with objects of a linguistic nature, proved to be fruitful, effective means of posing and solving problems of
multicriteria optimization in the presence of non-statistical uncertainties. It should be noted that there is
an extremely large variety of such problems, and therefore there is no single universal method for solving
them [8]. The main results, achievements and problems in the field of fuzzy multicriteria optimization
and decision making are described in the review literature [9-11] and production character [12-14]. In
[15-18], in order to build decision-making models under uncertainty conditions, a linguistic approach is
used, which allows formalizing the problem in the presence of criteria and constraints described in natural
language. In [19-22], the tasks of fuzzy multicriteria optimization are solved in the presence of fuzzy
coefficients of the relative importance of the criteria.

In the papers [22, 23] proposed an approach based on the theory of possibilities developed by L.A
Zadeh on the basis of the theory of fuzzy sets, in [24] the problems of multi-criteria decision-making in
the presence of uncertainties of both fuzzy and probabilistic types are considered.

We formulate the main features of multi-criteria tasks in the presence of ill-defined criteria.

Currently, the majority of researchers note that the key features of the formulation of these
problems are [8], a) the existence of many alternatives; b) there are many limitations that must be
considered when choosing alternative solutions; c¢) the existence (explicitly or implicitly) of the
preference function that matches each alternative with the gain (or loss) that will be obtained by choosing
this alternative.

A specific feature of fuzzy problems is also symmetry between goals and constraints, which
eliminates the differences between them in terms of their contribution to the formulation and solution of
problems. We formulate this position in a constructive form.

Constructive, fully reflecting the qualitative character of the assignment of preferences in a
multicriteria task is the approach proposed by R. Yager, based on a generalization of the concepts of
concentration and tension [22].

In this case, one of the most important problems is the formation of a global criterion. The
convolution procedure cannot be formalized to the end and is determined by the specifics of the problem,
goals, experience and intuition of the researcher. In [6], it was shown that different methods of
convolution of criteria can lead to significantly different final results, which indicates the decisive
importance of the stage of the formation of a global criterion when solving multicriteria problems.
Therefore, despite the absence of a general orientation, it is advisable to consider some key points in the
process of forming convolution of particular criteria, to conduct a comparative analysis of the most
frequently used methods for constructing a generalized quality indicator when describing particular
criteria by membership functions.
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As noted earlier, when solving problems of multi-criteria evaluation and optimization, it is
necessary to take into account the unevenness of particular quality criteria. In the case of a large number
of criteria, the task of directly determining the ranks of criteria turns out to be very difficult and even
insoluble for experts due to the limitations of the psycho-physiological capabilities of a person.
Moreover, in the case of a comparison of two alternatives, the expert is usually able to adequately
determine which of the considered characteristics (importance) is more pronounced, and also qualitatively
(verbally) assess how big the difference is between the characteristics observed by the two alternatives.

When formulating a multi-criteria optimization problem, the condition of mandatory satisfaction of
all particular criteria and constraints, i.e. at. optimum point, all desirability functions must be non-zero.
It also requires that the optimum criteria be satisfied as much as possible. In other words, it is considered
undesirable that the value of the generalized criterion increases with the improvement of a number of
quality indicators due to the deterioration of the others. In the terminology of the theory of decision
making, the last requirement is equivalent to the condition that the optimum point belongs to the Pareto set

[8].

There are a large number of publications on decision making at risk. The minimax approach,
optimization of the expected utility, minimization of the average damage or the probability of an adverse
event, models of stochastic programming, etc. are widely used.

However, these statements are not enough to make decisions in fuzzy conditions, where it is
impossible to focus on the average efficiency of decisions, since they are justified in the case of repeatedly
repeated situations, while risky situations are unique, they can happen tomorrow and never happen. The
latter are characterized by the possibility of extremely unlikely, but exceptionally large losses bordering
on the survival of the system in question. It is clear that traditional risk indicators such as variance are
inadequate in this case.

In this regard, in order to assess risks in fuzzy conditions, it is proposed to supplement the system
of constraints of a standard decision task with a set of restrictions on possible losses, namely, for selected
scenarios, to build a model of their consequences (damages) as functions of control parameters and to
impose expert restrictions on an acceptable level of relative damage for each script.

Obviously, to find the ideal option “maximum yield - minimum risk™ is possible only in very rare
cases. Therefore, the following approaches are proposed for solving this optimization problem (Table 1).

Table 1
Approaches to solving the optimization task
MNe Approaches Model
1 | The “maximum gain” approach is that the one that gives the highest F — max,
result (maximum F) is selected from all the options with acceptable risk R=R .
for the decision maker (R, ). e
' XK K.
i
2 “Optimal probability” approach is that of the possible solutions is M (F) — max,
chosen the one in which the probability of the result is acceptable for the K K
decision maker, where M (F) — expected F. Zjlxi <
3 | The combination of approaches “optimal probability” and “optimal CV(F) - min, ¥x.K, cK.
variability”. The variability of indicators is expressed by their standard ’ 71!
deviation and coefficient of variation, where CV (F) is the coefficient of
variation F.
4 | “Minimum risk” approach. Of all the possible options, the one that F=F ,
allows you to get the expected gain, i.e. maximum permissible value of Lo e
F with minimal risk. R—>min, ¥xK, K.
i
5 | “Maximum Yield - Minimum Risk” Approach F = max, R—min,
XK K-
i
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In multi-criteria tasks it is difficult to evaluate the solution of the problem in the complex of all
criteria. The most common are additive convolution method and estimation by a decision maker (DM) [7-
9.

2. Stages of the formation of tasks

It is proposed to use fuzzy methods to evaluate alternative solutions. The solution of a multi-
criteria optimization problem can be one of the following steps [8-11]:

» Formation of the objective function in a fuzzy setting.

* Definition of evaluation criteria values in fuzzy form.

* Development of membership functions for criteria.

* Defining a rule base and / or preference base for criteria.

* Calculate target function values.

* Defasification (reduction to a clear view) of the objective function.

3. S - parametric programming problem

Denote by F(X,A) operation of convolution of partial optimality criteria, where Ae D, cR" -
weight factor vector

(A={A4},i=1s); D, ={A4|4 =0, 24 =L ie[l:s]}y eR", y < g - the set of valid values of this

vector.

Parametric programming problem with S independent parameters A={A},i=1s, or S-
parametric programming problem in the matrix form is v_vritten as follows:

F(X,A)=(3,+Ab)X +8A —extr,
XK, cK,
j
AeR®.

Here X ={x;}, j=1Ln - solving the S-problem of parametric programming, K:{y| } — given
convex subset of space R™ , ao, b, e - coefficients that are fuzzy values, usually represented as fuzzy sets
with given functions of belonging . (a;) (a0 < A,), 1= (0) (Bc B) and s (e) (éc E). 2 XK,

j
understood as follows:

2 XK, ={y yeRm,y:ixiaij, X. e X,
i i=1

a; eK, cR"i=L1..,nj=1..,m}
To solve the parametric programming problem with fuzzy source data (coefficients ao, b, e) three
approaches are proposed:
1. By using various defuzzy operations on fuzzy sets ao, b, e (integration, summation, averaging,
etc.), you can get fuzzy estimates of the values of the coefficients a,, b, e [8]. Then, entering them into

the S-problem of parametric programming instead of fuzzy coefficients and writing the constraint in the
form of the corresponding inequalities, we reduce the original problem to the form:

F(X,A)=(a, +Ab)X +eA —extr(min) ¥ XK, <g, AeR’.
i

Note that due to the fuzziness of the description of the coefficients a and b evaluation of any
decision x(4) € X (and, accordingly, the values of the function F(X,A) at x=x(A4))is a fuzzy subset of

the number axis of the base set X.
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2. Reducing the solution of the original problem to solving linear programming problems for each discrete & - level
[9].
As a result, fuzzy constraints take the following interval form:

o, (@)X +0,(a,)% +..+
P={+c,(a,)x,co,®)i=1m,a=1np,
Xx;20,j=1n
Here X ={x;}, j=1,n — solution of the multicriteria parametric programming problem at each

discrete « -level, o,(a;;) and o, (b) - interval values of coefficients a, ; and b, on each discrete « -

level.

3. Solution of the problem of multi-criteria optimization by an adaptive method [7]. Each iteration
of these methods includes the analysis phase performed by the decision maker (DM) and the calculation
phase performed by the multi-criteria optimization system.

Direct adaptive method for solving a multicriteria problem, which is studied in this paper, is based
on the assumption of the existence of a “decision maker's function of preferences”

F(X,A)=(a,+Ab)X +eA, which is defined on the set D, allowable values of the vector of variable
parameters X and performs the mapping of this set to the set of real numbers R . Moreover, the problem
of multi-criteria optimization is reduced to the problem of choosing a vector X*eD, (
X" ={x}, j =1n) such that

mxin F(X,A)=F(X*,A) X eD.

It is assumed that upon presentation of the decision maker of the vector of parameters X, as well as
the values of all partial optimality criteria f,(X), f,(X),..., this person can evaluate the corresponding
value of the preference function F(X,A).

Let X the vector of variable parameters of the problem. The set of valid values for a vector is a
bounded and closed set D, =T1(1D, where

H:{x\x; <x <x',iell:nfcR"
the set of permissible values of the parameters vector; D is a set of form bounding functions g,(X), sudh
that
D={X|g;(X)>0,j=12,..}=R";

R" —n - dimensional space.

Vector optimality criterion F(X,A) = (f,(X), f,(X),...f,(X), 4, 4,,...,4) with values in space R*
defined in a set of valid values IT. The decision maker seeks to minimize on the set D, each of the
individual optimality criteria f,(X), f,(X),...f,(X), which is conventionally written as

mlin F(X,A)=F(X*,A), X eD,, 1)
where X°*- desired solution of a multicriteria problem. Partial criteria for optimality are assumed to be
normalized (one way or another), so that f,(X)[0,1] ie[1:s].

With each fixed vector A e D, scalar convolution method reduces the solution of task (1) to
solving a single-criterion task of global conditional optimization:

mXinF(X,A):F(X',A) X eD,. @)
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Note that in the case of additive convolution F(X,A) X°* vector belongs to the set of Pareto

efficient vectors [9].
This circumstance allows us to assume that in this case the function of preferences of the decision
maker is not defined on the set D, , and on the set D, :

F:A—>R.
As a result, the multicriteria problem is reduced to the problem of choosing a vector A* € D, such
that
mAin F(X,A)=F(X,A") AeD, 3)
Since usually s<<n, the transition from task (1) to task (3) is important in terms of reducing

computational costs.
The magnitude ¥ will be considered as linguistic variable with values from “Very, very bad” to

“Excellent.” Fuzzy variable core ‘¥ denote by W [8], so what is the value of the variable ¥ “Very very

bad” matches ¥ =1, and the value "Excellent" - ¥ =1.
4. Stages of solving the problem by interactive iterative method
As a result, the multicriteria problem is reduced to the problem of finding the vector A* €D,

providing the maximum value of a discrete function W(A):
max P(A)=W(A')=¥" AeD,. (4)

The general scheme of the considered method is iterative and consists of the following basic steps
listed below [9].
Stage 1. Randomly generated sequentially s vectors 4,4,,...,4, and for each of these vectors the

following actions are performed:
1) a multicriteria problem is solved

mXinF(X,A)=F(X’,A) X e D, (5)
2) the decision maker presents the found solution X*, as well as the corresponding value of

all particular optimality criteria f,(X*), f,(X*), ... f,(X");
3) the decision maker evaluates this data and enters into the task the corresponding value of its

preference function ‘i’(Ai) .
Stage 2. Based on all available values. A, 4,,..., 4, of vector A and the corresponding estimates of
the function of preferences the following actions are performed:
1) function is built F,(X,A), approximating function F(X,A) in the vicinity of points
A Ayyen A
2) the minimum of the function is found Ifl(X,A)
min P, (A)=P(A}), AeD,;

3) with found vector A; the problem of the form (5) is solved - the vector of parameters and the

corresponding values of the partial optimality criteria are found, and then the decision maker is presented,;
The decision maker evaluates the specified data and enters into the system the corresponding value of its

function of preferences F(A;).
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Stage 3. Based on all values in the system A,4,,..,4, of vector A and relevant preference
function scores F(X,A;) function approximation is performed F(X,A) in the vicinity of points

AL A, A LA, F(X,A) function is built according to the scheme of the first stage until the decision

maker decides to stop the calculations.
The inputs of the fuzzy inference system are the weights of the partial optimality criteria - fuzzy

terms 4, i=12,.k e[l:s]. The output variable of the fuzzy inference system is a linguistic variable. ‘',

core of which ¥ takes values 1,2,....l.
The relationship between input and output variables is described by fuzzy rules of the form
IF <values of input variables> THEN
<value of output variable>(¢4) .

Here ¢ <[0,1] - certainty coefficients (weights of fuzzy rules), which are equal to 1 in case of their

uncertainty.

The set of values of these fuzzy input variables, output linguistic variables, and also the rules of
fuzzy products form a fuzzy knowledge base.

5. Fuzzy-correct models of problems

The problem of constructing fuzzy models based on the conclusions of fuzzy rules in the face of
uncertainty arises when assessing the state of poorly formalized processes. The advantage of fuzzy logic
is the ability to use expert knowledge about this object in the form of statements (predicate rules): if -
"inputs”, then - "outputs”. At the same time, it should be noted that the construction of fuzzy models of
this type is often associated with the appearance of so-called fuzzy-incorrect problems.

Of particular note are the works of A. N. Tikhonov, V. Ya. Arsenin, and A. V. Yazenin in finding
approximate solutions to ill-posed problems when constructing formalized evaluation models. However,
the issues of solving fuzzy-incorrect problems are currently insufficiently studied.

Let the state of a weakly formalized process be described by specifying a sample of fuzzy

experimental data (X,,y,), r=1,M. Here X, =(X,,X,,,..,X,,) — the input n dimensional fuzzy vector,
which is defined with its membership functions, and y, =(y,, y,,..., Y, ) —corresponding output vector.

It is required to construct fuzzy-correct models of decision-making tasks for assessing and
predicting the state of a poorly formalized process, described in general terms by a set of fuzzy rules of
productions (linguistic statements).

ﬁ(ﬁx;:aif—c BeCOMWip)—>yif:’ i=1m. (6)

p=1\_j=1
= f(biO’bil’biZY""bm)
Here: a] — linguistic term by which the variable x‘j is evaluated in row with the number p in the
rules i;
w,, — weight coefficient for rows p in the rules i;
y! = f(b,,b,,b,,....b,) — the output of the model (6) described by the rule i.
It is required to find such values of unknown coefficientsb, (i=1,m, j=1n) in the process of

building a fuzzy model (6) that provide a minimum of the residual:
E=§j(yr—yrf)—>min, )
r=1

where y' —model output (6) corresponding to the input vector X, .

The solution of this type of problem corresponds to the solution of the following equation:
Y=A-B, (8)
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—ﬂl,l""’ﬁl‘m' Xl,l'ﬂl,l""'xl,l'ﬂl,m' b
Xl,n'ﬁl‘l""’xl,n'ﬂl,m _ /’ldi(xr)'di

where = —
izzﬂdi (x r)

A=|:
ﬂM,l""'ﬂM‘m’ XM,l'ﬂl,l"“’XM,l'ﬂl,m'""
_XM,n 'ﬁM,l"“’XM,n '/BM,m

b, +b, X +b,% +...+

+b.x', in case of linear dependence,

in“*n?

b, +b X" +b, x| b x +b . (x)
i0+ i1X1+ i2X2+"'+ ian+ in+1(xl) +
r 2 r 2
d; =3 +by, (X5) +. by (X1

in case of nonlinear

dependence,
term;, in case of fuzzy terms;

In this case, the construction of the desired fuzzy model is reduced to finding such a vector B,
under which the condition E=(Y =Y")" -(Y =Y ") - min.

In the proposed models, each input variable has its own membership functions u(x,c,o) fuzzy
terms (for example, H - low, NA - below average, C - medium, Sun - above average, B - high), which are
used in the equations.

In the process of developing a fuzzy risk assessment model based on the findings of fuzzy rules,
one often encounters the problem of finding approximate solutions to fuzzy-incorrect problems. It should
be noted that the methods designed to solve incorrect problems of decision support systems are developed
only for a number of special cases of models (for example, for models based on classical logic). At the
same time, there is currently no common approach to solving fuzzy-incorrect problems of this type.

To solve this problem, you can use the method of finding the neighborhood of the solution of ill-
posed problems. To this end, we present some definitions and prove the assertions.

Definition 1. Primary information (about the object of study) is a fuzzy set with the membership
function. p(x), where xeX.

Definition 2. Primary information is called fuzzy-compact if any level set, except for zero, is
compact on the space X, i.e. Vae(0,1], A, = {x (X)) a}— compact area on space.

Statement 1. Primary information, the membership function of which is shown in Table. 2, is a
fuzzy-compact primary information.

Table 2
Ne Membership function Proof of fuzzy compactness of primary information
1. 1(x)= o Vae(01], k>1, 0<x<owo 4,(x)={x:u(x)>a}=
A4,(x)= {x e M > a} = {x —k[x|=1In a} =
I
{x 'E _%} = xoll<e@) stw)=-12
2| ) =M Vae(01], k>0, A () ={x:u(X)za}=
A (x)= {x TR a} = {x :—k[x|*>1n a} =
83
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{1} [ B2}

el <e@) o) = -5

3. 1 Vae(01], k>1, Aa(x):{x:,u(x)Za}:

4=
A, (x)=49x: L s2a :{x:1+k||x||zﬁl}:
1+k]x] a

fuobr <) - ootz -
(04 a

{(x:|x| < @)} e(e) = 1k__aa

Here
I|= [ -

The statement is proven.
Finding solutions to equations
AB=Y
comes to the task of finding a fuzzy solution of this equation.
Definition 3. Fuzzy solution of equation AB=Y is called the primary information

represented by a fuzzy set Ua A, , possessing the following properties:

* operator A and source data B are given;
* ‘v’ae(O,l],Aaz{B:yA(B)Za};
Je(a)>0, sup py (A(B),A,)<e(a)<wx.
BeA,

Here ps — interval between sets A(B) and A,.
Definition 4. Fuzzy solution will be called stable if  lim e(a):o and operator A:B—>Y

a—>sup u(x
xeX

continuous in BeZ.
Statement 2. A fuzzy solution of equations (4) with the membership function of the input
variables listed in Table. 3 is sustainable:

Table 3
Ne Membership function Proof of the stability of the primary information
1| u(B)=ee™ Vae(01], k>1,
Ina
sla)=——,
(a) ==
lims(a)= |im(—'”—“j -0
a-l a-l k
2. u(B) = e—kHAB—YH2 YVa e (O,l], k>0,
Ina
S =
84

Published by 2030 Uzbekistan Research Online, 2019



Chemical Technology. Control and Management, Vol. 2018 [2019], Iss. 4, Art. 12

INFORMATION TECHNOLOGY. INFORMATION SECURITY

ime(a)-tm| [ |0
3. 1 VYae(01], k>1,
u(B)=——— =(04]
1+k|AB-Y| 1-a
gl@)=,—>
ka
I i l-a _0
;m«f(a)—;m k—a -
4. 1—a
0, < (AB-Y)<- -, Vae(01], ——=<(AB-Y)< :
= 04 -5 %
1—a(—(AB—Y)k), <(AB-Y)<0, . L l-a |
u(B)= @ !Jinlg(“)‘[finl(k a ]‘0
1-a(AB-Y)", 0<(AB-Y)< J’
0, J_g(AB Y) <o,
5. 0, —0<(AB-Y)<-a, Vae(01], —a,<(AB-Y)<a,
& +(ABY) o <(AB-Y)<-a, gl@)=a,—(a,—a)a,
a,-a . .
u(2) =11, a <(AB-Y)<a, Equals to ng}g(a)=ginl(a2—(a2—a1)a)=0
az—(AB—Y), a <(AB-Y)<a, only if a;—0
a,—q
0, a, <(AB-Y) <.

Statement 3. Let the operator A:B —Y continuous in BeZ, then it is possible to construct a
stable fuzzy solution with the membership function given in Table.4.

Table 4
Ne Membership function Proof of the possibility of constructing a fuzzy-
sustainable solution of primary information
L) u(B)=ere Vae(01], k>1 0<B<o,
Ina
sla)=———.
(a) ==
It can be built a fuzzy-stable solution in the form
A, =0,, (AB), gaAa, Ll_rgg(a) =0
2. 14(B) = e—kHAB—YH2 Ina
Ya E(O,l], k>1 , 8(&) = —T
It can be built a fuzzy-stable solution in the form
A,=0,, (AB), LjaAa , Llinlg(a) =0
3. 1
puB)=—-— Vae(01], k>1,
1+k|AB-Y|
(@) = 1-a
ka
It can be built a fuzzy-stable solution in the form
A, =0, (AB), UaA,, lime(a)=0
o &(a) ~ o’ 1
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: 0 —0<(AB-Y) S =, Vae(0,1], ~ 1 B<o, OsBsi,
v Va Va
1-a(-(AB-Y)"), \/_S(AB Y) <0, -
k
1-a(AB-Y),  0<(AB-Y)< \/_’ It can be built a fuzzy-stable solution in the form
0, \/_S(AB Y) <. Aa =Og(a)(AB), LaJO{Aa, !ZI_I’H(S‘(CX)ZO
> 0, —0<(AB-Y)<-a, Vae(01], —a,<B<-a,,4 <B<a,
AB-Y
2B asuensa, fa)=2,~(3,~a)a.
(2) =11 2 _a, <(AB-Y)< It can be built a fuzzy-stable solution in the form
H(2)= - - a < <a A,=0,, (AB), UaA,, lime(a)=0
2= 2 a<(AB-Y)<a, pe a1
a—8
0, a, <(AB-Y) <.

Above mechanism for constructing fuzzy-correct models can be used to solve problems of
parametric identification, classification, clustering and prediction. [1].

6. Training and adaptation of parameters of fuzzy task models

Process of setting the parameters of the membership functions in the form of Gauss, parabola,
triangle, trapezium and bell-shaped form based on neural networks and bee swarm algorithms is

considered.

Configuring the parameters of the intellectual analysis model of the state of poorly formalized

processes based on neural networks:

The system of recurrent relations for various types of membership functions is used to minimize

the criterion

1w
E==
2121

(y,~9,) - min, 9)

used for training in the theory of neural networks (table 5).

Table 5

Recurrence relations settings of the model parameters of various types of membership functions

Membership function

Recurrent relationships

Gauss form:

p(x) = exp[—[%ﬂ

r"lu"’(x)
JD(X )

P+ =c” O -n(y, 9w,
92O o0 - )P )

dju
o)

Hﬂ'p(x)
JP(X)
I%ﬂdj (y)- glaizudJ ) 20X — JF) P )

X

o (t+D) =" O -1 (Y, - 9w,

X

[z /ld'(Y)) @")
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Bell shaped form:

ux)=—>
1+(x—c)
O

H#"“(X)
Jp(X)

diu® (y) 2(o ) (5 —¢)

(CORICEUN

P+ =cP®)-n(y. - %)W,

| | ﬁ#ip(x)
o (t+D) =" O -n(y, - %,)wW, JP(X)
d7§:; (y)- Zr:; (y) 207 (X —clP)?

dju
( ) ((O'i"’)2 +(xi*_cijp)2)2.

In the shape of a parabola:

x—cY SR (t+1) =P () (Y, — 9, )W, ° HM%”
ﬂ(X)zl—( Cj 0= 5) W aPx)
(o) —m m—
421" D=2 0) e iy
x m 2 _jp 2
(Jz:lﬂdj(y)) (O-| )
JP ip ilj‘ujp()(i)
t+D)=c"O)-n(y, -9 )W, )
XEg - g oy
b )
In the shape of a triangle: ﬁy”’(x )
X~a  a<x<b AP () =" O -n(% =)W, S5
b-—a’ - (X)
- a3 4 > d;
,u(x)= X_C, bSXSC, . 12:11 () 12:11 M (Y) x —hpJP
b (i “(>T (b® —a*)”"
0, in other cases. PeTald
| r”[u"p<x)
P+ =cP O -n(y. )W, IR

e n— ifa<x<b,then
a3 u -S| oo
i=1 i N

moog 2 bijp_ ijp 2!
(Zﬂ’(y)) (B -e%)

j=1
| 14" (x)
b (t+1) =b*t)-n(y, - ¥, )w, T
. . If b<x<c, then
d; > u U(y)- gdjﬂ (y) a_ip_X
j—l =1

(Suww) O oF
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ip ip " Eyjp(xi)
bP(t+1)=b (t)—ry(yt—yt)wjp—*#jp(Xi) X
T, g8 )

djjz;l'u (y) szldJﬂ (y) P —x,

d )JZ (b _Cij‘;)z .

X

ij(t+1) = ij(t)—

IguWw—E&M%w

(gu“wﬂ

(Y, = 9,)

'ijgﬂ]p (%)-

2. The process of setting the parameters of a fuzzy model of intellectual analysis of the state of
poorly formalized processes based on an evolutionary algorithm — a bee swarm is considered. This
algorithm was developed by analogy with the behavior of wasps in a colony of bees.

The main essence of the model parameter settings based on the bee swarm algorithm is the choice
of parameter values that minimize the difference between the real properties of the object and the output
results of the model. This algorithm consists of the following steps.

Step 1. Initialization. Here totalNumberBees is the number of bees, numberInactive is the number
of inactive bees, numberScout is the number of scout bees, maxNumberVisits is the number of visits to
nectar sources, maxNumberCycles is the number of iterations, the intervals of parameter values are
determined a, b, c and w.

Step 2. Scouts survey the area around the hive in search of new sources of nectar. In this case, the
initial values of the parameters are determined, and the results are stored in the BS matrix.

Step 3. Waggle dance — dance of watching bees. Here, from the sources of nectar found, the most
optimal (in which there are many nectars or the closest ones) are transferred from the BS matrix to the
WG matrix.

Duration Waggle dance is determined by the formula D, =d,A. Here A is the scalability factor;

value indicating the relative utility, quality and volume of nectar found d, - dancing i — intelligence bee.

After selecting the necessary source of nectar, the worker bee begins its flight toward nectar.

Step 4. On the basis of the WG matrix obtained from scouting bees, worker bees carry nectar and
find new sources (parameter values) around the source of this nectar. The information found is entered
into the NW matrix.

Step 5. Based on the WG information, reconnaissance bees transfer nectar and determine the result
that gives the most optimal values, which is assigned to the variable best. The results obtained are entered
into the NB matrix.

Step 6. Forming an archive of solutions based on existing matrices NW, NB, WG.

M
Step 7. Under the conditions of the criterion E :%Z(fj(w, a,b,c,d)— 91.)2 — min or performing
j=1

a certain iteration up to maxNumberCycles determines the optimal values of the parameters from WG.
Here f, (w, a,b,c,d) - model output, w — weight rules, Y, - real characteristics of the object, a, b,

and c are the parameters of the membership functions. These parameters are determined according to the
type of the membership function. If the membership function is in the form of Gauss, parabola, bell-
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shaped form, then the parameters of the functions will be a and b. If the membership function is in the
form of a trapezoid, then the parameters of the functions will be in the form of a, b, c and d.

Step 8. If the conditions of the corresponding criterion are not fulfilled, go to step 2.

With each iteration of the algorithm, the values of the model parameters approach the optimal
ones.

Conclusion

Analysis of the tasks of fuzzy multicriteria optimization, formed when building a fuzzy model of
intellectual analysis of the state of poorly formalized processes, allows solving problems of multicriteria
optimization that arise when building models of classification, evaluation and forecasting of the state of
processes in conditions of fuzzy information.

Experimental studies have shown a higher efficiency of the developed algorithms in comparison
with the known algorithms in solving model problems of classification, evaluation and forecasting.
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