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Abstract
A document classifier places documents together in a linear arrangement

for browsing or high speed access by human or computerized information
retrieval systems. Requirements for document classification and browsing
systems are developed from similarity measures, distance measures, and the
notion of subject aboutness. A requirement that documents be arranged in de-
creasing order of similarity as the distance from a given document increases
can often not be met. Based on these requirements, information theoretic
considerations, and the Gray code, a classification system is proposed that
can classify documents without human intervention. It provides a theoretical
justification for individual classification numbers going from broad to narrow
topics when moving from left to right in the classification number. A general
measure of classifier performance is developed and used to evaluate experi-
mental results comparing the distance between subject headings assigned to
documents given classifications from the proposed system and the Library
of Congress Classification (LCC) system. Browsing in libraries, hypertext,
and databases is usually considered to be the domain of subject searches.
The proposed system can incorporate both classification by subject and by
other forms of bibliographic information, allowing for the generalization of
browsing to include all features of an information carrying unit.
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1 Introduction

Mentioning document classification may bring to a layperson’s mind the Dewey
Decimal system, while to the library professional, it usually provokes thoughts
of the problems associated with bringing together similar materials, the costs of
cataloging, or the difficulty of justifying one classification system over another.
Svenonius (1981) has suggested that “the main use for classification, at least in the
United States, has been to facilitate browsing.” While classification has other roles
in the library, from the mundane to playing “a direct role in the creation of orig-
inal knowledge” [6], classification as a tool to support browsing activities in both
libraries and database systems will be the focus of this research and discussion.
Although numerous library classification systems have been developed, most have
been developed from philosophical and taxonomical considerations [12, 28]; few
have been based on more scientific criteria. A set of precise requirements for a
document classification system are provided here as well as a classification system
consistent with these requirements. This classification system and an associated
measure of classification performance have been developed based on concepts used
by information professionals who use document classification systems.

Many different quantitative methods are available for determining similarities
between documents and for optimal ordering for documents. Methods similar to
the work here include studies of coding techniques that place similar documents
near each other, given a query [10], and hashing techniques that maintain order
[13]. An information theoretic method is developed here which we believe is easier
to interpret and consistent with the needs of document classification systems. Other
similarity techniques and measures could be used and need to be explored, e.g., the
expected mutual information measure. The method developed here for evaluating
a classification system is based on information naturalness concerns. Performance
measures using statistical correlation could be satisfactorily used, measuring, for
example, the correlation between the ordering provided by the classification system
and the ordering provided by a perfectly ordered collection of documents.

Aristotle suggested that a science has as its base a series of predicates that, in
effect, define the science. For example, the science of physics uses fundamental
predicates such as position, velocity, and inertia on which it builds its theories.
If a science of document classification is to be developed, it will probably have
at its base predicates like the shelf-distance between documents and the subject-
similarity of documents.

Developing a document classification system results in a rather unique set of
problems. The primary function of a document or library classification system is to
assign a value to each information carrying unit so that when the items are sorted
by this value, like information carrying units are grouped together. Co-location of
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documents allows users to benefit from browsing through nearby similar materials
once they have located a single potentially relevant item, increasing the precision of
the browsing. To provide for browsing capabilities, a library classification system
should meet several requirements. Broad requirements for a classification system
have been suggested by Wynar and Taylor [28]. We believe that a classification
system supporting browsing should

assign classification values objectively (objectivity requirement),

provide a single classification system capable of classifying all possible doc-
uments (inclusion requirement),

provide a linear structure (linearity requirement),

assign values to documents so that when one moves away from any docu-
ment in either direction on a conceptual shelf or in a database, the docu-
ments become increasingly dissimilar (increasing distance-dissimilarity re-
quirement).

A classification system meeting these requirements will fulfill the needs of a li-
brarian or database manager wishing to place like items together for browsing. In a
library, for example, similar documents may be consecutively retrieved by retriev-
ing books as one moves down a shelf.

Other characteristics of a classification system, while desirable, are not manda-
tory. A classification system might have the following characteristics:

be easily (quickly) searched,

be easy for librarians to use when classifying documents,

allow for classification by computer,

be consistent with an existing, popular system,

provide explanatory power, or

be readily adaptable to incorporate changes in the materials classified.

These requirements and desirable characteristics, when combined with the pred-
icates of a science of classification, will be used as the basis for the proposed
classification system. A guide to the automatic classification literature is provided
by [18].

A document or book has a number of features which may characterize the topic
of the document. Subject indicating features may include library subject headings,
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while other features may indirectly indicate the document’s subject, such as words
that occur in a document’s title, the language, date and place of publication, and
characteristics of the author that might provide information about the subject of the
author’s work.

Features are assumed here to be binary. A feature is thus present or absent, or
, depending on the degree to which the document is about the feature. Below, the

expression “the probability of a feature” refers to the probability that the feature
has the value . Features are assumed to be treatable as statistically independent.

The primary purpose of a classification system is to enable information searchers
to browse through documents. Once an initial document has been located on a
shelf in a library or in a window in a hypertext system, searchers often choose to
examine related materials [2, 5, 8, 22, 23]. Classification provides this clustering
of similar materials [9, 17]. Classification and browsing systems typically group
items by subject similarity, but clustering procedures may also take into consid-
eration bibliographic features not normally thought of as subject related, such as
type of binding. Although the classification system discussed below is capable of
incorporating bibliographic features used in known item searches and is not limited
to conventional subject clustering, further research will be necessary to determine
how useful classification by other than subject-features would be to library patrons
and database searchers.

Below, a Gray code based classification system is used to group a set of docu-
ments together. The classification procedure groups documents based on the doc-
uments’ subject-bearing features. A measure is proposed which can be used to
evaluate the performance of a classification system. Experiments suggest that the
Gray code based classification method places documents closer together than does
the Library of Congress Classification system.

2 Shelf-Distance

For notational simplification, a classification system is understood as an ordering
of a series of documents or text fragments on a single conceptual shelf holding
documents. A document or book is denoted as , with the subscript indicating the
position of the document on the shelf. The documents are ordered

where the subscript indicates the position of the document relative to the leftmost
document on the shelf, with position representing an arbitrarily chosen position
under consideration. is a hypothetical document with no subject content of any
sort at the left end of the shelf.
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Distance measures in most common geometric spaces, such as a conceptual
document shelf, must meet several criteria, including:

where the distance between and is denoted as for all and .
It is always the case that for all , , and when

or when . Unless indicated otherwise, it is assumed that
the distance function, as well as other functions, are only defined over the set of
documents to the right of and over the set of documents to the left of but
not over the set of all documents taken together. Therefore, the distance between

and is not defined if is between and .

3 Distance and Dissimilarity

The dissimilarity function, or distance in a conceptual subject space between two
documents and , is denoted as . The subject of a document, what
it is about, is considered to be determined by all subject related aspects or features
of the document. The subject-dissimilarity may be computed as a function of the
degree of difference in feature values between two documents.

Because the dissimilarity function may be understood as a distance measure in
a conceptual space, the following holds:

A classification system may attempt to maximize or minimize factors combin-
ing the distances between documents both in physical space (shelf-distance) and
subject similarity or dissimilarity between documents. Numerous techniques for
combining distance and similarity measures are used in mathematical clustering
procedures [1].

A classification function consistent with the requirements for a document clas-
sification system, and in particular, the increasing distance-dissimilarity require-
ment, mandates that items be placed in weakly ascending order by the value of a
subject-dissimilarity measure as one moves out in either direction from any given
document. Weakly ascending order implies that the value for a selected feature
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for each item is greater than or equal to the corresponding value for the preceding
item. This document arrangement has the effect of ordering documents so that at
any one point on the conceptual shelf, the documents to both the right and the left
of the point are arranged in order of increasing dissimilarity to the document at the
chosen point. This classification function incorporates the shelf-distance between
items by requiring ordering by subject dissimilarity; items at a greater distance
must have a greater degree of dissimilarity than closer objects.

To be consistent with the increasing distance-dissimilarity requirement, docu-
ments must be classified so that

for both and , that is, for documents to the left or the
right of . Given a document at location , if is greater than and documents
at locations and are shelved to the left of document , then the document at
location is less similar or equally similar to the document at location than is the
document at location .

These functions and rules do not make use of the distances to documents on
both sides of at the same time. If the functions were defined over the entire set
of documents on the conceptual shelf, it might be the case that for ,

These proposed distance and dissimilarity functions may now be used to de-
velop a possible classification function. A classification function, takes as its
input or argument all the available features of the document, referred to as the doc-
ument’s profile, and returns a number that increases as the position of the document
moves to the right on the conceptual shelf. Many existing classification systems,
such as the Dewey Decimal Classification (DDC) system or the LCC systems, can
be seen as providing an increasing value for those documents further to the right on
the single conceptual shelf. Documents ordered by the value of the classification
function may be said to be classified.

The distance in classification space between two classified documents and
is denoted as . Because this is a proper distance function, the fol-

lowing are true:
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Figure 1: Four documents in a conceptual subject space.

The classification function may now be defined as , that is,
the difference in the classification distance between the document in question and
a subject neutral or null document.

If the classification system is consistent with the increasing distance-dissimilarity
requirement, then is monotonic with and when the value of
one function rises or falls the value of the other function also rises or falls. If

, then and The
further to the right and the more distant documents are from , the greater must
be their classification value and the greater must be the dissimilarity between a
document and . Similarly, if , then and

Thus, some characteristics of a classification function meeting the initially es-
tablished requirements can be analytically described.

4 Unachieveable Requirements

In some cases the ordering requirements placed on a classification system by the
increasing distance-dissimilarity requirement cannot be met. Therefore, a clas-
sification system based upon a set of requirements should not use the increasing
distance-dissimilarity requirement as part of its foundation, although the require-
ment may serve as a helpful guide.

Consider a simple situation with four documents, with characteristics
and , arranged at a subject distance from each other as shown in Figure 1. Each
vertical or horizontal line represents 1 unit of subject distance or dissimilarity; the
name of the document represents the document’s coordinates, with the first digit
representing a feature graphed on the axis and the second digit representing a
feature graphed on the axis. The documents located at ends of diagonal lines
are further apart than are the document’s immediate neighbors on either vertical
or horizontal lines. Thus, if the distances in Figure 1 are measured geometrically,

.

7



By attempting to arrange these documents in a linear fashion consistent with
the classification requirements, it becomes obvious that the increasing distance-
dissimilarity requirement cannot be met. Assume that the four shelf positions
capable of holding a document are numbered, from left to right, . The
document with profile is assumed to be on the right half of the shelf in either
positions or . If is in position , then either it must be next to , to which it
is more dissimilar than it is to and in positions and , violating the increas-
ing distance-dissimilarity requirement, e.g., or , or
either or is in position , e.g. or . Either of the
values in position , i.e., or , is closer to than to the other, so must be
in position , e.g. or . This forces the one of the ,

, pair that is not in position to be in position . However, the document in posi-
tion is now closer to the document in position than to the document in position
, e.g., is more about than is in , while is more about

than is in , both violating the increasing distance-dissimilarity
requirement.

If is in shelf position instead of position , then either is in position
, e.g., or one of the , pair is in position , e.g.,

or . If is in position , it is more dissimilar to the document
in position than it is to either of the two possible documents in positions
and , no matter what the arrangement of the latter two, e.g., or

. If is placed in position , then to maintain decreasing similar-
ity, , which it is most unlike, must be in position and must be in position
, e.g. . However, document at position is now more similar

to at position than it is to document at position , violating the increasing
distance-dissimilarity requirement. The same problem arises if is placed in po-
sition , e.g. . Other arguments are possible, including those based
on a mirror image of the above example, but it is clear that the proposed increasing
distance-dissimilarity requirement often cannot be met.

This has a particularly important impact on classification for probabilistic re-
trieval [3, 20, 24, 27]. Systems consistent with these probabilistic document re-
trieval models rank documents in decreasing order of their probability of relevance.
A static document arrangement which meets the increasing distance-dissimilarity
and other requirements would place those documents with the highest rankings
closest to a given point, while as one moved away from this point, one would
encounter documents with decreasing ranks. Because the increasing distance-
dissimilarity requirement cannot be met in some cases, a static arrangement of
documents for browsing that is consistent with the goals of probabilistic informa-
tion retrieval cannot be designed.

The increasing distance-dissimilarity requirement for a classification system
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can be modified to provide a requirement with which a classification system can
be consistent. This modified requirement mandates that when documents are being
classified, the unclassified document which is most similar to the last document
classified, the rightmost document on the conceptual shelf, is placed on the shelf
as the new rightmost document. This does not place any restrictions on the dis-
similarity of pairs of documents with intervening documents, except through the
transitivity of similarity; that is, if and are adjacent documents and in this
order, and is highly alike and is very similar to , then obviously is
rather similar to , although the similarity between is less than or equal to
the similarity between the document pairs or .

The following modified requirement is suggested in lieu of the increasing
distance-dissimilarity requirement:

place documents on a shelf, left to right, so the next document placed on the
shelf is the document not already on the shelf most similar to the rightmost
document (modified increasing distance-dissimilarity requirement).

If the classification system is consistent with the modified increasing distance-
dissimilarity requirement, then for and

, , and The further to
the right and the more distant documents are from , the greater is the value of
the classification function and often the greater is the dissimilarity between the
documents and . If and , then ,

, and

5 The Gray Code

An ordering principle and a classification system consistent with the modified re-
quirements can be obtained by representing document features by the binary Gray
code. Each feature is represented by a or a in the Gray code representation
for each document. The Gray code provides a representation for each ordered item
such that there is only 1 character difference between the representation for an item
and the representation for the next item [15]. This may be more formally explicated
by defining the Hamming distance between two individual binary representations
for items as the number of features by which they differ [21]. For example, the
Hamming distance between and is because they differ in 2 posi-
tions, the second and the fourth. The Gray code may be more formally defined
as a code consisting of a series of representations ordered by their
numeric value such that the Hamming distance between and is for all .
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Table 1: Reflecting Gray code.

Decimal Binary Gray Code
0 000 0
1 001 1
2 010 11
3 011 10
4 100 110
5 101 111
6 110 101
7 111 100

Gray code representations for the numbers from to are provided in Table 1.
There are several different Gray codes which may be applied to document classifi-
cation [14]. The form used here is often referred to as the reflected Gray code. A
listing of the codewords or representations can be split into two equal portions at
several points with the top half having a as the leftmost bit and the bottom half
having a as the leftmost bit, assuming the same number of bits in numbers in both
halves [11]. This can be done to the data in Table 1 by taking either the first two,
four, or eight numbers and splitting them into equal sized top and bottom halves.
Following convention, leading zeroes are suppressed.

Simple procedures exist for converting numbers from the standard binary rep-
resentation of numbers to a Gray code representation. For example, a standard
binary number can be converted into the Gray code by moving from the rightmost
bit to the leftmost bit and changing the value of a bit if the bit to its left is a . Thus,
the binary number becomes in the Gray code, with each of the rightmost
two bits transposed in value because the bit to the left of each of the two bits is a .
A number in Gray code can be easily changed into a standard binary number, again
while moving from right to left, by changing the value of a bit if the sum of the
bits to its left is an odd number. Continuing with the above example, in Gray
code is changed back into the standard binary number because the sum of the
bit values to the left of each of the two rightmost bits is an odd number, changing
the value of the two rightmost bits.
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Figure 2: Four documents arranged in order by the value of their position in space.

6 Classification Using the Gray Code

A classification system can be implemented using the Gray code to represent the
presence or absence of features of the document being classified. Documents are
then ordered by the value of the Gray code. Each profile is written as a number,
with each position representing a feature’s value. Using the reflecting Gray code in
Table 1, a document with profile would be placed before one with characteristics

, because the former proceeds the latter in value.
The four profiles in Figures 1 and 2 may be treated as Gray code representations

and ordered as suggested by Table 1. The ordering is indicated by the lines in
Figure 2. The Hamming distance between each adjacent profile is , the lowest
possible Hamming distance for non-identical profiles. This is an intrinsic property
of consecutive representations in the Gray code. Classification using the proposed
method requires that the presence or absence of all features be represented directly
or indirectly by binary values at a certain position in the Gray code.

A sample set of documents shown in Table 2 illustrates how documents may be
arranged using the arithmetic (regular) counting sequence and the Gray code count-
ing sequence. The arithmetic or alphabetic counting sequences are used in most
library classification systems such as the Dewey Decimal and Library of Congress
Classification systems. The Hamming distances, representing the subject dissim-
ilarities between adjacent documents, are greater with the arithmetic counting se-
quence than with the proposed Gray code based system. The average distance in
the case of the Gray code is while the average distance between documents using
the more traditional ordering is .

The shortest possible code is that with no redundancy between features. This is
found only when document features are statistically independent, that is, when one
feature doesn’t provide an information about another feature. One can force in-
dependence of represented features by using as features factors generated through
factor analysis, which computes statistically independent features underlying a set
of statistically dependent features [4, 7]. For purposes here, we have chosen not
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Binary Hamming Gray Hamming
Document Code Distance Document Code Distance

A 0 0 0 0 – A 0 0 0 0 –
B 0 0 0 1 1 B 0 0 0 1 1
C 0 0 1 0 2 D 0 0 1 1 1
D 0 0 1 1 1 C 0 0 1 0 1
E 0 1 0 0 3 G 0 1 1 0 1
F 0 1 0 1 1 H 0 1 1 1 1
G 0 1 1 0 2 F 0 1 0 1 1
H 0 1 1 1 1 E 0 1 0 0 1
I 1 0 0 0 4 M 1 1 0 0 1
J 1 0 0 1 1 N 1 1 0 1 1
K 1 0 1 0 2 P 1 1 1 1 1
L 1 0 1 1 1 O 1 1 1 0 1
M 1 1 0 0 3 K 1 0 1 0 1
N 1 1 0 1 1 L 1 0 1 1 1
O 1 1 1 0 2 J 1 0 0 1 1
P 1 1 1 1 1 I 1 0 0 0 1

Table 2: Document ordering with binary and Gray codes. Hamming distances
represent the distance from a document (with the distance indicated) to the adjacent
document immediately above it, understood as the document immediately to its left
on a shelf. The average Hamming distance between adjacent documents using the
binary code is , while the average distance between adjacent documents is only

for Gray code ordered documents, indicating that the latter is superior at grouping
documents by subject.

12



to optimize the code for the shortest length possible. This is not to suggest that
the use of factor analytic techniques would not improve the proposed classification
system.

Features may be placed in any order into the Gray code and the modified re-
quirements will be met. However, the expected dissimilarity between documents,
as represented by the sum of the expected dissimilarity between features, can be
decreased by placing those features with the least expected dissimilarity furthest
to the right in the code, while the features with the greatest expected dissimilar-
ity are placed to the left. Figure 3 shows the relationship between the probability
of a feature occurring and its expected Hamming distance. The expected Ham-
ming distance may be computed as the product of the proability that a feature will
change values times the probability of starting with that feature times the distance
associated with that change. The expected Hamming distance of a feature, with
probability of having the value is , may be computed as (the probability of hav-
ing a , , times the probability of having a change to a , times the distance of
,) plus (the probability of having a , , times the probability of having a change

to a , , times the distance of ,) equalling . The
expected Hamming distance of a feature with a probability of similarly would be
computed as . In general, if the probability of a
feature occurring is , the expected Hamming distance for that feature is

When all features have low probabilities, they can be arranged from left to right
in order of decreasing probability of occurrence, which is the same as ordering
the features from left to right in decreasing order of their expected dissimilarity.
However, in cases where some features have or might have probabilities over ,
ordering by decreasing expected dissimilarity, which is theoretically justified, will
not produce the same ordering as ordering by decreasing probability.

Note that most natural language terms occur in text with a probability of less
than and similar low probabilities might be expected of most other features.
As the rightmost bits “cycle” more frequently than bits to the left, this arrange-
ment will result in a lower expected dissimilarity between adjacent documents than
would be the case if the least probable features with the greatest expected dissimi-
larity were on the right side and cycled most frequently.

The degree to which a document is “about” a topic may be measured as the
information that the document contains on the subject corresponding to the features
contained in the document. Information may be measured in this context using the
measure developed by Shannon [25, 21]. Information is inversely related to the
probability of a feature occurring.

Given this measure of information, the degree of difference between the in-
formation in one document and another may be computed as the information con-
tained in the differing features of the document “on the right.” A feature always

13



Figure 3: Expected Hamming distance for a feature with probability .
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Hamm.

Dist.
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carries information, whether its value is or . When a change in feature values
occurs, when moving from one document to an adjacent document, the difference
in information associated with the change to a new feature value may be under-
stood as the information associated with the changed feature. Because the feature
values of and will result in different individual information measures, the order
in which one moves (left to right or right to left) will result in different measures
of information. The average information associated with any new features is used
here to avoid this problem; this results in the same measured information whether
the documents are analyzed from left to right or from right to left.

The difference in information between the feature in documents and ,
where and , may be computed as

Logarithms are computed to base if information is measured in bits. The use
of other types of difference measures is possible and will be the subject of future
research.

The difference between two adjacent documents, and , the degree that they
are about different subjects, may be computed as

where there are features, numbered through and for all where .
Figure 4 illustrates how the expected value of the information dissimilarity, referred
to here as the expected information dissimilarity, changes as the probability varies
from to . If features have low probabilities , the expected informational
dissimilarity will decrease as the probability of a feature occurring decreases.

The effect of feature ordering based on expected information dissimilarity is
illustrated in Table 3. Two features are indicated for each document: one with the
probability of a feature having the value and the other feature with probabil-
ity of the feature having the value . The latter feature has a lower expected
information dissimilarity value, as can be seen by referring to Figure 4. The left
half of Table 3 shows the information dissimilarity when features are ordered from
left to right by decreasing expected information dissimilarity. The total information
dissimilarity can be seen to be bits with an average information dissimilarity
of bits. The right half of Table 3 shows the information dissimilarity when
features are ordered from left to right by increasing expected information dissimi-
larity. The total information dissimilarity can be seen to be in this case with
an average information dissimilarity of bits. The average information dissim-
ilarity is obviously lower for the case where features were ordered by decreasing
expected information dissimilarity and is thus superior with this data.
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Figure 4: Expected informational dissimilarity (measured in bits) for a feature with
probability .

Exp.
Info.

Dissim.
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Table 3: Comparison of ordering features from left to right by decreasing expected
information dissimilarity and increasing expected information dissimilarity. Or-
dering by decreasing expected information dissimilarity results in a lower average
distance between documents, i.e. adjacent documents are more similar when or-
dered based on decreasing expected information dissimilarity.

Decreasing Exp. Info. Dis. Increasing Exp. Info. Dis.
Document Information Document Information

Profile Dissimilarity Profile Dissimilarity
0 0 – 0 0 –
0 0 0.00 0 0 0.00
0 0 0.00 0 0 0.00
0 1 0.81 0 1 1.00
1 1 1.00 0 1 0.00
1 0 0.81 0 1 0.00
1 0 0.00 1 1 .81
1 0 0.00 1 0 1.00

Totals: 2.62 2.81
Averages: .374 .401
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7 Measuring Classifier Performance

The Hamming distance is a suitable subject-distance measure of the dissimilarity
between two documents. It can be used to examine the order of a set of classified
documents by averaging the Hamming distances between each document and the
document to its right, examining each pair of adjacent documents once.

Other measures of the quality of classifier performance may be used to compare
classification system performance. For example, one might compute the difference
between the two documents using the Shannon measure of information as in the
dissimilarity measures discussed earlier.

Both the Hamming distance and the information dissimilarity measures pro-
vide values that may be difficult to interpret. A classifier quality (Q) measure
is proposed here that is more helpful in evaluating classifier performance. It is
normed so that Q is expected to lie in the range from to for an effective classi-
fication system. is expected to equal when documents are randomly classified,
i.e., unclassified, and is expected to equal when documents are perfectly ordered.
A negative value is obtained when a perverse classification system is used, where
performance is worse than would be obtained by randomly arranging documents.
A formula yielding this range of values is

where is the measure of the average dissimilarity for a set of documents, is
the expected dissimilarity for an unordered set of documents, where documents are
randomly ordered, and is the expected dissimilarity for a perfectly ordered set
of documents. Note that will be greater than in cases when better document
ordering is obtained by shelving documents in random locations than by using
the classification system, while is less than , and may approach , when
the classification system orders documents so that the subject distance between
documents is less than would be obtained if documents were randomly ordered.

, , and are computed in terms of either Hamming distances or information
dissimilarity, depending upon need.

, the average expected distance between randomly ordered documents, can
be computed from the probabilities that each feature occurs in a document, assum-
ing statistical independence of features. The probability of a change is computed
as the probability of a document being selected having a binary feature ( ) multi-
plied by the probability of the neighboring document not having the feature
added to the probability of a document not having a feature times the prob-
ability of its neighbor having the feature , or . The expected Hamming
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distance between two document is the sum of this value over features, numbered
through ,

Consider four document profiles, , , , and , with features num-
bered from left to right , , and . Assume that , , and
approaches . It can be expected that one half of randomly selected document
pairs will differ in the first feature present in the documents. Almost no pairs will
be expected to differ in their values at the third feature. The expected Hamming
distance for this unordered document set is .

becomes very small given a good classification system. We treat it here as
though it were . This allows us to use the following simplified measure:

8 Analyzing an Existing Classification System

A set of experiments was conducted to test the efficacy of the proposed classifica-
tion method. The proposed classification system has been used to classify five sets
of documents. Several measures of document closeness were then used to compare
the quality of the proposed classification system to the quality of the Library of
Congress classification system. The results suggest that the proposed system can
be efficiently used as a classification system for documents. These results should
not be understood as claiming superiority of the proposed method over the LCC;
they merely suggest that the proposed system can be used to classify documents
with some degree of success, especially in environments where classification of
documents by computer is useful or necessary.

The five databases used consist of bibliographic records retrieved from searches
of the UNC-Chapel Hill Library’s on-line catalog. Four arbitrarily chosen subject
headings were used to conduct searches for all bibliographic items included in the
UNC-CH bibliographic database assigned these Library of Congress Subject Head-
ings (LCSH): (1) History, Ancient, (2) Information Science, (3) Rationalism, and
(4) Personality Tests. The four sets of retrieved records constitute four databases.
The fifth database is the union of the four other databases. Those few documents
with non-LCC numbers, such as unclassified local theses, dissertations, and mi-
croforms, were excluded from the databases. For the purposes of the experiments
conducted here, each document may be understood as consisting of an LC call
number assigned or accepted by UNC-CH catalogers and a set of features, with the
features here being equated to the presence or absence of the LCSHs assigned to
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Table 4: Comparison of inter-document distances in LC and Gray code based clas-
sification systems.

Database Hamming Distance
Data Set Size LC Gray

Pers. Tests 60 2.017 1.729
Hist., Anc. 111 2.127 1.791
Info. Sci. 82 2.691 1.951
Rationalism 135 4.134 3.560
combined 388 3.225 2.457

Table 5: Measuring classification performance of LC and Gray code based classi-
fication systems with Q measure computed from expected Hamming distance.

Q Measure
Data Set LC Proposed

Pers. Tests 2.258 .11 .23
Hist., Anc. 2.582 .18 .31
Info. Sci. 2.814 .04 .31
Rationalism 4.460 .07 .20
combined 4.750 .32 .48

the document in the UNC-CH catalog. Other, more difficult to obtain subject bear-
ing features were not used in these analyses. Probabilities of features occurring are
computed as the percentage of documents in that particular database containing
that particular LCSH. Note that documents were likely cataloged at different times
and may have been assigned both LCC numbers and LCSHs under those sets of
procedures applicable at the time the work was cataloged.

The average Hamming distances between adjacent documents in the different
databases are shown in Table 4, both with the LCC system and with the proposed
system. The Hamming distance between adjacent documents is computed in these
cases as the number of LCSHs by which the adjacent documents differ. For ex-
ample, if two documents had identical headings except that one had the heading
Epistemics and the other the heading General semantics, the Hamming distance
would be .

Documents for the LC ordering were sorted by their full LC call number, in-
cluding institution dependent information such as Cutter numbers, some of which
are non-subject bearing. Documents were ordered for the proposed system in order
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Table 6: Order of features as suggested by theory, in the reverse order of that
suggested by the theory, and in alphabetical order. Q measure based on Hamming
distance and the information dissimilarity measures.

Hamming Distance Information Dissimilarity
Data Set Reverse Alphabetic Theory Reverse Alphabetic Theory

Pers. Tests .14 .20 .23 .19 .32 .38
Hist., Anc. .12 .22 .31 .33 .45 .62
Info. Sci. .17 .23 .31 .29 .36 .54
Rationalism .05 .13 .20 .13 .26 .50
combined .22 .35 .48 .44 .69 .92

of the standard binary values of the feature arrays which are treated as Gray codes.
Distances between documents were measured by computing the distances between
assigned subject headings being used as features. This consisted of the Hamming
distance, the number of features with different values in the two documents. With
all five databases, the Hamming distance is lower with the Gray system than with
the LCC system. This supports the notion that the proposed classification system
places similar documents closer to each other than does the LCC system.

Table 5 provides , the expected classification performance when documents
are randomly distributed, and measures of the performance of both the LCC
system and the Gray system. Both systems increase in classification performance
as measured by the measure when the proposed classification method is used on
each database. The greater increase in performance for the combined database is
due in part to the increase in , but is also due to the increased effectiveness of
both classification systems when database size increases.

Table 6 shows the effects of both ordering the features as suggested by the the-
ory proposed above and ordering the features in the reverse order of that suggested
by the theory. The increase in Hamming distance and in the information dissimi-
larity between adjacent documents is greatest when the features are sorted by the
relative information of the features as suggested by the theory. This is consistent
with the notion that documents with the same or most similar information should
be classified closest together.

One difficulty associated with this method of analysis is that distances between
documents are computed based solely on their subject headings. These distances
are used for both classification and measurement. Results for the proposed Gray
code based classification system might exceed the results obtained with other meth-
ods, such as the LCC system, primarily because the aspects of the system being
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measured are exactly those chosen for optimization.

9 Discussion

The proposed classification system, consistent with a set of requirements for a
classification system, can be used effectively to classify documents in library and
database environments. It also provides a document ordering that can be used
strictly for comparative purposes when evaluating other classification techniques.
It has several advantages over conventional document classification systems, such
as the LCC system, the DDC system, or the Universal Decimal Classification sys-
tem. Based on theoretical considerations, it has been shown to provide satisfactory
document classification in an experimental environment comparable to that ob-
tained with the LCC system. It is also objective, that is, given a set of document
features, any classifier would assign the same document classification. The same
concerns that drive the proposed classification system have been used to suggest a
measure of classification performance. In the experimental tests described above,
the proposed method outperforms the LCC system using this proposed measure as
the evaluative criteria.

The proposed classification system also provides a theoretical justification for
the construction of classification numbers, suggesting that the components be ar-
ranged from left to right in order of increasing specificity. A classification sys-
tem’s strengths and weaknesses using this system may be studied by noting the
differences between a number in this theoretically based classification system and
numbers in an existing system such as the Dewey Decimal Classification system or
the LCC system. When directly comparing existing systems with the Gray system,
it will be necessary to convert portions of the large binary numbers generated by
the proposed system into decimal or character form to allow for comparison. If
the first character of an existing classification code has one of twenty six possible
characters, the first twenty six binary feature values of the proposed system could
be extracted and treated as a single character for comparison. This assumes that
the first twenty six binary features in the proposed system never co-occur, that is,
they are mutually exclusive.

Several questions remain unanswered about the proposed scientifically based
classification system. One is whether the inclusion of large number of features, on
the order of tens of thousands, makes the proposed system perform differently than
is evidenced by the experiments described earlier. The classification performance
with large number of documents also remains to be established; this performance
information is needed before a library or database with tens of thousands of docu-
ments should consider using such a classification system.
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The measures proposed above have been useful for the tests described here,
but an experiment comparing the satisfaction of users with real information needs
browsing through actual collections would be informative about the relationship
between user behavior and needs and the classification system. In addition, brows-
ing in both libraries and hypertext is usually considered to be the domain of sub-
ject searches. The proposed system can incorporate both classification by subject
and by incorporation of non-subject related bibliographic features, allowing for the
extension of browsing beyond subject searching. The usefulness of this form of
browsing needs to be empirically examined.

The adaptability of a classification system to new subjects is an important fac-
tor to consider when selecting a classification system. The addition and deletion of
subjects to the proposed system is simple in theory but may be costly in practice;
it may necessitate remarking many documents, a task to be avoided in manual sys-
tems [16]. New features are inserted into their proper location in the list of features
so they are arranged in order of increasing rarity. This simple action, however,
can change the classification number of many documents! This can be remedied
by arbitrarily treating any new feature as a rare feature and placing it furthest to
the right in the list of features. Usually a new feature, e.g., AIDS, will initially
be extremely rare in the literature and thus the ad hoc classification technique of
placing new features furthest to the right will be consistent with what the theory
suggests. However, as these new features become increasingly common in the lit-
erature and the theoretically suggested positions shift to the left, the classification
system using the ad hoc rule will move farther from meeting the requirements of
the classification system.

One could ignore new features until a decision is made to reclassify all doc-
uments after a period of time. Before reclassification, added documents could be
classified by considering only those features already included in the classification
system. In the proposed system, documents will then be placed near the most simi-
lar documents. This is what most existing classification systems do with documents
on new aspects of existing topics.

This problem is certainly not unique to the proposed system. One of the ad-
vantages of using a theoretically based model for a classification system is that
classification performance can be analyzed. A librarian faced with the problem of
deciding when to relabel a set of documents using the proposed scheme can analyti-
cally determine how bad the current system performs, with new features omitted or
with new features arbitrarily assigned to the rightmost positions. The performance
after the reclassification takes place may be computed and used for comparison.

In summary, it is theoretically and practically possible to develop a usable clas-
sification system grounded in the scientific concerns expressed here. This classi-
fication system can organize documents in a theoretically justified way without
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human intervention. This article has discussed some of the characteristics of such
a classification system for linearly arranged documents that is capable of grouping
similar documents for browsing.
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